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RESUMEN (en español) 

La adopción masiva de sistemas de generación distribuida en los sistemas de potencia 
responde tanto a la lucha contra el cambio climático como a la necesidad de reducir la 
dependencia de los combustibles fósiles. Este impulso hacia soluciones energéticas más 
sostenibles y respetuosas con el medio ambiente se refuerza por la creciente concienciación 
sobre la reducción de emisiones de gases de efecto invernadero y la madurez tecnológica de 
fuentes renovables como la fotovoltaica (PV) y la eólica. A medida que estas tecnologías 
avanzan, sus costos disminuyen, lo que ha facilitado su implementación a gran escala en los 
sistemas de generación de energía. 

No obstante, la transición hacia estas tecnologías renovables conlleva ciertos desafíos, 
especialmente en términos de estabilidad de las redes eléctricas. A diferencia de los 
generadores síncronos tradicionales, que aportan inercia y amortiguamiento gracias a su masa 
rotante, los recursos basados en inversores (IBR) de potencia carecen de estos atributos. Esto 
puede hacer que las redes eléctricas sean más vulnerables ante perturbaciones. La falta de 
inercia y amortiguamiento ha impulsado el desarrollo de tecnologías que puedan emular estas 
características, habitualmente mediante el uso de sistemas de almacenamiento de energía. 
Esta emulación de inercia se consigue aplicando el concepto de Generador Síncrono Virtual 
(VSG). 

A lo largo de los años, se han desarrollado diversos sistemas VSG. Sin embargo, esta tesis se 
centra en un sistema específico, el Synchronous Central Angle Controller (SCAC), que 
presenta un enfoque distribuido. En este sistema, un controlador central ubicado en el punto de 
conexión (PoC) gestiona de forma remota varios generadores distribuidos mediante 
controladores locales. Esto permite que los generadores actúen como un solo ente, ajustando 
parámetros en el PoC para garantizar un funcionamiento coordinado.  

En esta tesis, primero se realiza una revisión de las necesidades del sistema para la 
implementación de este tipo de controladores, así como de las alternativas existentes en la 
actualidad. Una vez se establezca el panorama de las alternativas, se procede a una 
explicación exhaustiva del SCAC.  
Posteriormente, se aplica este sistema de control a un sistema de generación distribuido, 
adaptando el SCAC para su uso en convertidores comerciales, lo que permitirá verificar su 
comportamiento bajo diversas condiciones. Esta evaluación considera también los retrasos de 
comunicación entre el controlador central y los locales, los cuales son compensados mediante 
métodos basados en el predictor Smith. El sistema es validado tanto en simulaciones como 
experimentalmente, utilizando sistemas en tiempo real, Hardware-in-the-Loop, Power-
Hardware-in-the-Loop y montajes de laboratorio a escala. 

Después de la validación, el uso del SCAC se extiende a otras aplicaciones, como la 



                                                                 

 

compensación de rampas en la generación solar. Las rampas de generación, que se originan 
principalmente por variaciones climáticas, pueden causar inestabilidades en la red y dar lugar a 
penalizaciones por parte de los operadores de red. La solución propuesta incluye el uso de 
almacenamiento energético conectado a las plantas solares para compensar dichas rampas y 
así mantener la estabilidad del sistema. 
 
Finalmente, el sistema SCAC es adaptado para funcionar en una configuración Grid-Forming, 
con el objetivo de crear una red aislada para la producción de hidrógeno verde. Este sistema 
aprovecha la generación solar para alimentar un electrolizador, y se implementa un controlador 
droop dual para que el electrolizador se comporte como una carga flexible, ajustando su 
consumo en función de la potencia y energía disponible. La solución es probada considerando 
también los retrasos de comunicación entre el controlador central y los locales, asegurando así 
la estabilidad y eficiencia del sistema bajo condiciones realistas.  
 
Además, se implementa el sistema de control en una simulación con una red externa, 
aprovechando las ventajas introducidas por sistemas de simulación ofrecidos por OPAL-RT, 
permitiendo y explicando el funcionamiento de una cosimulación entre dos simuladores usando 
dominios de simulación diferentes. 
 
En resumen, con todos estos experimentos y simulaciones, se valida la eficacia del sistema 
SCAC para gestionar redel eléctricas distribuidas, proporcionando resultados satisfactorios, 
incluso con la inclusión de los retrasos de comunicación, demostrando ser una solución robusta 
y flexible para la gestión de redes distribuidas con alta penetración de energías renovables 
como son los generadores PV híbridos, coordinando varios generadores de forma centralizada.  
 

 
RESUMEN (en inglés) 

 
 

The massive adoption of distributed generation systems in power systems responds to both the 
fight against climate change and the need to reduce dependence on fossil fuels. This drive 
towards more sustainable and environmentally friendly energy solutions is reinforced by the 
growing awareness of greenhouse gas emissions reduction and the technological maturity of 
renewable sources such as photovoltaic (PV) and wind. As these technologies advance, their 
costs are decreasing, which has facilitated their large-scale deployment in power generation 
systems. 
 
However, the transition to these renewable technologies brings with it certain challenges, 
especially in terms of grid stability. Unlike traditional synchronous generators, which provide 
inertia and damping due to their rotating mass, inverter-based resources (IBRs) lack these 
attributes. This can make power grids more vulnerable to disturbances. The lack of inertia and 
damping has driven the development of technologies that can emulate these characteristics, 
typically through the use of energy storage systems. This inertia emulation is achieved by 
applying the Virtual Synchronous Generator (VSG) concept. 
 
Over the years, several VSG systems have been developed. However, this thesis focuses on a 
specific system, the Synchronous Central Angle Controller (SCAC), which presents a distributed 
approach. In this system, a central controller located at the point of connection (PoC) remotely 
manages several distributed generators via local controllers. This allows the generators to act 
as a single entity, adjusting parameters at the PoC to ensure coordinated operation.  
 
In this thesis, first a review of the system requirements for the implementation of this type of 
controller is performed, as well as the currently existing alternatives. Once an overview of the 
alternatives is established, a comprehensive explanation of the SCAC is provided.  
Subsequently, this control system is applied to a distributed generation system, adapting the 
SCAC for use in commercial converters, which will allow verifying its behavior under various 
conditions. This evaluation also considers the communication delays between the central 
controller and the local ones, which are compensated for by methods based on the Smith 
predictor. The system is validated both in simulations and experimentally, using real-time 
systems, Hardware-in-the-Loop, Power-Hardware-in-the-Loop and scaled laboratory setups. 



                                                                 

 

 
After validation, the use of SCAC is extended to other applications, such as ramp compensation 
in solar generation. Generation ramps, which are mainly caused by weather variations, can 
cause instabilities in the grid and lead to penalties by grid operators. The proposed solution 
includes the use of energy storage connected to the solar plants to compensate for such ramps 
and thus maintain system stability. 
 
Finally, the SCAC system is adapted to operate in a Grid-Forming configuration, with the 
objective of creating an isolated grid for the production of green hydrogen. This system takes 
advantage of solar generation to feed an electrolyzer, and a dual droop controller is 
implemented so that the electrolyzer behaves as a flexible load, adjusting its consumption 
according to the available power and energy. The solution is tested considering also the 
communication delays between the central controller and the premises, thus ensuring the 
stability and efficiency of the system under realistic conditions.  
 
In addition, the control system is implemented in a simulation with an external network, taking 
advantage of the benefits introduced by simulation systems offered by OPAL-RT, allowing and 
explaining the operation of a co-simulation between two simulators using different simulation 
domains. 
 
In summary, with all these experiments and simulations, the effectiveness of the SCAC system 
to manage distributed power grids is validated, providing satisfactory results, even with the 
inclusion of communication delays, proving to be a robust and flexible solution for the 
management of distributed grids with high penetration of renewable energies such as hybrid PV 
generators, coordinating several generators in a centralized way.  
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Rodŕıguez, without whom none of this would have been possible, as well as other
teachers who have accompanied me along this long journey. Thank you for supporting
me, teaching me and putting up with me during all these years.

Of course to my parents Antonio and Tere, who have given me everything they have
had to get this far and have always trusted me. Especially, my dear father who I hope
you are proud of me, wherever you are. To my siblings Juanma, Maite, Cuca, Carlos
and Eva, as well as my late brother Toñin, who have always encouraged me to keep
going. Without forgetting to mention all my brothers and sisters-in-law. Also to all my
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Resumen

La adopción masiva de sistemas de generación distribuida en los sistemas de poten-
cia responde tanto a la lucha contra el cambio climático como a la necesidad de reducir
la dependencia de los combustibles fósiles. Este impulso hacia soluciones energéticas
más sostenibles y respetuosas con el medio ambiente se refuerza por la creciente con-
cienciación sobre la reducción de emisiones de gases de efecto invernadero y la madurez
tecnológica de fuentes renovables como la fotovoltaica (PV) y la eólica. A medida que
estas tecnoloǵıas avanzan, sus costos disminuyen, lo que ha facilitado su implementación
a gran escala en los sistemas de generación de enerǵıa.

No obstante, la transición hacia estas tecnoloǵıas renovables conlleva ciertos de-
saf́ıos, especialmente en términos de estabilidad de las redes eléctricas. A diferencia de
los generadores śıncronos tradicionales, que aportan inercia y amortiguamiento gracias
a su masa rotante, los recursos basados en inversores (IBR) de potencia carecen de
estos atributos. Esto puede hacer que las redes eléctricas sean más vulnerables ante
perturbaciones. La falta de inercia y amortiguamiento ha impulsado el desarrollo de
tecnoloǵıas que puedan emular estas caracteŕısticas, habitualmente mediante el uso de
sistemas de almacenamiento de enerǵıa. Esta emulación de inercia se consigue apli-
cando el concepto de Generador Śıncrono Virtual (VSG).

A lo largo de los años, se han desarrollado diversos sistemas VSG. Sin embargo,
esta tesis se centra en un sistema espećıfico, el Synchronous Central Angle Controller
(SCAC), que presenta un enfoque distribuido. En este sistema, un controlador central
ubicado en el punto de conexión (PoC) gestiona de forma remota varios generadores
distribuidos mediante controladores locales. Esto permite que los generadores actúen
como un solo ente, ajustando parámetros en el PoC para garantizar un funcionamiento
coordinado.

En esta tesis, primero se realizará una revisión de las necesidades del sistema para
la implementación de este tipo de controladores, aśı como de las alternativas existentes
en la actualidad. Una vez se establezca el panorama de las alternativas, se procederá
a una explicación exhaustiva del SCAC.Posteriormente, se aplicará este sistema de
control a un sistema de generación distribuido, adaptando el SCAC para su uso en
convertidores comerciales, lo que permitirá verificar su comportamiento bajo diversas
condiciones. Esta evaluación considerará también los retrasos de comunicación entre
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el controlador central y los locales, los cuales serán compensados mediante métodos
basados en el preditor Smith. El sistema será validado tanto en simulaciones como
experimentalmente, utilizando sistemas en tiempo real, Hardware-in-the-Loop, Power-
Hardware-in-the-Loop y montajes de laboratorio a escala.

Después de la validación, el SCAC se extenderá a otras aplicaciones, como la com-
pensación de rampas en la generación solar. Las rampas de generación, que se originan
principalmente por variaciones climáticas, pueden causar inestabilidades en la red y dar
lugar a penalizaciones por parte de los operadores de red. La solución propuesta incluye
el uso de almacenamiento energético conectado a las plantas solares para compensar
dichas rampas y aśı mantener la estabilidad del sistema.

Finalmente, el sistema SCAC será adaptado para funcionar en una configuración
Grid-Forming, con el objetivo de crear una red aislada para la producción de hidrógeno
verde. Este sistema aprovechará la generación solar para alimentar un electrolizador,
y se implementará un controlador droop dual para que el electrolizador se comporte
como una carga flexible, ajustando su consumo en función de la potencia y enerǵıa
disponible de forma dinámica. La solución será probada considerando también los
retrasos de comunicación entre el controlador central y los locales, asegurando aśı la
estabilidad y eficiencia del sistema bajo condiciones realistas.



Abstract

The massive adoption of distributed generation systems in power systems responds
to both the fight against climate change and the need to reduce dependence on fossil
fuels. This drive towards more sustainable and environmentally friendly energy solu-
tions is reinforced by the growing awareness of greenhouse gas emission reduction and
the technological maturity of renewable sources such as Photovoltaic (PV) and wind.
As these technologies advance, their costs are decreasing, which has facilitated their
large-scale deployment in power generation systems.

However, the transition to these renewable technologies brings with it certain chal-
lenges, especially in terms of grid stability. Unlike traditional synchronous generators,
which provide inertia and damping due to their rotating mass, Inverter-based resources
(IBRs) lack these attributes.. This can make power grids more vulnerable to distur-
bances. The lack of inertia and damping has prompted the development of technologies
that can emulate these characteristics, typically through the use of energy storage sys-
tems (ESS). This inertia emulation is achieved by applying the Virtual Synchronous
Generator (VSG) concept.

Over the years, several VSG systems have been developed. However, this thesis
focuses on a specific system, the Synchronous Central Angle Controller (SCAC), which
presents a distributed approach. In this system, a central controller located at the
point of connection (PoC) remotely manages several distributed generators via local
controllers. This allows the generators to act as a single entity, adjusting parameters
at the PoC to ensure coordinated operation.

In this thesis, a review of the system requirements for the implementation of this
type of controller, as well as the currently existing alternatives, will be carried out
first. Once the overview of the alternatives is established, a comprehensive expla-
nation of the SCAC.Subsequently, this control system will be applied to distributed
generation sources, adapting the SCAC for use in commercial converters, which will
allow verification of its behavior under various conditions. This evaluation will also
consider the communication delays between the central controller and the local ones,
which will be compensated by means of specific methods. The system will be vali-
dated both in simulations and experimentally, using real-time, Hardware-in-the-Loop,
Power-Hardware-in-the-Loop and laboratory-scale set-ups.



XII

After validation, SCAC will be extended to other applications, such as ramp com-
pensation in solar generation. Generation ramps, which are mainly caused by weather
variations, can cause grid instabilities and lead to penalties by grid operators. The
proposed solution includes the use of energy storage connected to the solar plants to
compensate for such ramps and thus maintain system stability.

Finally, the SCAC system will be adapted to operate in a Grid-Forming configura-
tion, with the aim of creating an isolated grid for the production of green hydrogen.
This system will take advantage of solar generation to feed an electrolyzer, and a dual
droop controller will be implemented to make the electrolyzer behave as a flexible load,
adjusting dynamically its consumption according to the available power and energy.
The solution will be tested considering also the communication delays between the
central controller and the premises, thus ensuring the stability and efficiency of the
system under realistic conditions.



Abbreviations and Acronyms

ac Alternating Current

ADN Active Distributed Network

AVR Automatic Voltage Regulator

BDC Bidirectional Converters

CNG CINERGIA SL

dc Direct Current

DEG Distributed Energy Generation

DER Distributed Energy Resources

ESS Energy Storage Systems

FRF Frequency Response Function

FRT Fault Ride Through

GFD Grid-Feeding

GFL Grid-Following

GFM Grid-Forming

GM Gain Margin

GPC Generalized Predictive Control

GS Grid-Supporting

HE Hydrogen Electrolyzer

HIL Hardware-In-The-Loop

HPG Hybrid Power Generator

IBR Inverter-Based Resources

LCOE Levelized Cost of Electricity

LPF Low Pass-Filter

MPC Model Predictive Control
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MPP Maximum Power Point

MPPT Maximum Power Point Tracking

PE Pôwer Electronics

PHIL Power-Hardware-In-The-Loop

PI Proportional Integral Controller

PLC Power Loop Controller

PLL Phase-Locked Loop

PM Phase Margin

PMS Power Management System

PoC Point of Connection

PPC Power Plant Controller

PQ Power Quality

PR Proportional Resonant Controller

PV PhotoVoltaic Panel

PVPP PhotoVoltaic Power Plant

PWM Pulse Width Modulation

RES Renewable Energy Sources

RMS Root Mean Squared

RR Ramp-Rate

RT Real-Time

SCAC Synchronous Central Angle Controller

SG Synchronous Generator

SO System Operator

SOC State of Charge

SP Smith Predictor

SPC Synchronous Power Controller

SRF Synchronous Reference Frame

TSO Transmission System Operator

VCO Voltage Controller Oscillator

VSG Virtual Synchronous Generator

VSM Virtual Synchronous Machine

V2G Vehicle-To-Grid

WG Wind Generator

WPG Wind Power Generator



Definitions

- Active Distributed Network (ADN): is an electricity grid that integrates
distributed generation sources, storage and controllable loads, actively managing
the flow of energy and improving system stability and efficiency through decen-
tralized, bi-directional control.

- Distributed Energy Generation (DEG): electricity generation systems based
on distributed sources, i.e. generators that are located close to the point of
consumption instead of large centralized plants.

- Distributed Energy Resources (DER): is broader than DEG, and encom-
passes not only distributed generation, but also other types of resources that can
provide or manage energy. It includes DERs, ESS, demand-side management and
electric vehicles (V2G).

- Energy Management System (EMS): it is a software system that optimizes
energy use in installations, monitoring, controlling and managing energy con-
sumption and production to maximize efficiency and reduce costs, especially in
grids that integrate renewable sources.

- Energy Storage System (ESS): is a technology designed to store energy and
release it when needed. These systems are key to managing the intermittency of
renewable sources such as solar and wind, improving grid stability and optimizing
energy use. They can be batteries, flywheels, supercapacitors, among others.

- Hybrid Power Generator (HPG): it is a renewable energy generation plant
that combines multiple renewable sources, such as solar and wind, with energy
storage systems, such as batteries. This makes it possible to manage the inter-
mittency of renewable generation, storing excess energy when production is high
and releasing it when production is low, improving the stability and reliability of
the electricity supply.

- Inverter-Based Resource (IBR): refers to a power generation or storage sys-
tem that uses power electronics, specifically inverters, to convert dc current into
ac current for integration into the electrical grid. IBRs are typically used in
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renewable energy systems, such as solar panels and battery storage, and are es-
sential for maintaining grid stability in systems with high renewable penetration.

- Microgrid: is a local electricity grid that can operate independently or connected
to the main grid, integrated by distributed generation sources such as renewable,
storage systems and loads. Microgrids are capable of autonomously managing
energy supply, optimizing efficiency and improving resilience to failures in the
main grid.

- Power Management System (PMS): a system responsible for managing the
distribution and flow of electrical energy in networks or plants, balancing demand
and supply, and ensuring grid stability in the face of fluctuations in generation
or consumption.

- Power Plant Controller (PPC): a device or system that coordinates and
regulates the operations of a power generation plant, controlling parameters such
as frequency, voltage, active and reactive power to ensure the efficient and safe
operation of the plant.

- Virtual Synchronous Generator (VSG): is a technology that allows elec-
tronic converters to mimic the behavior of conventional synchronous generators,
providing inertia and support to the grid. VSGs improve frequency and volt-
age stability by reacting to changes in the grid, enabling renewable sources and
energy storage systems to contribute to grid control more efficiently.
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Chapter 1

Introduction

1.1 Background and Motivation

Currently there is a major problem on a global scale related to the increasingly real
climate change, due to the massive electricity generation through the use of traditional
generation sources such as coal or gas in recent years. Due to the growing global
awareness of the need for a change, as well as the difficulty and limitation in the
extraction of these raw materials and the large emission of greenhouse gases, have
fortunately made the need for a transition to a more sustainable and environmentally
friendly global electricity generation.

In recent years, Distributed Energy Generation (DEG) systems, which are based on
renewable energy sources such as Photovoltaic (PV) or wind power generation systems,
have been introduced on an increasingly massive scale. The democratization of these
technologies due to the large investment and research, have driven to obtain much more
affordable systems, offering improved Levelized Cost Of Electricity (LCOE). This has
increased their economic viability and attractiveness to investors.

Due to the high variability of the power output of these generation systems, the
introduction of energy storage systems (ESS), such as batteries, is also necessary. With
all this, advanced control techniques have to be designed and implemented to help
maintain grid stability, taking into account the high penetration of these types of
systems. These control systems would help to mitigate such variability. This is all
the more so given that the inclusion of these generation systems will mean a potential
weakening of the electricity systems, given that, until now, energy generation was based
on traditional generation plants with synchronous generators (SGs), with a rotating
mass (rotor), which provides a certain inertia to the system, which helps to maintain
grid stability in the event of possible disturbances in the grid.

Renewable generation systems are interconnected to the grid for energy injection
through the use of Inverter-Based Resources (IBR), which lack inertia or damping,
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raising concerns about system security and stability of the power system. Therefore,
when considering a massive inclusion of Distributed Energy Resources (DERs), with
large volumes of generation, the inclusion of some alternative, to try to emulate inertia,
must be mapped out. Considering this, this is where the concept of Virtual Synchronous
Generator (VSG) arises. These systems offer an innovative solution by emulating the
dynamic properties of traditional synchronous generators, whether real or arbitrary, in
the DEG power converters.

Typically, the concept of virtual inertia is implemented by using ESS with power
converters, and using a suitable control mechanism, thus providing a controlled amount
of virtual inertia to the power system (typically ranging from milliseconds to several
dozen seconds depending on the system). Traditionally, storage systems are used for
inertia emulation, but certain control techniques can also be applied to renewable
generation systems to emulate a certain level of inertia in their generation.

Most of the traditional power generation will be eventually replaced by these kind
of systems. Considering this, VSG techniques create the basis for a large-scale im-
plementation of renewable energy source (RES) systems, without compromising grid
stability.

There are several VSG structures in use today, as well as still under development,
presented in the literature, which will be discussed in Chapter 2, but this work will be
mainly based on one of them, called Synchronous Central Angle Control (SCAC). This
technique proposes to simultaneously control several power converters, emulating the
behavior of a single SG at the Point of Connection (PoC), resulting in an aggregated
VSG system. Thus presenting a system where a virtual rotor with its inertia is emulated
at the PoC, where the electromechanical model of the SG is considered, and several
stators at converter level, which would inject the necessary power, controlling all of
them from a central controller.

The motivation of this thesis lies in the incorporation of this distributed control sys-
tem in a close-to-reality application. However, the distributed nature of this approach
poses additional challenges to ensure its effectiveness and stability in real operating
environments. One of the first challenges is the need to establish effective commu-
nication between the central controller and the distributed converters, which are at
some distance from the central controller. This communication, essential for the cor-
rect operation of the system, often introduces certain delays, which can affect system
response and stability. Therefore, it is crucial to try to minimize such delays, as well
as to look for techniques that minimize or mitigate the effect of such delays. In ad-
dition, there is also the challenge of integrating commercial converters used in the
system. These converters usually have certain limitations in terms of control capa-
bility, as they generally only accept active and reactive power commands, restricting
access to their internal control systems. Therefore, it is necessary that the control
system used takes full advantage of the limited capabilities of these converters, and
adapt to this case. Furthermore, in some cases, the use of measurement sensors is not
contemplated, unless it is strictly necessary, having only access to the internal informa-
tion of the power converters, accessible through communication protocols, in the case
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of this thesis, MODBUS TCP. All these capabilities are tested in real-time simulation,
either by using the system with external hardware, performing Hardware-In-the-Loop
simulations, or by integrating the system in a bigger grid, by using a co-simulation
structure.

The control system will be implemented in different configurations. Initially, it will
operate according to its original design, using grid-following (GFL) with supporting ca-
pabilities, allowing arbitrary injection of power into the system or injection/absorption
of power in response to grid frequency variations. Subsequently, due to the possible
variations in generation due to environmental changes, the system will be adapted to
handle ramp compensation in solar generation plants. Finally, a grid-forming (GFM)
model will be implemented to operate in an isolated grid, feeding a green hydrogen
production plant, as an innovative case of application of the system.

In summary, this thesis proposes to address the implementation of distributed in-
ertia and damping emulation for grid support control systems, considering the inter-
operability of different commercial converters, considering communication delays and
their compensation, implementing different control strategies of the power converters.

1.2 Thesis Objectives

The main objective of this thesis is to address the analysis and implementation
of a distributed control system based on VSG, in order to manage several DEG sys-
tems simultaneously. This system, known as SCAC, is in charge of coordinating and
controlling multiple converters from a central controller located in the PoC through
communications. This technique allows the creation of an aggregated VSG system that
emulates a single virtual rotor, considering the electromechanical models of the SG,
and several stators at converter level to deliver the demanded power. In this way, it is
possible to emulate the inertia and damping response in the PoC, providing stability
to the electrical system, and acting as a power source on demand, acting as a grid
feeding system, and even as a grid forming system for isolated systems. In addition to
the main objective, there are other equally important objectives guiding this research:

I. Review of the state of the art relating the motivation of the thesis to its objectives.
This review will be framed within the broad spectrum of Power Plant Controllers
(PPC), where the VSG controller used in this thesis must be located, for an
industrial implementation. Within this objective, the following aspects will be
considered:

□ A review of the different PPCs for DEG plants will be carried out, in order
to give an introduction and a context of the need for the implementation of
these control systems. This will be justified by explaining the existing regu-
lations, which require the implementation of these systems to be increasingly
demanding for safety and stability reasons.
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□ Subsequently, a review is made about the different parts of the grid interface
of the distributed generation plants, bearing in mind that these can operate
with grid-forming, grid-feeding (GFD) or grid-following and grid-supporting
(GS) structures. This explanation is very necessary to be clear on the fact
that, depending on each one, an DEG system can behave in very different
ways. In addition, with this classification in mind,the different control layers
as well as a review and explanation of different synchronization methods,
which are essential for its operation, are also given.

□ An analysis of the different strategies used to emulate inertia in power sys-
tems will be carried out, focusing specifically on VSG control systems. This
will provide an in-depth understanding of the operation of these control sys-
tems and the characteristics they share. Furthermore, an attempt will be
made to identify the qualities of each of them, providing a global vision of
why a distributed system such as the one addressed in this thesis (SCAC),
may be the most suitable for a massive implementation in the current con-
text.

□ Furthermore, due to SCAC system uses communication channels, which
can be subject to significant delays, negatively impacting the stability and
performance of the system. Therefore, a review of the state of the art of dif-
ferent methods of communication delay compensation is included, justifying
the selection of the Smith predictor (SP) based compensator.

□ Finally, as the SCAC system is applied in some industrial applications, a
review of the most used ramp-rate compensation methods are done, as well
as a review of the control systems for green hydrogen generation.

Hence, through this objective it is hoped to obtain a solid and complete under-
standing of the current state of research on VSG systems, as well as to lay the
theoretical foundations necessary for the development of this doctoral thesis.

II. The detailed development of the SCAC distributed controller, explaining each of
its parts, in order to ensure a correct understanding of its operation. This expla-
nation will be done by explaining its operation in the way it was designed, taking
into account its behavior as grid-following with grid supporting capabilities, but
also adapting the control for its operation in grid forming configuration. This
is supported by its mathematical development, in order to improve its under-
standing. This will lead to a better understanding of its behavior under different
operating conditions, which will facilitate the design and implementation of ef-
fective control strategies.

III. Investigating the limitations of commercial converters, which are usually re-
stricted to receive only active and reactive power commands. To address this
objective, certain modifications will be made to the original control system, in
order to achieve a successful implementation of the control system in commer-
cial converters, taking full advantage of its capabilities, and minimizing possible
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limitations. This is intended to advance the development and adoption of this
type of technology more rapidly. Thus, achieving a better understanding of the
system, helping to facilitate its industrial implementation, in a simple way, which
can even be done on a massive scale.

IV. The validation of the control system through testing in both real-time simulation
and laboratory setup experimentation. This process will include the use of indus-
trial converters and will consider the effects of communication delays and their
compensation. The ability of the system to inject active and reactive power ac-
cording to demand, and to compensate for frequency variations where necessary,
will be assessed. The main objective of these tests is to demonstrate the feasibility
of the system implementation, ensuring its correct operation in environments that
simulate real conditions. To achieve this validation, various simulations, valida-
tion tools and methodologies will be employed. Initially, tests will be performed
in real-time (RT) simulation environments, using platforms such as Matlab and
Speedgoat. Subsequently, the system will be implemented using real hardware
through the Power-Hardware-In-The-Loop (PHIL) technique, which connects the
control system with physical hardware. This will allow simulations to be carried
out under realistic operating conditions, evaluating the behavior of the system in
a controlled environment closer to reality.

The combination of these tests in simulation and experimentation will allow the
control system to be validated in various scenarios, ensuring its reliability and
efficiency. In addition to the validation at converter level, the control system
will also be tested in a real-time co-simulation environment, interconnecting two
simulators via a Dolphin interface. In this context, OPAL-RT simulators will be
used: one in the time domain (eMEGASIM) to simulate the distributed conver-
ters, and one in the phasor domain (ePHASORSIM) to simulate the electrical
system where the DERs are connected. This comprehensive approach will pro-
vide a complete validation of the control system, both at the simulation level and
under experimental conditions, ensuring its operability in practical applications.

These validations help to understand better how distributed VSG can work, spe-
cially the SCAC control system, when it is used in different applications.

V. New operating modes are incorporated into the control system in order to increase
its versatility. One of these modes focuses on the challenge of generation ramps in
PV systems, seeking to take advantage of the available resources to mitigate this
problem. These ramps arise due to abrupt changes in solar generation, caused
by the significant variability of RES, such as fluctuations in temperature and
irradiance. It is essential to note that, according to grid operator regulations,
these fluctuations are unacceptable and can result in penalties. Therefore, the
use of the SCAC system is proposed for mitigation, given its hybrid nature that
includes ESS. This resource will be adjusted by modifying its set-points to ensure
that it remains within the limits set by the grid operator in grid-tied applications,
thus improving the stability and reliability of the control system, complying with
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regulations and generating economic savings.

Another mode of operation envisages the adaptation of the SCAC system to grid-
forming systems in off-grid applications. This approach will be used to power a
local load based on an electrolyzer for green hydrogen production. It will explore
how the SCAC system can efficiently manage energy production in such grids,
maintaining stability under various conditions.

These are two examples of the implementation of the SCAC system industrially,
for applications related to solar generation. Either for a plant working on GFL or
another one working on GFM for green hydrogen generation. This is an example
of the versatility of the SCAC based control.

1.3 Thesis Contributions

The following list presents the main contributions of this thesis as derived from the
stated objectives:

1. Control System Adaptation and Communication Delay Compensation
(JP1, CP1): this contribution addresses the adaptation of the control system
for implementation in commercial power converters, which are typically limited to
receive active and reactive power commands. This process involves modifications
to the control system to ensure its operation within these constraints without
compromising its efficiency and responsiveness. A key part of this application lies
in the optimal utilization of the information available through the communication
port of the converters. This information includes RMS voltage and current values,
as well as the developed active and reactive power, and the frequency of the
network. This data is used to reconstruct these variables in the time domain,
which is an innovative and effective approach to reduce the costs associated with
the installation and maintenance of additional sensors, although with certain
limitations.

On the other hand, the problem of communication delays in distributed systems,
which are controlled from a central controller located in the PoC, is addressed.
These delays can arise due to the physical distance between the converters and the
controller, as well as the latency existing in the communication networks, which
can generate instabilities in the control and in the power system. Therefore, a
study of the existing delays in the system is carried out, selecting a compensation
system, based on prediction as the SP, taking into account the characteristics of
the system. This contribution is expected to boost the development of effective
strategies for the management of modern power systems, where communication
plays an important role in the coordination and control of distributed systems.
Thus, facilitating their implementation on a large scale.

2. Ramp compensation in PV generation (CP2): this contribution addresses
the problem of generation ramps in PV generation systems, and it proposes to
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use the system that occupies this thesis for its compensation. Generation ramps
appear due to abrupt changes in solar energy production, which can occur due to
the natural variability of these systems, such as changes in temperature or solar
irradiance caused, for example, by a cloud passing. According to grid operator
regulations, such abrupt changes in power generation are not acceptable and may
be subject to penalties.

Therefore, the ability of the SCAC system to mitigate such generation ramps
is investigated. Since the SCAC is hybrid and has batteries, the possibility of
using this system to start the generation ramps and reduce their impact on the
electricity system is exploited. This would be achieved by adjusting the power
output of the batteries to start sudden variations in solar generation and keep
the production within the limits allowed by the grid operator.

Hence, it aims not only to ensure compliance with grid operator regulations,
but also to maximize the efficiency and stability of the electricity system. By
mitigating generation ramps, it is expected to reduce the costs associated with
possible penalties and ensure a reliable and secure electricity supply for end-
users. Furthermore, this research is expected to contribute to the advancement
of the use of distributed systems for the efficient management of renewable energy
generation in modern power systems.

3. Green hydrogen generation by using distributed VSG (CP3): this con-
tribution explores another control mode for power converters by implementing
the same distributed VSG system, but moving from a grid following/supporting
scheme to a grid forming configuration. This approach aims to create an isolated
grid capable of generating energy autonomously, which will be used for the pro-
duction of green hydrogen through the use of an electrolyzer. This electrolyzer
implements an external control system based on a dual droop, both voltage and
frequency, in order to improve the stability of the system in the face of various
disturbances. An example of its usefulness is when the generation of one of the
distributed generation units is reduced, or when the storage units cannot meet
the demand. This generates a mismatch in the generation, which modifies the
voltage and frequency value, causing the system to adapt dynamically, reducing
the power and guaranteeing the stability of the system.

In addition, because this system uses the SCAC system, which is structured in a
central controller that coordinates different local controllers, the system is subject
to communication delays between them. To mitigate its effects, an SP-based
compensation system is implemented, improving the stability of the system.

Therefore, this contribution, by combining a grid-forming model with an au-
tonomous system for green hydrogen generation and the implementation of a
dual droop control with delay compensation mechanisms, represents an impor-
tant research window to obtain distributed energy systems capable of operating
in isolated grids under various dynamic conditions.
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4. Power system co-simulation using distributed VSG (CP4): in this con-
tribution, the SCAC VSG system has been implemented operating under a grid-
following and grid-supporting structure in a real network, with parameters and
characteristics of a real converter, including the consideration of its switching
behavior. The simulation has been performed in a real-time environment, pro-
vided by the OPAL-RT simulators, where a real-time co-simulation has been
run, combining two different simulation domains: the time domain (through the
eMEGASIM simulator) and the phasor domain (through the ePHASORSIM sim-
ulator).

In the time domain, two distributed SCAC converters have been simulated, while
in the phasor domain a two-area Kundur network has been modeled, where the
connection point of the converters corresponds to a bus of this network. This con-
figuration has made it possible to analyze the interaction between the converters
and the network, evaluating their behavior and response under real conditions.

Furthermore, a detailed explanation of the process to perform a real-time co-
simulation using both OPAL-RT simulators is included. This process is based on
the synchronization of the simulations through the use of a Dolphin synchroniza-
tion cable, which allows coordinating the exchange of data between the different
simulation domains. Hence, the contribution not only highlights the results ob-
tained, but also provides guidance for the implementation of complex real-time
co-simulations, opening up new possibilities for the validation and testing of dis-
tributed control systems in high-precision experimental environments.

1.4 Thesis Publications

1.4.1 Peer-Reviewed Journal Papers

JP1 D. del Rivero, P. Garćıa, C. Blanco and Á. Navarro-Rodŕıguez, “Con-
trol of Aggregated Virtual Synchronous Generators for PV Plants Considering
Communication Delays”, in IEEE Transactions on Industry Applications, doi:
10.1109/TIA.2024.3377169

1.4.2 Peer-Reviewed Conference Papers

CP1 D. del Rivero, P. G. Fernández, C. Blanco and Á. Navarro-Rodŕıguez,
“Control of Aggregated Virtual Synchronous Generators Including Commu-
nication Delay Compensation,” 2022 IEEE Energy Conversion Congress
and Exposition (ECCE), Detroit, MI, USA, 2022, pp. 1-7, doi:
10.1109/ECCE50734.2022.9947466.

CP2 D. del Rivero, I. Peláez, P. G. Fernández, C. Blanco and Á. Navarro-
Rodŕıguez, “Integration of Ramp-Rate Compensation in a Distributed Virtual
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Synchronous Generator Schema for Hybrid PV Plants”, 2023 IEEE Energy
Conversion Congress and Exposition (ECCE), Nashville, TN, USA, 2023, pp.
1122-1128, doi: 10.1109/ECCE53617.2023.10362955.

CP3 D. del Rivero, Á. Navarro-Rodŕıguez, C. Gomez-Aleixandre, C. Blanco, P.
Garćıa, and P. Rodŕıguez, “Control of Green Hydrogen Production on Isolated
Hybrid Solar Plants Considering the Effect of Communications”, 2024 IEEE
Energy Conversion Congress and Exposition (ECCE), Phoenix, AZ, USA,
2024, pp. 1122-1128, doi: 10.1109/ECCE53617.2024.10362955.

CP4 D. del Rivero, S.Singh, P. Garćıa, and P. Rodŕıguez, “Real-Time Cosim-
ulation of Power Systems: Integration of eMEGASIM and ePHASORSIM
Using OPAL-RT Simulators”. 2024 IEEE Power Electronic for Distributed
Generation Systems (PEDG), Luxembourg, LU, 2024, pp. 1122-1128, doi:
10.1109/PEDG61800.2024.10667403.

1.4.3 Other Contributions

CP5 M. Crespo, C. Gómez-Aleixandre, Gleisson Balen, D. del Rivero, Á. Navarro-
Rodŕıguez, C. Blanco, P. Garćıa, “Integration of Modular Energy Storage
Solutions in the Distribution Grid”, 2024 IEEE Power Electronic for Dis-
tributed Generation Systems (PEDG), Luxembourg, LU, 2024, pp. 1-7, doi:
10.1109/PEDG61800.2024.10667453.

1.5 Thesis Outline

This thesis comprises six chapters, structured to cover the main topics in the fol-
lowing order:

• Chapter 1: the context and driving factors for this thesis are presented, which
help establish its fundamental objectives. The contributions that support the
thesis are also outlined, along with a listing of the various publications derived
from the thesis work. To aid in comprehension, the structure of the document is
described.

• Chapter 2: this chapter provides a comprehensive review of the current status
of PPCs, which are essential for the efficient and safe operation of power plants.
It analyses the evolution of these systems in response to increasingly stringent
regulations imposed by electricity system operators, which have developed new
grid codes. To better understand this regulatory context, the current codes and
their implications for power plant operation are examined in detail. Although
the system presented in this thesis would be more in line with the operation of a
Power Management System (PMS), as it is not studied on the basis of grid codes,
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for its industrial implementation, its operation on the basis of these codes must
be ensured. In addition, the chapter includes a review of the network interfaces,
with all the controllers available in an DEG system, with a detailed classification
of the types of controllers, such as grid-forming, grid-feeding and grid-supporting,
which are essential for the interaction of the plant with the grid, as well as the
different control loops available. The importance of integrating VSG systems
is then discussed, describing some of the main models used. This section also
introduces the different methods to compensate for communication delays, an
important challenge since VSG strategies, such as the one used in this thesis, rely
on communication systems that may be subject to delays, affecting the stability
of the control system. In addition, because the system used is applied to two
industrial applications, the most commonly used methods of ramp compensation
and the different ways of generating green hydrogen are reviewed.

• Chapter 3: a detailed explanation of the Synchronous Central Angle Controller
(SCAC) control system is provided, which is the approach used in this thesis
for the control of DEG systems. A detailed description of each of the compo-
nents that make up this control system is provided, addressing both its operation
and its structure. This formulation covers the different operating modes of the
units, including grid-following with grid-supporting capabilities and grid-forming
modes, explaining how this system is adapted to efficiently control the plants un-
der different grid connection scenarios. This provides a comprehensive overview
of the control of DEG in various operating contexts.

• Chapter 4: explains the modifications made to the control system to adapt it
to commercial converters, taking advantage of its internal characteristics, such
as the use of its registers and internal variables. These modifications allow the
system performance to be optimized and reduce the need for external sensors.
Additionally, a communication delay compensation method based on the Smith
Predictor is implemented, which helps to mitigate the effects of transmission de-
lays in the control loop. The control system, with all these adaptations, is evalu-
ated in different scenarios, including local real-time simulations and experimental
tests with external hardware. These tests allow verifying the performance of the
system under realistic conditions, ensuring its correct operation and stability in
different operational situations.

• Chapter 5: it presents two industrial applications of the SCAC concept, applied
to PV generation solutions, one focusing on the compensation of solar generation
ramps, and the other on the creation of an isolated grid for green hydrogen
generation.

As it has been commented, the first part of the chapter presents the concept of
ramp compensation in solar generation, with the aim of avoiding grid instabilities
and possible penalties imposed by system operators. To achieve this, a control
system is implemented within the SCAC framework, which has been developed
and studied throughout this thesis, with certain specific modifications to suit the
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ramp control requirements. The explanation of this system will be complemented
by the use of simulations that will allow to analyze its behavior under different
operating conditions. In addition, an economic analysis will be carried out, whose
purpose is to determine the viability and convenience of integrating this type of
control system in solar plants, evaluating in which situations its implementation
is profitable or justifiable.

The second part of the chapter is focused in the application of the distributed
SCAC system for the creation of an isolated grid dedicated to the production of
green hydrogen by means of an electrolyzer. The implementation of SCAC in this
context will allow not only the efficient operation of the grid, but also an effec-
tive management of the associated technical challenges, such as communication
delays. To mitigate these delays, compensation strategies will be considered to
ensure a fast and accurate system response. In addition, a dual droop controller
is introduced at the electrolyzer level, which will dynamically adjust the load in
a flexible manner. This approach ensures that the electrolyzer demand adapts to
fluctuations in power generation, thus improving the stability of the created grid.
In this sense, the SCAC system will allow both generation and storage resources
to interact in a coordinated manner to optimize the green hydrogen production
process, ensuring the operational efficiency and stability of the electricity system.

• Chapter 6: the SCAC system is implemented in a real-time co-simulation, inte-
grating with a real network to support the operation of one of its nodes. This
chapter deals with the methodological aspects of the system, showing its applica-
tions and the different ways in which it can be tested. The simulation is carried
out using two OPAL-RT real-time simulators: eMEGASIM, which handles the
time domain simulation of the converter, and ePHASORSIM, which handles the
phasor domain simulation of the network. Both simulators are synchronized by
means of a DOLPHIN cable, which allows stationary results to be obtained from
the phasor analysis, but including the dynamics of the time domain. The results
obtained are detailed in this chapter, while the experimental setup is described
in appendix A.

• Chapter 7: presents a complete synthesis of the main contributions and results
achieved throughout this doctoral thesis. Through an exhaustive analysis, the
most relevant conclusions derived from the research work are highlighted, linking
each one of them with the initially stated objectives. It is discussed how each
chapter contributes in an integral way to the development of the SCAC system
and its application in the management of distributed electricity grids and re-
newable generation. In addition, a prospective vision for future research in this
field is offered. Clear recommendations are provided to further explore emerging
lines of research that were partially addressed in this study. These suggestions
include the improvement of communication delay compensation mechanisms, the
optimization of the distributed control system and the implementation of the
proposed solutions in experimental and real environments. In this way, further
progress is invited in the search for solutions that ensure stability and efficiency
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in modern power systems, with a more robust integration of renewable energies
and emerging technologies.

Considering the different objectives of the thesis, the contributions and the outline
of the document, Table 1.1 shows the relation between them for better understanding.

Objective Obj. 1 Obj. 2 Obj. 3 Obj. 4 Obj. 5
Contribution All JP1, CP1 JP1, CP1 JP1, CP1, CP4 CP2, CP3

Chapter 2 3 4 4, 6 5

Table 1.1: Relation between objectives, contributions and chapters.



Chapter 2

Literature Review and State
of the Art

2.1 Introduction

This thesis focuses on the study of a distributed VSG control system designed to
add virtual inertia to DEG systems, emulating the electromechanical behavior of a
synchronous generator. Although the main focus is on hybrid PV plants (PV plant
with ESS), the proposed system has a wide spectrum of applications in distributed
generation.

To justify the implementation of the distributed VSG system, this initial chapter
provides a fundamental review of distributed power systems and PPCs that are used
to regulate plant performance and meet the regulatory demands of grid regulators.
These increasingly stringent regulations seek to improve the efficiency and stability of
distributed generation systems, especially in an energy environment that is increasingly
reliant on renewable sources. The review will include a detailed description of power
plant control structures, addressing grid-forming, grid-following and grid-supporting
approaches, which are the main control structures for IBR to maintain synchroniza-
tion and stability with the power system. Grid-synchronization methods, which are
indispensable for the efficient and safe operation of distributed plants in increasingly
dynamic power grids, will also be reviewed.

Subsequently, an in-depth analysis of the most commonly used inertia emulation
systems will be carried out, highlighting the distributed system SCAC, which is the
core of this research. This system has the ability to control from the PoC the behavior
of all the distributed generation units connected to it, providing a unified and efficient
control strategy.

Finally, a critical issue for the stability of distributed VSG systems will be addressed:
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communication delays. Since SCAC relies on communication links to coordinate the
control of distributed units, these delays can compromise the stability and performance
of the system. Therefore, various techniques and systems will be reviewed to compen-
sate for such delays, ensuring that the system maintains stable and efficient operation,
even under adverse communication conditions. This analysis will ensure the feasibility
of the proposed system in a real environment and provide practical solutions to improve
its performance.

2.2 Distributed Energy Resources

The world’s power generation system is evolving towards a more sustainable and
environmentally friendly approach, moving from a centralized generation system based
mainly on fossil fuels and large power plants to a distributed energy generation sys-
tem based mainly on RES. Renewable energy is generated from natural renewable
resources such as sunlight, wind, ocean, hydropower, biomass, geothermal resources,
bio-fuels and hydrogen. Their contribution to energy systems is growing because most
of them are becoming more mature and cheaper, such as PV and wind generators
(WG), which are becoming more affordable and offer better Levelized Cost Of Elec-
tricity (LCOE) ratios [2.1]. Their implementation contributes to the diversity of the
energy supply portfolio, reducing the risks of continuing/expanding the use of fossil
fuels and nuclear energy [2.2]. Such DEG systems are generation systems generally
located close to consumption points, which can be connected to the grid or work in
off-grid mode. These DEG systems usually work together with other energy resources,
such as energy storage systems (ESS), dedicated or auxiliary systems such as batteries,
ultra-capacitors, even electric vehicles in their vehicle-to-grid (V2G) controller mode,
among others. These systems, along with DEGs, are grouped under the concept of
Distributed Energy Resources (DER). [2.3].

PV Power Plants (PVPP) and Wind Power Generators (WPG) generate renewable
energy that is used to supply grid loads, working with ESS or not. These DERs,
through maximum power point (MPP) methodologies, obtain the maximum available
energy that must be adapted to be injected into the grid. There are several maximum
power point tracking (MPPT) methods for both systems, although taking into account
that this thesis is based on solar generation, the most important ones can be found
in [2.4–2.6].

When local loads are connected to DER systems, either in off-grid or grid-tied
conditions, the system can be considered as an active distribution network (ADN).
These systems require precise and coordinated control to avoid grid stability problems.
This not only improves local stability, but also optimizes power quality (PQ) through
more efficient voltage control, and can reduce the cost associated with power generation
[2.7, 2.8].

The control of these DER systems can be approached in two ways: centralized or
decentralized [2.7, 2.9–2.14]. In the centralized approach [2.7, 2.10], a central controller
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Figure 2.1: General ADN scheme with local generation and local loads. It can work in grid-tied or
grid off modes.

is responsible for determining the amount of power that the different distributed units
must exchange with the loads or the grid. This controller evaluates the conditions of
both the main grid and the loads, optimizing the power flow to ensure operational
stability and efficiency. On the other hand, the decentralized approach [2.10–2.12]
delegates control to each distributed unit. In this case, each generator performs local
control, adjusting its output according to local demand and market conditions. This
approach allows power generation to be optimized and, where possible, surplus power
to be exported to the main grid, maximizing economic benefits.

Currently, the decentralized approach is more commonly used due to limitations
in communications and computing capacity between different systems, as well as the
diversity in generation capacity of different generation devices. These limitations often
make management more practical and adaptable to changing grid and market condi-
tions. However, with improvements in communications in terms of speed and latency,
it is intended to move to a centralized distributed system, where each distributed gene-
ration can be safely and efficiently controlled from a central controller, thus improving
the performance of the power system.

Figure 2.1 illustrates an example of a ADN-DEG system connected to the main
grid, which includes several distributed generators and several local loads. The inter-
connection and control of these elements is essential to ensure the stability and security
of the system as a whole.

To manage these distributed systems effectively, advanced control elements are
necessary to ensure the safe and stable operation of the ADN. One of these key elements
is the power plant controller (PPC). PPCs enable optimal and safe control of DEGs,
ensuring compliance with established regulations and optimizing the integration of the
ADN with the wider power system. The different PPC are explained in Section 2.3.

PVPP and WPGs are able to provide the electrical power to supply a grid load.
The energy conversion systems provided by wind turbines and PVs enable to extract
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the maximum wind/solar power, obtaining the electrical power that must be adapted
to be injected into the grid, by means of methodologies to track the MPP. These power
plant, normally are used beside ESS, building hybrid power systems (HPG), in order to
reduce possible RES power variations, resulting from the variable nature of the energy
source.

2.3 Power Plant Controllers

In this section, the main functionalities necessary for the management of a plant
are explained, in order to understand the systems used in this work, which can be
managed by a Power Management System (PMS), which is applied in a variety of
energy contexts, such as microgrids, ADNs, HPG, etc [2.15, 2.16]. These PMS manage
energy sources and their control, optimizing production and consumption dynamically
[2.16]. However, these systems are not always subject to grid regulations, being this
done by PPCs, which are designed to comply with the regulation of the grid to which
they are connected. The work in this thesis is related to these PMS systems, since,
in the development, no work has been done on the network codes. However, it is
necessary to point out that for an application of the system they must be taken into
account, implementing the control system in a Power Plant Controller, which allows
to comply with the current regulations. Therefore, the different functionalities of these
PPCs, which must be fulfilled for a real grid-connected application, must be explained
[2.17–2.19].

The increasing penetration of renewable energies, leading to a more decentralized
system, presents the system operator with the challenge of keeping the system as
stable and reliable as possible. To this end, PPCs are introduced in the control system
of power plants, in order to regulate and control the different inverters, devices and
equipment connected to the grid of renewable energy plants, such as photovoltaic plants
and wind generation plants. Although these systems are used for different types of DEG
systems, in this thesis document, the focus will be on those used in PVPP. These PPC
systems are necessary for several reasons:

1. Grid stability improvement. This is because PV systems generate power inter-
mittently, which can cause grid instabilities if they are not properly managed.
Therefore, they ensure that the power generated is kept within the operating
limits set by the grid operator.

2. Efficiency. Improve efficiency by optimizing the operation of PVPPs by control-
ling the output of the plant to meet the demands of the grid. Thus ensuring that
the plant generates the maximum amount of energy while maintaining efficiency,
reducing costs.

3. Safety. Protects PVPPs and the grid from possible damage, ensuring the safety
of personnel and equipment by automatically disconnecting the grid in the event
of abnormal operating conditions, such as overvoltage or undervoltage.
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4. Revenue compliance. Grid operators require the plant controller to ensure that
the PVPP complies with the regulations and standards set by the authorities.
Ensuring that the plant operates within voltage and frequency limits and complies
with grid codes, thus avoiding possible penalties. These DEG systems, like PV,
are increasingly integrated into power systems, making it more and more difficult
for grid operators to maintain stability. This forces the creation and enforcement
of grid codes, making compliance very important.

Considering the DER system schematic shown in Figure 2.2, it is possible to observe
a little of how these controllers work. To do this, the grid operator sends specific set-
points in order to change some network parameter in the PoC. These parameters are
sent to the Remote Operations Center, which communicates with the Supervisory
Control and Data Acquisition (SCADA) system. This SCADA system has available
the electrical readings at the connection point as well as the values collected from the
individual inverters. Considering these values and measurements, the set-points are
sent to the PPC system, which will execute the relevant operating mode to comply
with the different grid codes. Therefore, the PPC interacts with the system operator,
which dynamically defines and transmits the operating control modes and associated
set-points. As TSOs do not monitor power at the inverter level, the DER system is
considered as a whole, the focus being on the electrical data of the PoC.

Therefore, in relation to grid codes, requested control mode and measurement In the
PoC, the DER relies on the PPC to execute control algorithms and send commands
in an intelligent way to the available DEG equipment, complying with the different
network codes.

In order for these PPC systems to perform efficiently and optimally, they must be
selected with several factors in mind:
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1. Scalability: the PPC hardware selected must be scalable to accommodate future
expansions or increases in capacity. The plant may need to be expanded in the
future to meet increased energy demand, so this component must be able to
handle additional capacity from the PVPPs, either through vertical or horizontal
scaling.

2. Reliability: the hardware selected must be highly reliable and have a long service
life. Since the PPC is key to ensure continuous and efficient operation, any failure
could lead to significant losses in productivity and profits. It is therefore essential
that the equipment has a high level of reliability and is able to withstand adverse
conditions in its operating environment.

3. Compatibility: the hardware selected must be compatible with the other PVPP
systems. It is essential that the PPC integrates seamlessly with the infrastruc-
ture already in place and is able to communicate efficiently with other systems,
ensuring coordinated and optimized operation of the entire plant.

4. Security: it is key to select hardware that offers a high level of security to prevent
any unauthorized access, which could lead to a security breach. The choice of
the PPC should ensure that the system has robust protection mechanisms to
safeguard the integrity of the plant and avoid potential vulnerabilities.

5. Cost: the PPC hardware must be cost-effective and fit within the budget allocated
for the solar plant. The main objective is to maximize the return on investment
while ensuring that costs are kept under control.

6. Maintenance: select a hardware system that is easy to maintain and has accessible
spare parts.

7. Performance: the PPC is responsible for managing and optimizing the generation
of electricity in the PV plant. Therefore, it is essential to choose a hardware
system that is able to support the load and provide high performance.

Considering all the above, these PPCs, in order to comply with the different re-
gulations, according to the measurements carried out in the PoC, must comply with
the drivers shown in Figure 2.3, which are the active power control, reactive power
control, power factor control, ramp-rate control, grid support (voltage, frequency and
fault ride-through), and power plant start up/shutdown.

2.3.1 Active Power Control

Active power control is a strategy used to manage the active power reserve, allowing
the power output of a PVPP to be limited. This control is implemented within the
range of the nominal power of the plant or according to established contractual limits.
The active power generated in the PVPP is restricted to a predefined limit in the PoC
by different curtailment methods. The PoC has the function to maintain the active
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Figure 2.3: Power Plant Controller functions scheme.

power output at the set-point or to respond to reduction orders issued by the operators
or the TSO. To carry out these curtailments, the dc bus voltage is generally limited,
moving the system away from the MPP. There are three main functions to reduce the
active power:

1. Absolute power restriction: protects the system against overloads. In this case,
the set-point defines an active power value that the RES cannot exceed.

2. Delta output restriction: maintains a constant active power reserve proportional
to the available power, limiting the active power output.

3. Relative power output restriction: reduces the active power as a function of the
available active power, according to a pre-defined ratio.

2.3.2 Reactive Power Control

Through the measurements taken at the PoC, it is possible to observe the level of
reactive power generation by the inverters. Reactive power control is closely linked
to power factor control, which is another management mode that PoCs can perform.
When inverters generate and supply reactive power to the grid, the voltage of the power
system increases, which raises the power factor and drives it towards a forward state.
On the PPC interface, this phenomenon would be represented by a positive sign next
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to the reactive power values, indicating that the plant is generating reactive power.
Conversely, if the inverter absorbs reactive power from the grid, the reactive power
value will be negative, indicating a lagging power factor.

It is important to note that reactive power does not generate direct revenue, as
utilities generally only remunerate active power, which is the power that produces
useful work. However, proper management of reactive power is crucial to maintain the
stability and quality of voltage in the grid.

TSO can require a specific reactive power exchange between the DEG and the grid
through two main approaches. One is to set a specific set-point of reactive power to
be generated or absorbed by the plant. The other method is to set a target power
factor value in the PoC, which will depend on the amount of active power generated.
This power factor control can be essential to comply with grid codes and optimize the
performance of the power system as a whole.

2.3.3 Power Factor Control

Power factor correction is a fundamental aspect of reactive power control and is
often an additional requirement to ensure that the plant remains within acceptable
power factor limits in the PoC. This control is crucial because it helps to reduce the
losses that occur during power transmission over long distances, caused by the presence
of reactive power components in the ac circuits. By correcting the power factor, the
amount of reactive power in the system is decreased, which in turn reduces transmission
losses and improves overall energy efficiency.

From a regulatory point of view, many utilities impose strict regulations that require
maintaining a power factor within a specific range when the plant is connected to the
grid. Failure to comply with these requirements can result in penalties or financial
penalties, which adds a layer of importance to effective power factor control.

In addition to avoiding penalties, power factor correction also has operational ben-
efits for PV power plants. By optimizing the use of active power and minimizing
reactive power, the plant can operate at higher capacity, allowing it to generate and
sell more power to the grid. This not only improves the profitability of the plant, but
also contributes to meeting the growing demand for renewable energy sources, making
the plant more competitive and efficient in the energy market.

2.3.4 Ramp-rate Control

The ramp-rate control is tied to active power control, which would generate an
active power set-point. These PPCs are able to manage the ramp rate of the active
power produced, a functionality that provides smooth variations in the active power
output that improve grid stability. This is because RES typically exhibit intermittent
behavior, largely influenced by weather conditions. In the case of PV systems, varia-
tions in irradiance and temperature can cause abrupt changes in output power. These
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fluctuations can cause significant power quality (PQ) problems, especially during rapid
changes where the TSO has limited capacity to respond effectively. These fluctuations
can exceed allowable limits, which can lead to frequency or voltage stability problems.
Weather forecasting can predict changes in irradiance allowing proactive reduction of
the active power produced to avoid large fluctuations. However, this approach may
not maximize the injection of active power into the grid.

The integration of ESS with RES offers a promising solution for advanced ramp
rate (RR) control. The combination of PPC-managed active power ramping and ESS-
managed seeding ramping significantly mitigates grid instability caused by RES power
fluctuations. In addition, the ESS enables additional ancillary services, such as pro-
viding fast frequency reserves with minimal impact on the active power sold. In fact,
once the ESS is charged, renewable energy can convert as much wind or solar power as
possible into electrical energy.

2.3.5 Grid support: Voltage, Frequency, Fault Ride-Through

Grid support features are fundamental to any PPC. These functions are essential
for maintaining voltage and frequency stability, responding quickly to grid disturbances
and compensating for any Fault Ride-Through (FRT) events. This ensures that the
system can absorb and react to sudden failures, contributing to the overall stability of
the power system and minimizing negative impacts on renewable energy generation.

2.3.5.1 Voltage control

The voltage regulation system is, from the system operator’s perspective, the most
relevant reactive power control mode, as it ensures automatic stabilization of the local
voltage. This control is normally performed by an Automatic Voltage Regulator (AVR)
integrated in the PPC. According to the grid codes, this voltage regulation system
usually employs a voltage droop control mechanism, which includes a deadband around
the set point, as illustrated in Figure 2.4a). The control algorithm must be configured
to meet the requirements of the grid code, in terms of sensitivity, which refers to the
slope and deadband settings, as well as the speed of response, which depends on the
parameters set in the controller.

Grid-connected PV inverters behave like voltage-controlled asynchronous genera-
tors. With this voltage regulation system, whose characteristics and technical speci-
fications are defined in the grid codes, the PVPP is adjusted to maintain the voltage
within an allowed range, thus contributing to grid stability. This regulation is essential
as it helps to reduce voltage fluctuations in the grid, allowing to compensate for voltage
changes caused by variations in solar irradiance.

This ensures that the voltage at the PoC remains continuously within the reactive
power limits and the kVA specified on the nameplate of the inverters, ensuring the
correct operation of the PV plant and the stability of the power system.
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Figure 2.4: a) Voltage control mode. b) Frequency control mode.

2.3.5.2 Frequency control

Frequency response is designed to support the system to the power system by
balancing power generation and power consumption. The better balanced the system,
the lower the frequency deviation. Different grid codes set different underfrequency and
overfrequency modes, each (usually) with a different frequency response. In addition, a
deadband is set to avoid large fluctuations. All these parameters are usually set during
the design and commissioning of the PPC and can be adjusted to comply with the
most demanding network codes. It is important that the frequency response acts as
fast as possible to provide real time active power response.

In case of frequency deviations below the lower limit of the deadband, the active
power produced must be increased. To realize this control the PPC must be able to
manage an active power reserve, and the power inverters must be able to operate at
reduced active power.

On the other way around, with frequency deviations above the upper limit, the
active power produced must decrease. Normally, the slope of the overfrequency drop is
steeper than the underfrequency drop, as can be seen in Figure 2.4b.) If the frequency
exceeds the limits set by the System Operator (SO), the generator may trip.

A complementary function can be used to avoid active power fluctuations during
frequency swings. The principle involves setting an active power set-point correspond-
ing to the lowest frequency (in the case of underfrequency) or the highest frequency (in
the case of overfrequency). The frequency must then return to the admissible range to
restore normal operation.

2.3.5.3 Fault Ride-Through

The Fault Ride-Through capability in the PPC allows PV systems to continue
operating even when the grid experiences disturbances such as voltage sags or spikes,
zero voltages, or frequency fluctuations in both low and high ranges.

This function ensures that the PV system remains operational and has the ability to
withstand brief grid events, allowing for continuous operation during short-term faults.
To manage these situations, it is essential to have a power quality analyzer that can
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capture short duration grid events, as these fluctuations typically last only 1-2 seconds.
The PPC must be able to react quickly and take appropriate measures to mitigate the
effects of these disturbances.

Temporary grid failures are common and cause unavoidable variations in voltage,
current and frequency, so it is crucial that the system is able to adapt quickly. This
functionality is especially important during critical situations such as natural disasters,
where grid fluctuations and failures are frequent, and the ability of the PPC to keep
the system operational can be vital to the stability of the plant and the power grid in
general.

2.3.6 Plant start up/shutdown

Another standard functionality of PPCs is their ability to efficiently manage PVPP
during start-up and shut-down processes [2.20, 2.21]. At start-up, the PPC coordinates
the activation sequence of the different elements of the plant, ensuring that inverters,
generators and other equipment start up gradually and safely, avoiding current peaks
or voltages that could damage components or generate instabilities in the grid. This
precise control allows the plant to start up smoothly, minimizing stress on equipment
and ensuring smooth integration with the grid.

During shutdown, the PPC also plays an important role in coordinating the orderly
disconnection of the plant. This process ensures that inverters and other systems are
disconnected from the grid in a controlled manner, avoiding abrupt interruptions or
failures that could damage equipment or compromise grid stability. Proper control
during shutdown is essential to protect the infrastructure and optimize the lifetime of
components.

In addition, the PPC allows the system’s behavior to be adjusted based on specific
operating conditions or TSO commands. For example, in low demand situations or
scheduled maintenance events, the PPC can initiate a partial or total plant shutdown in
an efficient manner, ensuring that the plant complies with regulations and operational
constraints without compromising grid security. In this way, the PPC contributes to
the operational flexibility and stability of the power system, both during the start-up
and shut-down phase of the PV plant.

2.4 Grid Standards

The massive inclusion of DEG systems based in RES into the grid challenges the
system operators to maintain a stable and reliable system. In order to face those chal-
lenges, it has forced the need to create some grid codes in order to ensure the stability
to benefit renewable plant capabilities, maintain the stability and good functioning
of the different power grids. These grid codes are constantly under development and
changing due to the evolution of the technology. Besides many of them are specified
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locally since the grids around the world differ in different manner. There are many
countries that have not grid codes, and the ones which have them, they are changing
quickly.

In view of the need to establish a common framework for network codes, some
transmission system operators (TSOs) in Europe formed the European Network of
Transmission System Operators for Electricity (ENTSO-E). This body has developed
European standards, such as EN-50459-1 and EN-50459-2 [2.22, 2.23], which focus on
requirements for the connection of distributed generators in distribution networks.

In addition, there are international standards, such as IEC-61727 [2.24] and IEC-
62116 [2.25], which address the connection and protection requirements for grid-
connected PV systems, as well as methods for anti-islanding protection in these sys-
tems. Depending on the country, whether inside or outside Europe, some countries
have specific regulations for such systems. For example, in the United States, the
IEEE-1547-2020 standard [2.26] applies, while in Japan, the Grid Code for Connecting
Renewable Energy Sources [2.27], based on IEEE-1547, is used.

In Spain, the EN 50459 standards have been adapted to the local context and are
reflected in the UNE-206007-1 [2.28] and UNE-206007-2 [2.29] standards.

Although these are the most relevant standards for the connection and operation of
distributed generation systems, there are also other standards, such as the IEC-61000
series [2.30], which are important for aspects related to power quality.

The RES connected to grids with grid codes must comply with them. If any failure
to comply with the grid code would lead to serious financial consequences. This means
that after the RES plant construction, it must get a grid compliance certificate in order
to enter in the market. In addition, while RES is operating, failure to comply with
the grid code could result in RES owner being assigned with penalties, and also plant
disconnection requests.

Considering the main European grid codes, some of the most advanced and impor-
tant grid codes are going to be explained.

The first type of grid code requirements is the voltage and frequency operation
ranges in continuous and transient way. These grid codes define the voltage and fre-
quency profiles the RES plant must operate. It is more explained in Subsection 2.4.1.

The second of requirements has to do with the active and reactive control modes.
The active power control mode is composed of a frequency response system, curtailment
to avoid equipment overload and active power reserve management. It is also necessary
to manage the active power rate of change to avoid rapid power changed that could
lead to frequency instability. Besides the reactive power control modes is important
to manage the voltage on the power system. There are three main types of control
modes: reactive power control, power factor control and voltage control. Also, in
[2.22, 2.23, 2.31] new power control modes are described. It is more explained in
Subsection 2.4.2.
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The third requirement is about the contribution to voltage support required by
TSO, modifying the reactive power at the output of the distributed plant or at PoC
level. It is explained in Subsection 2.4.3.

The fourth type of requirements concerns to the RES response during disturbances.
This requirement is probably the most constraining in terms of speed response. The
level of injected reactive current is proportional to the voltage system deviation. It is
more explained in Subsection 2.4.4.

The essential requirements highlighted in this section are fundamental to ensure
the stability, security and efficiency of the electricity grid, especially when integrating
distributed and renewable generation resources. In addition to these key aspects, the
regulation covers a variety of more detailed technical requirements that must be met
to ensure regulatory compliance in various operational situations. Nevertheless, there
are other, more specific requirements detailed within the regulations.

2.4.1 Normal Operation Range

2.4.1.1 Continuous Operating Voltage

When a power plant is connected and generating power, it must be capable to
operating without problems when the voltage at PoC stays within the range of 90%
to 110% of the rated voltage. In the case of a voltage reduction under 95% of the
rated voltage, a reduction of the apparent power to maintain the current limits of the
generating power is allowed. The management of the plant must take into account the
typical voltage rises and drops within the power plant design.

There are other standards, such as EN 50160 which allows the voltage in Medium
Voltage (MV) distribution systems to decrease until 85% of rated voltage during a
limited time. However, the operational capability of the power plant in that condition
must be taken into consideration by the manufacturers and the operator of the power
plant.

2.4.1.2 Operating Frequency Range

A connected DEG plant shall be capable of operating continuously when the fre-
quency at PoC stays within the range of 49 to 51 Hz. In case of a wider range from
47 to 52 Hz, the generating plant should be capable of operating until the interface
protection trips. Hence the power plant shall at least be capable of operating in the
frequency ranges following the requirements of Table 2.1.

A DEG must be able to cope with frequency reductions at the point of connection,
minimizing the active power reduction as much as possible. The allowable active power
reduction due to low frequency is limited by the solid line in Figure 2.5, which indicates
a maximum allowed reduction of 10% of the power per Hz when the frequency drops
below 49.5Hz. In some cases, the TSO may require a higher power reduction, although
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Frequency range
Time period for operation
minimum requirement

Time period for operation
stringent requirement

47.0-47.5 Hz not required 20 s
47.5-48.5 Hz 30 min a 90 min
48.5-49.0 Hz 30 min a 90 min a

49.0-51.0 Hz Unlimited Unlimited
51.0-51.5 Hz 30 min a 90 min
51.5-52.0 Hz not required 15 min

a Respecting the legal framework, it is possible that longer time periods are
required by the responsible party in some synchronous areas

Table 2.1: Minimum time periods for operation in under-frequency and over-frequency situations
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Figure 2.5: Maximum allowable power reduction in case of under-frequency.

this requirement is expected to be limited to that shown by the dashed line in Figure
2.5, which states a 2% maximum power reduction per Hz for frequencies below 49 Hz.

2.4.2 Active Power Response to Frequency Changes

In this subsection the requirements and control modes relative to active and reactive
power management are described.

2.4.2.1 Power Response to Over-Frequency

RES plants must be capable of activating active power response to over-frequency
events at a programmable threshold f1 at least between and including 50.2 to 52 Hz with
a programmable droop in a range of at least 2 to 12%. Being the droop reference Pref ,
unless defined different by the TSO. Droop controllers as it will be seen in Section 2.5
is a widely used control methods which respond to SO set-points, not only with active
power, but also reactive power.. Pref = Pmax, in the case of synchronous generating
technologies and ESS. Pref = PM , the actual AC output power at the instant when the
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frequency reached the threshold f1, in the case of all other non-synchronous generating
technologies.

The power value is calculated according the droop, getting the maximum power
limit. This means, for instance, if the available primary power decreases during a high
frequency period below the power defined by droop function, lower power values are
permitted. The maximum power limit is described in the next equation.

Pmax−limit = PM +∆P (2.1)

∆P =
1

droop

(f1 − f)

fn
Pref (2.2)

with f the actual frequency.

The RES plant should be capable of activating active power response to over-
frequency as fast as technically feasible with an intrinsic dead-time that shall be short
as possible with a maximum of 2 s. After activation, the active power frequency
response shall use the actual frequency at any time, reacting to any frequency increase
or decrease according to the programmed droop with an accuracy of ±10 % of the
nominal power. Also, the resolution of the frequency measurement shall be ±10 mHz
or less. The accuracy is evaluated within a 1 min average value. At PoC, load if present
in the grid, might interfere with the response of the generating plant. However, their
effect is not considered in the accuracy evaluation.

If the power plant reaches their minimum regulating level during a frequency in-
crease, they shall maintain the power levels constant unless the TSO requires to dis-
connect the complete plant or some parts of it. This power response will be deactivated
if the frequency is recovered bellow the frequency threshold f1. Besides, TSO could
program another deactivation threshold frequency fstop, in the range of at least 50 Hz
to f1. If fstop is configured to a frequency below f1, there is not response according to
the droop in case of frequency decrease. In this situation, the output power is main-
tained constant until the frequency falls below fstop for a configurable tstop. Deeper
explanation with some figures is performed in EN-50549 [2.23] to better understand
the concept, if needed.

2.4.2.2 Power Response to Under-Frequency

Generating power plants shall must be capable to respond adequately against under-
frequency events as well. This feature shall be provided when the following conditions
are met:

• The generating unit is operating under its maximum generating power (Pmax)
and its available active power (PA).

• The voltages at PoC of the power plant are within the continuous operating
voltage range.
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Figure 2.6: Reactive power capability at nominal voltage.

• The operating current is under the current limit.

In case of a ESS as a generator unit, active power response to under-frequency shall
be provided in both, charging/generating modes, considering the SOC.

The active power response to under-frequency must be delivered at a programmable
frequency threshold f1, at least between 49.8 and 46 Hz with a programmable droop
in a range of at least 2 to 12 %. The droop reference Pref is Pmax. If the available
primary power of a local set values increases during an under-frequency period above
the power defined by the droop function, higher power values are allowed. The power
values calculated according to the droop is therefore a minimum limit, calculated with
the same equations (2.1) and (2.2) than over-frequency case.

The generating unit shall be capable of activating the active power response to
under-frequency as fast as possible, taking into account the intrinsic dead-time, that
must be as short as possible (less than 2 s) with a step response time of 30 s, unless
another value is defined by the TSO. Deeper explanation is performed in EN-50549
[2.23] to better understand the concept.

2.4.3 Reactive Power Response to Voltage Changes

When the contribution to voltage support is required by the TSO, the RES plant
shall be designed to have the capability of managing reactive power according to the
following requirements.

2.4.3.1 Voltage Support by Reactive Power

RES generating plants shall not lead to voltage changes out of acceptable limits,
normally defined by national regulation. Therefore, these generation plant shall be able
to contribute to meet the requirements during normal grid operation. Throughout the
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continuous operating frequency and voltage range, explained in 2.4.1, the power plant
is able to deliver the power following the requirements below. Outside these ranges,
the generating plant shall follow the requirements as better as possible although there
is no specified accuracy.

In Figure 2.6, a graphical representation of the minimum and optional capabilities
at nominal voltage are depicted. The power plants shall be able to operate with reactive
power provision as defined by the TSO. As it can be seen, the default reactive power
requirement Q is up to 33% of PD over-excited and under excited when the active power
is above 20%. If the active power is below PD, the reactive power shall be provided as
shown in Figure 2.6 to a minimum active factor of 0.52. The stringent reactive power
requirement Q is up to 48.4% of PD over and under excited, when the active power
is above 20% PD. While is operating at a active power below 20% PD reactive power
shall be provided according to Fig. 2.6 to a minimum active factor of 0.38.

The reactive power capability shall be evaluated at the terminals of each generating
unit or at PoC.The reactive power of generating plants with Smax above a power
threshold to be defined by the TSO shall be evaluated at PoC. Deeper explanation is
performed in EN-50549 [2.23] to better understand the concept.

2.4.3.2 Control Modes

Where necessary, the TSO must specify how voltage control should be contributed.
This control can be applied at the terminals of the DER or at the PoC, depending on
the size of the generating plant. These plants must be able to operate in the following
control modes, which are exclusive (only one can be active at a time):

• Set-point control modes: This mode allows setting a reactive power (Q) or power
factor (cos φ) reference, controlling the reactive power and the output power
factor according to the defined set-point.

• Voltage related control mode: In this mode, the reactive power is adjusted ac-
cording to the voltage value, controlling the reactive power Q(U).

• Power related control mode: Here, the reactive power Q(P) or the power factor
cos φ(P) is adjusted according to the value of the active power output.

A more detailed explanation of these control modes can be found in EN50459 [2.23].

2.4.4 Disturbance Operation

In general, generating plants should contribute to overall power system stability by
providing immunity towards dynamic voltage changes unless safety standards requires
a disconnection.
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Figure 2.7: a) Under-voltage ride through capability for non-synchronous generating technology. b)
Under-voltage ride through capability for synchronous generating technology. c) Over-voltage ride
through capability.

In the following subsections the required immunity for power plants considering
the connection technology of the generating modules are described. They provide the
withstand capabilities regardless the interface protection.

The described immunity requirements are independent of the interface protection
settings. Disconnection settings of the protection relay always overrule technical capa-
bilities. So, whether the generating plant will stay connected or not, will also depend
on those settings.

2.4.4.1 Rate Of Change Of Frequency Immunity

Rate Of Change Of Frequency (ROCOF) immunity of a power generating plant
means the generating modules in this plant, stay connected to the distributed network
and they can operate when the frequency on the distribution network changes with a
specific ROCOF. The generating units and all elements in the power plant might cause
their disconnection or impact their behavior having the same level of immunity.

The generating modules in a generating plant must have ROCOF immunity to
ROCOF equal or exceeding the values specified by the TSO. If no ROCOF immunity
value is specified, at least 2 Hz/s shall be applied. The ROCOF immunity is defined
with a sliding measurement of 500 ms.
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2.4.4.2 Under-Voltage Ride Through (UVRT)

Power plants must comply with the following requirements, excluding CHP, fuel
cell, rotating machinery and less than 50 kW. These requirements are applied for all
kind of faults (1ph, 2ph and 3ph). Besides the requirements changes a little for non-
synchronous and synchronous generating technology.

Generating modules may be capable of remaining connected to the distribution
network as the voltage at PoC remains above the voltage time curve (Figure 2.7 a) for
non-synchronous power plant and Figure 2.7 b) for synchronous power plants), being
the voltage relative to the rated voltage at PoC. The smallest phase to neutral voltage,
or if no neutral is present, the smallest phase to phase voltage shall be evaluated.

The TSO may define a different UVRT characteristic. Nevertheless, this require-
ment is expected to limited to the most stringent curve as indicated in Figure 2.7 a)
and Figure 2.7 b). This implies the whole generating plant must meet the UVRT re-
quirements. This includes all elements of the generating plant (generation units and
disconnection elements).

For a generating unit, this requirement is considered satisfied if it remains connected
to the distribution grid as long as the voltage at its terminals stays above the specified
voltage-time curve.

After the voltage returns to continuous operating voltage, 90% of pre-fault power
or available power whichever is the smallest shall be resumed as fast as possible, but
at the latest within 1 s for non-synchronous generating units and 3 s for synchronous
generating units, unless the TSO requires another value.

2.4.4.3 Over-Voltage Ride Through (OVRT)

Generating modules must be capable of remaining connected to the distribution
grid as long as the voltage at PoC stays below the voltage time curve specified in
Figure 2.7c). The highest phase to neutral voltage, or if no neutral is present, the
smallest phase to phase voltage shall be evaluated. However, if the pre-fault voltage is
below nominal and a voltage step exceeds 25% of the rated voltage, disconnection is
permitted.

This means that not only the generating units shall comply with this OVRT require-
ment but also all elements in a generating plant that might cause its disconnection.
Excluding CHP, fuel cell, rotating machinery and hydro below 50 kW.

2.4.4.4 Phase Jump Immunity

Phase jump immunity in a power generating plant means that the generating mod-
ules remains connected to the distribution grid, and they continue operating during
and after a phase jump occurs. All generating units and components within the plant
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that could cause a disconnection or affect the performance must maintain the same
level of immunity.

The generating modules must have phase jump immunity of at least 20◦ in the
event of a symmetrical phase jump. After a phase jump, 90% of the pre-fault power
or available power, whichever is lower, must be restored as fast as possible, but no
later than 3 s for synchronous generating technologies and 1 s for non-synchronous
generating technologies.

2.5 Grid Interface

Power converters used in DEG systems play an essential role in connecting these
systems to the grid. Although there are different control strategies, these converters
generally follow certain common principles to ensure their correct operation and inte-
gration into the grid. These principles are based on a hierarchical control architecture
to manage both current injection and grid support under various operating conditions.
Generally speaking, power converters are equipped with several control layers that
operate in a coordinated manner, as it can be seen in Figure 2.8. At the core of this
structure is the current control, whose main function is to regulate the current injection
demanded by the system, ensuring that the converter meets the grid requirements in
terms of stability and power quality. This control is key for any grid connection strat-
egy [2.32, 2.33]. Power converter control alternatives can be divided into three main
categories: grid-forming, grid-feeding or grid-following and grid-supporting, each with
a different approach to grid interaction. Depending on the control strategy used, there
will also be a voltage controller, in order to set the voltage commanded or calculated
by the control system.

In these converters/grid interfaces, synchronization methods play a key role in their
operation. Synchronization ensures that the converter operates in perfect coordination
with the grid, allowing precise injection of current in phase with the network param-
eters. There are two main approaches to synchronization. The first includes methods
that rely on a Phase-Locked Loop (PLL), common in GFD systems and, in some cases,
in GFM systems. The second approach corresponds to Power Synchronization [2.34],
used mainly in grid-forming systems, where synchronization is achieved intrinsically
by means of controllers such as droop or VSG, since these systems are responsible for
setting the grid parameters.

In summary, power converters used in DER systems must meet certain criteria to
ensure a safe and efficient connection to the grid. Depending on the control strategy
employed, these converters can simply inject power into the grid, provide active sup-
port or even form a grid in off-grid applications. The choice of the appropriate control
strategy and synchronization methods is crucial to ensure the correct functioning of
the system under different operating conditions. Throughout the following subsec-
tions, these concepts will be discussed in depth, explaining how they are implemented
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Table 2.2: Quick comparison among systems.

Feature Grid-Forming Grid-Feeding Grid-Supporting
Frequency
Control

Yes No Partial (support)

Voltage
Control

Yes No Partial (support)

Islanded
Mode

Yes No No

Virtual
inertia

Normally yes No Sometimes

Typical
application

Grid-tied, grid-off PV/ WG grid-tied DEGs with high RES ratio

in converters and how they interact with the grid to meet the established technical
requirements.

2.5.1 Power Converter Control Alternatives

Advancements in power electronic devices, from the material level to flexible con-
trol strategies, have significantly increased the use of power converters in interfacing
distributed generation systems with the grid. These converters facilitate energy conver-
sion between alternating current (ac) and direct current (dc) sources [2.36–2.38]. These
converters in ac power systems can operate in islanded or grid-tied modes. Further-
more, these power converter are categorized into three main categories, such as GFM,
GFD and GS converters, depending on their working principle and control [2.39]. In
Table 2.2 a small comparison among power converter control alternatives are shown,
with the main characteristics and differences.
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2.5.1.1 Grid-Forming

Power converters with grid-forming control structures are crucial for modern power
systems, specially due to the increasing of DEG/RES, as well as the need to maintain
the stability and power quality of the grid. These converters are a key part for the stan-
dalone operation, because they can create and maintain the power grid guaranteeing
specific levels of ac voltage and frequency [2.33].

Essentially, grid-forming converters are controlled in closed loop to work as an ideal
ac voltage source with an amplitude E and frequency ω. Normally, these systems have
a low output impedance, therefore they need an accurate synchronization system for
working in parallel with other grid-forming converters (in Figure 2.9 a), an example
is depicted). This control system regulates the active and reactive power injected into
the grid throughout the magnitude and phase voltage control at the PoC, working as
ideal voltage source with a small impedance which results in a highly dynamic behavior
during transients. These transients, as well as the power exchanged, will depend on
the value of their output impedances.

Depending on the characteristics of the grid, power converter with grid-forming
control strategies can work as a slack bus in islanding operation, or as a power source
by using additional loops, which adapt active and reactive power injection to provide
voltage and frequency voltage. Besides, the generated ac voltage for these converters
in a microgrid, it is used as a reference for other grid-feeding converters connected to
this grid. A practical example of this kind of control is a stand-by UPS system, which
is normally disconnected to the grid when the operation conditions are normal, and it
is activated when there is a failure, in order to create the grid. The control structures
of these converters can be divided into three levels: primary, secondary and tertiary.
Figure 2.10 shows a concise scheme valid for GFM.

1. Primary control: voltage and frequency control by emulating the behavior of
traditional synchronous generators with real or synthetic inertia, adjusting the
voltage and frequency, using VSG or droop control systems [2.40–2.42] .

2. Secondary control: voltage and frequency restoration, correcting deviations
caused by the primary control, restoring to nominal values. Furthermore, it
ensures coordinated and conflict-free operation between multiple grid forming
converters [2.43–2.45].

3. Tertiary control: operational optimization, focusing on long-term optimization,
considering economic and operational aspects in energy dispatch, minimizing
expenses and better management of renewable energy and storage [2.44, 2.46,
2.47].

Hence, these strategies allow RES power converters, such as wind generation or
PV panels, to operate in an automatic or semi-autonomous way, even in the absence
of a connection to a traditional grid, without completely depending on a network to
establish the operating frequency and voltage, generating its own reference signals.
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Figure 2.9: a) Grid-forming power converter scheme. b) Grid-feeding power converter scheme.

2.5.1.2 Grid-Feeding

Power converters with a grid-feeding structure are essential for injecting electrical
energy into the grid. Normally, converters under this control scheme are modeled as
a current source, with a parallel admittance, allowing the operation beside other grid
feeding converters connected to the grid, as it can be seen in Figure 2.9 b).

These power converters regulate the power injection by controlling the active and
reactive currents, adjusting to the grid voltage magnitude and frequency. It is impor-
tant to highlight grid feeding converters cannot operate in island mode per se; they
need a power grid to connect to, created by another grid-forming converter or a tra-
ditional synchronous generator, that establishes the frequency and voltage amplitude
of the grid. For that, these converters need a synchronization system in their control
system. In addition, an external control loop can be implemented to adjust the power
set-points, providing additional frequency and voltage regulation at the connection
point, becoming a grid supporting converter as it can be seen in Section 2.5.1.3.

As grid feeding structures, the control structures of these converters can be divided
into three levels. Figure 2.10 shows a concise scheme valid for GFD.

1. Primary control: responsible of the instantaneous response of the converter, by
controlling the injected current into grid, complying with active and active re-
quirements, normally through the use of synchronous reference frames (d-q axis).
Besides, it uses MPPT methods to optimize the energy capture of RES, adjusting
the conditions of the operation [2.40, 2.48].

2. Secondary control: in a longer scale, it corrects any deviation from primary
control. For that, it adjust the active and reactive power developed for fulfilling
the grid conditions, improving the stability and power factor. Furthermore, it is
responsible for coordinating with the grid, synchronizing with the grid frequency
and phase [2.44, 2.45].

3. Tertiary control: improve energy planning and transmission, reduce costs and
efficiency and thus increase system reliability [2.47].

Summarizing, grid-feeding converters have an important role to play in the tran-
sition to more sustainable and efficient energy systems. They provide a stable and
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controlled connection to RES sources, ensuring the quality of the energy supplied and
contribute to the stability and efficiency of the power system.

2.5.1.3 Grid-Supporting

Finally, grid-supporting power converters, are quite important for the regulation
and stability of power systems, due to they not only inject power into the grid, but also
help maintaining the stability of the system’s voltage and frequency, providing essential
auxiliary services. They are widely used in DEG system, based in PV systems and wind
generation, in order to improve the efficiency in the available power injection. Notice
this explanation is considering the traditional grid-supporting concept. Lately, grid-
supporting is being considered part of an outer loop of a GFM or GFD scheme [2.49],
contributing to voltage and frequency regulation.

There are two main types of grid-supporting converters. The first type is controlled
as a current source, based on to the grid-feeding structure, where the objective is not
only to feed the loads connected to the grid, but also adjusts the injected energy to
contribute to the regulation of the amplitude and frequency of mains voltage. In Figure
2.11 a), a simple scheme is drawn. This feature is quite common in wind generation
DEG, which must provide some energy for regulatory purposes. The second type uses
an ac voltage source connected with a link impedance (which can be real or virtual),
which is based on a grid-forming scheme (see Figure 2.11 b). This kind of of converters
can play in the frequency and amplitude voltage regulation, in both grid-connected
and off-grid mode, without a grid forming converter connected to the grid.

The control of these converters, as the other structures, is organized in several levels
to guarantee the security and stability of the grid. Figure 2.10 shows a concise scheme
valid for GS.

1. Primary control: regulating the instantaneous response of the power converter
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according to the grid conditions, managing the injected currents, in order to fulfill
with the active and reactive power requirements, while maintaining the output
voltage within acceptable limits and avoiding disturbances [2.48] .

2. Secondary control: it acts on a higher time scale, correcting possible deviations
caused by the primary control, restoring the nominal values of frequency and
voltage after the disturbance, in addition ensuring the coordinated operation
between power converters [2.45].

3. Tertiary control: optimizing energy scheduling and dispatch, minimizing costs
and maximizing efficiency, thus improving system reliability [2.47].

Therefore, these converters are so important for the grid stability, ensuring the
coordination among converters, the efficiency and stability.

2.5.2 Power Control

Considering the structure of the interface of DER systems with the grid, shown
in figure 2.8, power controllers are very important in order to manage the interaction
between the converter and the grid, ensuring proper control of active and reactive
power according to operational needs. There are several control methodologies, each of
which can be applied to different types of DER system connection, be it GFM, GFD
or GS.

2.5.2.1 Direct Control by Regulator

This strategy, mainly used in GFD topologies, is based on classical controllers such
as PI or proportional controllers [2.50]. It is shown in Figure 2.12 a). The desired active
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or reactive power is set as a reference and compared with the measured values. The
resulting error is used to adjust the control action of the converter. Although it is a
simple and efficient methodology, it is limited in its ability to respond to disturbances.
It can also be applied in other systems, such as reactive power control in GFM and
GS.

2.5.2.2 VSG Controller

The VSG emulates the dynamic behavior of a conventional synchronous generator,
providing converters with the ability to simulate inertia and damping [2.51]. Figure
2.12 b) shows a small schematic of the VSG. This system is key for frequency control
in the grid, which makes it an ideal solution for GFM systems. For the reactive power
control, a direct regulator or a droop controller are normally used. In addition, it allows
power injection on demand, ensuring dynamic and efficient support in grids with high
renewable penetration. In Section 2.6, it is explained in much more detail, as it is key
to the development of this thesis. Although its implementation is more complex, its
versatility makes it applicable in all control topologies (GFM, GFD and GS).

2.5.2.3 Droop controller

Droop control is a widely used technique in decentralized distributed generation
systems. This controller adjusts the active power as a function of frequency variations
(P-F droop) and the reactive power as a function of voltage variations (Q-V droop),
as can be seen in Figure 2.12 c). If, for example, the frequency decreases, the inverter
injects more active power to stabilize it; if the voltage decreases, the reactive power is
increased. Although it is simple to implement and works well in GS systems [2.32], its
main limitation is the lack of inertia and damping, which makes it less robust than the
VSG. Despite this, droop is considered a particular case of VSG, as explained in [2.51].
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2.5.3 Voltage Control

Voltage controllers in power converters are fundamental to managing how these
devices interact with the power grid. Depending on the control strategy used, such as
grid-forming, grid-feeding or their supporting version, voltage control plays a different
role [2.52, 2.53].

In the case of the grid-forming strategy, the converter creates its own grid, setting
both voltage and frequency, which is essential in grid-off systems such as microgrids.
Here, the converter continuously adjusts these parameters to maintain stability. This
is usually controlled via a PI loop or a droop control.

In the grid-feeding strategy, the converter does not generate the grid, but connects
to an existing grid, simply injecting the generated power. It does not usually need a
specific voltage controller, as it is based on current control.

Moreover, the grid-supporting version of GFM or GFD, IBR also contributes to
grid stability by providing reactive and active power in response to voltage and fre-
quency fluctuations, respectively, when disturbances occur. Such a voltage regulator
is designed to cope with grid variations. Such a regulator is usually controlled by a
droop control or directly by a PI.

2.5.4 Current Control

Correctly tuning the current controller in a power converter is so important to
ensure optimal performance in the upper control loops, as this controller must have
a significantly faster response than the others. Although this thesis does not focus
specifically on current control strategies, the most commonly used controllers in this
area will be considered, which are the basis on which this work is based. One of the
most common methods is the PI controller in the synchronous reference frame, widely
adopted for the control of grid-connected power converters. This approach requires the
conversion of the current variables to the synchronous reference frame, which involves
the use of a synchronization system, such as a PLL. The advantage of this type of
control is its simplicity and efficiency in current regulation under normal operating
conditions.

Another option is the Proportional Resonant Controller (PR) controller in the sta-
tionary reference frame αβ, which makes it possible to maintain a zero error in steady
state without the need to transform the current variables [2.36, 2.54]. This type of con-
troller is particularly useful in applications where harmonic compensation is required,
as it can be adjusted to operate at different harmonic frequencies, offering more flexible
control in systems where harmonic distortion is a problem.

Although current control can be used in all converter control structures, in the case
of GFM, this controller may not be necessary, or may only be activated in fault con-
ditions [2.55]. This is because this control would be activated to protect the converter
as well as the connected equipment, as the current would be very high. Under normal
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conditions, the control priority is on voltage and frequency, which allows the converter
to regulate the power injected or absorbed without being limited by the magnitude of
the current. There are several methods where even in the absence of active current
control, auxiliary control is applied during faults [2.56, 2.57]. In countries such as the
United Kingdom (UK), their grid codes [2.58] explicitly prohibit this current control
loop under normal conditions.

2.5.5 Synchronization System

Grid synchronization methods can be important and necessary to avoid connections
and disconnections that compromise the operation of renewable energy sources, reduce
penalties and losses of generation units, assist in the performance of power converters
and determine the mode of operation of power converters, helping to comply with
certain grid code regulations.

For this purpose, such a synchronization system must monitor and estimate grid
parameters such as amplitude, frequency and angle of the grid voltage. These systems
are mainly based on PLL structures, which are closed-loop controlled and can be used
for single-phase and three-phase systems [2.59, 2.60]. They offer fast response speed
to voltage disturbances, as well as harmonic rejection. To mention an example of such
disturbances, these systems help to provide the necessary power system capacities in
power systems by maintaining the grid fault connection, improving the stability of the
power system [2.61, 2.62].

Therefore, for an accurate response, in compliance with current regulations, conver-
ters must have a robust control, with a fast, efficient and safe synchronization system.

However, the need for synchronization systems such as PLLs depends on the control
structure used in DER. As mentioned, in some configurations of both GFD and GFM
systems, the use of a PLL is essential to synchronize IBR with the grid. However, there
are certain GFM systems where it is not necessary to employ a PLL, as these systems
internally generate the reference frequencies, angles and voltages to operate in island
mode. In addition, they can employ Power Synchronization [2.34] on external loops
when grid support is required.

The need for a PLL depends not only on the control structure of the DEG, but
also on the type of power controller implemented. For example, in controllers such as
VSG-based controllers [2.63], direct current control [2.64], energy-based control [2.65]
or reactive power control [2.48], the use of synchronization systems is not as important.

Although in some cases not strictly necessary, synchronization systems may still be
useful to improve system stability and performance. The following is a review of the
most common synchronization methods, detailing the one most commonly used in the
industry.
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2.5.5.1 Synchronization Methods

The synchronization unit is dedicated to extracting information from the network,
which will be used later in the control loops, mainly by reading the voltage. This is a
subject that has been studied and referenced many times in the literature, and there are
many different methodologies, improving different aspects of system operation. Some
existing methods are αβ PLL, FPD, dαβPLL, adaptive dαβ PLL, MSHDC PLL,
DNαβ PLL, PMAFPLL, αβ EPMAFPLL, EPMAFPLL Type 2, LPNPLL, FFTPLL,
EPLL, DSOGI-PLL and DSOGI-FLL [2.66, 2.67] while in [2.33, 2.59, 2.68, 2.69] some
comparison and benchmark of the newest methods are done. However, this text is
going to focus on the more widely used methodology, with a great ease of use and an
improved version, which is able to reject some unbalances from the grid voltage. The
first method is based on the transformation of the mains voltage into a synchronous
reference frame, and the PLL can be controlled with a simple PI controller, which
is known as Synchronous Reference Frame PLL (SRF-PLL). The second also uses the
synchronous reference frame, but decomposing and decoupling the voltage into positive
and negative sequences [2.68, 2.70, 2.71]. This system is known as Decoupled Double
Synchronous Reference Frame PLL (DSRF-PLL).

2.5.5.2 Synchronous Reference Frame Phase-Locked Loop

This PLL technology has been widely used in grid-connected power converters by
using the mains voltage. In three-phase systems, the SRF-PLL is the most commonly
used, shown in the figure. This system converts the instantaneous three-phase voltage
at the abc reference frame into a rotating dq system by using the Park and Clark
transformations. The angular position of this dq reference frame is controlled by the
closed loop, making the Vq component zero, estimating the ∆w value. In addition, the
nominal frequency value is included in the control loop in order to improve the dynamics
of the theta estimation, which is obtained by integrating ∆w. The basic SRF-PLL
scheme is shown in Figure 2.13). Since the synchronous frame is rotating with positive
angular velocity, the SRF-PLL works accurately in balanced systems. However, in the
presence of unbalanced faults its performance deteriorates. This happens due to the
presence of doubled line frequency oscillations that are induced by the negative voltage
sequence.
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2.5.5.3 Decoupled Double Synchronous Reference Frame Phase-Locked
Loop

SRF-PLL performance, as it was aforementioned, it is not perfect under unbalance
grid conditions. These issues are overcome by the implementation of DDSRF-PLL,
where the coupling between positive (+1) and negative(−1) sequences is gone. For
its implementation the grid voltage must be converter into the positive and negative
synchronous reference frames, as it can be seen in Fig. 2.14 a). Therefore, two SRF are
used, one for the the positive sequence and the another for the negative, rotating at
their corresponding angular speed. Following the transformation, the decoupled grid is
used for canceling the effect that positive and negative sequences have on each other.
Once the sequences are extracted and separated, the SRF-PLL algorithm is used to
estimate the grid phase angle.

In order to estimate both sequences, two decoupling cells (DC) are used, as it can
be seen in Fig.2.14 a) and b). Those components are mainly dc components which can
be sued for computing the voltage grid magnitude through a LPF, in order to remove
any oscillation in the voltage vector estimation.

The q component of the positive sequence is passed through the phase extraction
algorithm of the SRF-PLL, with the PI controller to make it zero, and estimate the
phase angle. Due to the decoupling, DDSRF-PLL ensures satisfactory operation under
unbalanced grid faults. Because DDSFR uses the SFR algorithm in the phase extrac-
tion, it exhibits high frequency and over oscillation during faults. Furthermore, it is
not perfect, as in the presence of harmonics, it does not perform equally well.
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2.6 Virtual Synchronous Generator

In traditional power systems, the generation elements used to be run, mainly by
traditional synchronous machines. However, due to climate change awareness, global
generation is migrating towards more sustainable and environmentally friendly alter-
natives. This is done through the use of DEG systems, based on RES, which replace
fossil fuels that have a high environmental cost (such as greenhouse emissions, lack of
source material, etc.). However, these DEG/RES elements have virtually no rotating
mass, which is the main source of inertia and damping in power systems. This inertia
is provided by the kinetic energy of the rotor, just as damping is provided by friction,
stator losses, as well as damper winding, in conventional SGs. However, in DEG/RES
systems, there is no such machine/grid interface, which is provided by a power converter
with switched elements, restricting a very important function in generation systems in
terms of grid stability [2.72].

With the growth of these DEG/RES systems, their impact in terms of low inertia
and damping on the grid dynamics increases, weakening the system. Therefore, dif-
ferent solutions have been studied to implement such inertia in a virtual way. One of
these solutions is the implementation of these systems through the use of ESS next
to the power converters, as well as an appropriate control mechanism, providing a
specific amount of inertia for a specified time (typically between a few milliseconds to
a dozen seconds).o a very important function in generation systems in terms of grid
stability [2.51, 2.73, 2.74]. This concept is known as VSG. With the implementation
of this idea, these units can operate similarly to a synchronous generator, exhibiting
inertia and damping properties for short periods of time [2.2].

In summary, the virtual inertia concept is based on three main components: energy
storage, power inverters and control mechanisms. The VSG acts as an interface between
the main energy source and the grid, emulating the dynamic function of a synchronous
generator and adjusting system power according to grid conditions and variations in
energy demand. This approach provides a solid basis for integrating a large number
of DEG/RES systems into future power grids without compromising their stability, as
has been extensively documented and discussed in the literature [2.51], [2.75].

For this purpose, the VSG block emulates the dynamic function of a SG, based on
the swing equation of a synchronous generator, which is used to mimic the dynamic be-
havior of a real synchronous generator in an electrical system. The swing equation is a
fundamental differential equation, commonly used for transient analysis of a generator,
which can be expressed with the following equation, as [2.2] explains.

Pin(t)− Pout(t) = Jωm(t)
dωm(t)

dt
+DPbase

ωm(t)− ωg(t)

ωo
(2.3)

where Pin is the virtual shaft power determined by the governor, Pout is the measured
output power, Pbase is the power rating of DEG, J is the virtual inertia, D is the
virtual damping factor, ωm is the virtual rotor angular frequency, ωg is the angular
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frequency of the point where the voltage sensor is installed, and ωo is the nominal
angular frequency.

In this equation the values of J and D are extremely important, because they are
the parameters that can be extracted from a real synchronous machine. J is the inertia
characteristic, given by equation (2.4).

J = 2HS0/ω
2
o (2.4)

where H is the machine inertia constant, S0 is the nominal apparent power of the
machine and ωo is the system frequency. The parameter H, known as the inertia
constant, defines the duration for which a machine can sustain its nominal load using
only the energy stored in its rotating mass. A system with a higher H value, meaning
a larger time constant, provides a slower response to disturbances but experiences a
smaller frequency deviation. Although H depends on the machine’s size and power, in
typical synchronous machines, it generally ranges between 2 and 10 seconds.

In Fig. 2.15, the block ”governor model” is depicted, which is basically a ω-P droop
controller that can be represented as:

Pin(t) = Po − kpPbase
ωm(t)− ωo

ωo
(2.5)

where Po is the normal value of the active power and kp is the droop coefficient in per
unit.

By substituting kp = (kpPbase)/ωo, and D = (DPbase)/ωo, and eliminating Pin

from (2.3) and (2.5):

Po − kp(ωm(t)− ωo)− Pout(t) = Jωm(t)
dωm(t)

dt
+D(ωm(t)− ωg(t)) (2.6)

Here, ωg(t), which is a measured parameter to provide the synchronous frequency for
damping power calculation, is replaced by a constant value, that is, nominal frequency
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ωo. Thus, the damping factor D is equivalent to droop coefficient kp. Besides the grid
frequency is obtained through a PLL control algorithm. Through this modification,
a simpler model is obtained. Hence the dedicated governor can even be removed.
Nevertheless, in this case, no damping effect cased by damper winding is emulated,
which might result in larger output power oscillations.

Considering the scheme of Fig.2.16 as the basic VSG control model, once the VSG
equation (2.3) is demonstrated, the other elements of the scheme are going to be ex-
plained. The main control scheme is done in synchronous reference frame, by using
the park transformation [2.76]. This transformation is performed by using the trans-
formation matrix explained in equation (2.7).
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The grid frequency is detected through the frequency detector block, which is based
in a PLL method, such as the one explained in Section 2.5.5. Notice the frequency at
output voltage can vary during transients if the line impedance (Zline) is too big,
although this is not usually a problem in a microgrid. In case of the block “Power
meter”, the active and reactive powers are computed by using the output voltage and
current of the inverter, by transforming the read voltage and current by using equation
(2.7) into the synchronous reference frame by using the equations (2.8) and (2.9).

Pout =
3

2
(vdid + vqiq + 2v0i0) (2.8)

Qout =
3

2
(vqid − vdiq) (2.9)
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In order to calculate the root mean square (RMS) of the output voltage, calculated
through the “RMS” block, (2.10) is used.

Vout =
√
v2d + v2q (2.10)

In the case of the block “Governor model”, shown in (2.11), it is basically a ω − P
droop controller where ωo is the nominal angular frequency, Po is the set active power,
kp is the ω − P droop coefficient, and Td is the time constant of the governor, which
emulates the mechanical response.

Pin = Po −
kp

1 + Tds
(ωm − ωo) (2.11)

The “Q droop block” is the voltage-reactive power droop controller, where E0 is
the nominal voltage, Qo is the set reactive power and kq is the V-Q droop coefficient.

Qref = Qo − kq(Vout − E0) (2.12)

Taking into consideration the Governor model and the Q-V droop blocks, the re-
lation between active power to frequency and the relation between reactive power and
voltage is done, respectively. The PI controller of Figure 2.16 is used to control the
reactive power set-point calculated by the Q-V droop controller, obtaining the neces-
sary voltage, which when added to the nominal voltage (E0), gives the voltage to be
applied to the PWM block of the inverter.

This basic VSG scheme is working as a voltage source, but supporting an existing
grid, so it can be classified as a grid-supporting scheme, as the one explained in Section
2.5.1.3.

Once the basic operation of the VSG has been explained, and considering its wide
development by the scientific community and its application in real systems, several
strategies for its implementation have been proposed. In this section, some of the most
common VSG strategies will be reviewed, with the aim of exploring the different options
available in the market [2.63, 2.77]. These control techniques are not only limited to
the use of the swing equation (2.3), as there are also alternative approaches to add
inertia to the system based in other techniques. Figure 2.17 presents a schematic with
different topologies [2.78–2.81].

2.6.1 KHI VSG Topology

Kawasaki Heavy Industries (KHI) VSG topology has been designed for grid-
connected converters, using impedance models based on phasor diagrams of SG [2.82].
This topology is particularly effective in ensuring proper operation under different types
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of loads, including unbalanced and non-linear loads. The system employs a current con-
trol loop that generates the current references according to the SG phasor diagram, as
shown in Figure 2.18.

To simulate the behavior of a synchronous generator, a governor model is imple-
mented, which adjusts the angular velocity of the virtual rotor as a function of the
active power deviation. This model seeks to emulate the dynamic behavior of a tradi-
tional generator, achieving efficient regulation under various operating conditions.

Additionally, an AVR is used, which adjusts the voltage references as a function of
reactive power deviation. The AVR is accompanied by a droop control, which allows
the system to respond stably to reactive power fluctuations, ensuring more robust
operation in challenging load scenarios.

This combination of current control, the governor model and the AVR gives the
VSG topology the ability to integrate converters efficiently into the grid, mimicking the
behavior of conventional synchronous generators, but taking advantage of the flexibility
of modern converters [2.75, 2.81, 2.82].

2.6.2 IEPE’s VSG Topology

The main idea of the Institute of Electrical Power Engineering (IEPE) is based on
the dynamics of an ideal, linear model of a synchronous generator, which gives inertia
to the system. The basic control structure of this VSG technique is shown in Figure
2.19a). In this model, parameters such as active/reactive power, inertia, and damping
effect can be adjusted by modifying variables such as virtual torque and excitation.

Figure 2.19b) shows the control scheme of the system the simplified model of the
generator to produce the reference current from the grid voltage signals. The param-
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Figure 2.18: The VSG block diagram developed by KHI.

eters include J as the inertia moment, Rs as the stator resistance, Ls as the stator
inductance, Kp as the damping factor, φ(s) as the phase compensation, ω as the angu-
lar velocity), θ as the rotation angle, and Te and Tm are the electrical and mechanical
torques, respectively.

The phase compensation term counteracts any oscillation of the rotor. Despite
the simplification in the excitation winding, the induced electromotive force (EMF)
is obtained by the adjustable amplitude Ep and the angle θ. This topology gener-
ates a voltage reference for the PWM modulator, depending on the output current
of the DEG, and uses an algorithm to improve the voltage quality in isolated micro-
grids. However, this technique has limitations in the numerical calculation and in the
management of transient currents during the synchronization period [2.75, 2.78, 2.81].

2.6.3 VSYNC VSG Topology

The VSYNC research group developed the VSG concept, based on the ROCOF, to
bring virtual inertia to the power system. The VSG includes an energy storage unit
connected to a DC link and an inverter with LCL filter, typically used as a current
source. The operation of the PLL is key in this structure, as it generates the reference
currents (iref ) from the grid voltage (Vg), emulating the electromechanical character-
istics of a SG. A simple scheme of VSYNC topology is depicted in Figure 2.20. The
PLL output drives the inverter through PWM modulation, providing the phase angle
that allows control in the SRF [2.83].
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Pref = KSOC +Ki
dfg
dt +KpDeltaf

Qref = Kq∆V

idref =
VdPref−V qQref

(V d−V q)2

iqref =
VdQref−V qPref

(V d−V q)2

Iref =
Ki

dfg
dt +Kp∆f

VDC

(2.13)

Where KSOC indicates the input power considering the SOC, id, iq, Vd, Vq are the
d and q axis current and voltages respectively.

According to equations (2.13), the generated currents depend on the ROCOF, SOC
of the batteries, and the active and reactive powers. The active power is adjusted
to match the nominal power of the generator when there are load variations, while
the reactive power is modified to ensure that the generator produces its maximum
power in case of voltage deviations. These optimizations improve efficiency and system
stability in microgrids and distributed power systems. In subsequent studies, system
improvements were implemented using advanced control algorithms [2.84, 2.85].
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2.6.4 ISE Lab’s Topology

The VSG structure proposed by the Information Systems Engineering (ISE) Lab
uses the well-known swing equation (2.3) of a SG in the heart of the VSG to regu-
late the power-frequency relationship [2.86]. By solving equation (2.3) in each control
cycle, the instantaneous frequency is calculated, and by integrating it, the virtual me-
chanical phase angle (θm) is obtained. This angle is essential for generating the PWM
modulation signals in the inverter. As illustrated in Figure 2.21, the output power
and frequency are calculated through the power/frequency block. The virtual angular
velocity deviation (∆ωm) is obtained based on the oscillation equation, and the θm is
used as the phase command to control the inverter through PWM.

This structure enables efficient frequency and power regulation in power systems,
emulating the dynamic behavior of synchronous generators, which improves stability
in power grids with connected converters [2.75, 2.81, 2.86].

2.6.5 SPC Topology

The Synchronous Power Control (SPC) architecture is characterized by two main
blocks: the electromechanical emulation block (outer loop) and the virtual admittance
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block (inner loop), described respectively in [2.39, 2.87–2.89]. Figure 2.22 shows the
general control scheme.

In the outer loop of the control, the active and reactive powers are calculated.
The active power is based on the emulation of the electromechanical equations of a
synchronous generator by means of the swing equation (2.3) in the VSG block, which
provides references for the rotor frequency (ωr), achieved through the proper design of
the Power Loop Controller [2.87]. The reactive power, on the other hand, is calculated
by a PI controller, which generates voltage references (E).

These signals are sent to a VCO, which provides the references for the inner control
loop. In this inner loop, the output impedance of the synchronous generator is emulated
through a virtual admittance. This admittance generates the current references that
are controlled by the inverter, thus allowing a more stable and efficient operation of
the power system. This scheme ensures precise control of both frequency and voltage,
emulating the behavior of a real synchronous generator and optimizing interaction with
the grid.

The use of virtual admittance allows the system not only to respond to variations in
the grid, but also to improve its stability, making this architecture ideal for distributed
generation applications and grid-connected converter-based systems.

2.6.6 SCAC Topology

The SCAC control system is based on the SPC scheme, introducing a major im-
provement by distributing control between central controller and local controllers.
While SPC focuses on the inverter connection point, SCAC seeks to control the param-
eters of PoC, separating the control into two layers, as explained by [2.90], delivering
the power by each of the distributed generators, being able to work in any of the GFM,
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GFD or GS control schemes. In Figure 2.23, the general control scheme of the SCAC,
working as a GFD, is represented.

The central controller manages the active and reactive power, comparing them
with reference values and sending common voltage magnitude and load angle signals to
several distributed converters. This approach makes it possible to create an aggregated
VSG system independent of the line impedances of each distributed generation unit.
The local controller, in turn, calculates the specific load angle for each distributed
generator and performs the electrical emulation through a virtual admittance, allowing
synchronization, voltage support and power sharing between different generators.

One of the main advantages of SCAC allows control of an entire DEG plant from a
single point, adding a certain level of inertia and damping to the system, at the PoC
and not at the output of the inverters as the decentralized control systems discussed
above do. This would help to improve control in order to meet grid code requirements.
In addition, the total power level handled by this system is the aggregate power of
each of the distributed generators. However, given that the reference signals are sent
through communication protocols, it is very important to take into account the possible
communication delays that can impoverish the stability margins of the system, and it
is necessary to compensate for them. In spite of this, as communications technologies
improve year by year, with ever better speeds and latencies, the future implementation
of this type of system is assured, improving the performance of the power system.

Each distributed generator has its own local controller, which ensures that the
critical functions of synchronization and grid support are fulfilled. This control system
is the basis of the work developed in this thesis, and its operation will be discussed in
more detail in Chapter 3.
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2.7 Delay Compensation Methods

As it has been mentioned, the control method of the distributed converters selected
for the development of this thesis is the SCAC. This distributed method with central
controller has the particularity that it relies on communication systems to send the
central load angle references and the voltage module, calculated by the central con-
troller. However, the existence of communications results in communication delays.
These delays, depending on the system and their value, can worsen the performance of
the control system, or even make it irreversibly unstable. Therefore, such delays must
be dealt with and compensated for as efficiently and as simply as possible. There-
fore, in this section, we will review the state of the art of communication delay com-
pensation methods, in order to select the most appropriate one for the application.
The methods to be reviewed will be the Linear Predictor [2.91, 2.92], Predictive Con-
trol [2.93, 2.94], Scattering Transformation [2.95, 2.96], Smith Predictor [2.97, 2.98].
Besides the commented methods, there are many more such as the Model-based Pre-
dictive Control [2.99], the state predictor method [2.100, 2.101] or robust control for
delay compensation [2.102, 2.103].

2.7.1 Linear Predictor

The linear predictor is one of the best known methods for compensating time delays,
which has been proposed and analyzed in [2.92], and is based on an extrapolation
technique. If the time to be compensated is Td, the transfer function L(z) can be
expressed as equation (2.14).

L(z) = 1 +
Td

Ts
− Td

Ts
z−1 (2.14)

Figure 2.24 shows the structure of the linear predictor, where R is the original modu-
lation signal, while C is the signal compensated through equation (2.14) and the delay.
This signal C can be derived as equation (2.15) and equation (2.16). However, for the
use of this method it is very necessary to know the exact delay, which is not always
possible. Moreover, it is often used for computational delays, which are usually small.

C(z)

R(z)
= (1 +

Td

Ts
− Td

Ts
z−1) = (1 +

Td

Ts
)− Td

Ts
z−2 (2.15)

c(k) = (1 +
Td

Ts
)r(k − 1)− Td

Ts
r(k − 2) (2.16)

Hence, the Linear Predictor is relatively simple to implement and computationally
efficient, making it ideal for systems with short, stable delays. However, its effective-
ness is limited in dynamic environments, as it is not robust to rapid fluctuations or
unexpected disturbances. While it doesn’t require a detailed model of the system, its
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performance can be less suitable in systems with more complex dynamics. The need of
short and constant delays and simple dynamics are the main reasons for its discarding
in this thesis work.

Despite these limitations, it remains a useful tool for systems where computational
resources are limited, though its application in more unpredictable or nonlinear sce-
narios is constrained.

2.7.2 Predictive Control

There are several predictive methods, but this subsection will focus on Generalized
Predictive Control (GPC), which generates a sequence of signals at each sampling
interval to optimize the control system and predict the future and thus, in the case of
this thesis, try to compensate for communication delays, as [2.93] explains.

Figure 2.25 shows the schematic of the GPC concept. It can be seen that the
output prediction system is based on two different components. One is known as the
‘free response’, which represents the predicted behavior of the output t(t + j) (in the
range from t+1 to t+N), based on native outputs (y−i) and inputs u(t−i), assuming a
control action of zero. The ‘forced response’ represents the output component resulting
from the optimization criterion.
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The total prediction is the sum of both components, in the case of linear systems.
These components with the reference values, the future errors can be calculated by
(2.17).

e(t+ j) = w(t+ j)− y(t+ j) (2.17)

With j counting from 1 to N . Caused by these future errors, future control signals
are calculated to force the output to the desired reference value.

However, the main drawback of Predictive Control lies in its high computational
cost, especially when applied in real-time systems. The method requires solving com-
plex optimization problems at each control step, which can significantly strain computa-
tional resources, particularly in large-scale or fast-response systems. Despite this, MPC
remains a powerful tool for handling systems with constraints and dynamic behavior,
offering potential for future improvements in computational efficiency or parallelization
techniques. This is the main reason for its discarding in this thesis work.

2.7.3 Scattering Transformation

The original idea of this scattering transform comes from the description of the
behavior of electrical networks (mostly operating at radio frequency) when subjected
to various steady-state stimuli by electrical signals. In the original idea [2.104, 2.105],
the term ‘scattering’ refers to the way in which currents and voltages travel into a
transmission network that are affected when they encounter a discontinuity caused by
the insertion of a network into the transmission line [2.106].

For the definition of the scattering matrix (S) parameters, it must be understood
that a network can contain any component as long as the network behaves linearly
with small incident signals. It can also include many components or ‘blocks’ typical
of communication systems, such as amplifiers, filters etc. An electrical network to be
described by S-parameters can have any number of ports. These ports are the points
where signals enter or leave the network. Ports are usually pairs of terminals with the
requirement that the current flowing into their terminal is equal to the current flowing
out of the other.

This tool would be used for the compensation of communication delays in networked
control systems. The dispersion matrices, by means of a transformation, would passi-
vate the communication channel by emulating the behavior of a lossless transmission
network. This is achieved by transmitting through the communication channel (with
delays), instead of the voltage or current signal, its corresponding dispersion signal.
This dispersion signal is the signal encoded by the dispersion transform, before being
inverted to obtain the value of the real signal. The design would be completed by inter-
facing the line to a simple PI controller, which is also passive. Passivity is understood
as the fundamental property of many physical systems of not generating energy, or in
other words as a system that cannot store more energy than is supplied by its input,
the energy dissipated being the difference between the energy stored and supplied by
the source [2.107, 2.108].
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To transform the communication delay into a transmission line, one would proceed
as follows. First, however, the so-called dispersion variables would have to be defined.

[
S+(t, x)
S−(t, x)

]
= T

[
v(t, x)
i(t, x)

]
(2.18)

Where v and i, would be the voltage and current associated with the transmission line
modeled in [2.107]. Furthermore T=[1 z0;1 −z0] and z0=

√
L/C is the impedance of

the transmission line. Furthermore, the transmission variables satisfy:

[
S+(t, l)
S−(t, l)

]
= T

[
s+(t− T, 0)
s+(t− T, 0)

]
(2.19)

Where T = l
√
LC is the propagation delay.

Taking into account the phenomenon of wave reflection, which deforms the trans-
mitted signals and degrades the performance of the transmitted signal, because the line
termination impedance is different from the line impedance. Since the transmission line
is virtual, the coefficient z0 can be arbitrarily selected. Therefore, it is more convenient
to work with a normalized implementation of (2.18), which would give us the notation
used in most of the literature, where the dispersion transform is used [2.95, 2.109], as
it can be seen in (2.20a).
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[
S+

S−

]
=

1√
2

[
I bI
I −bI

]
(2.20)

Where b > 0 is the virtual impedance and I is the identity matrix. This ubiquitous
transformation has been used in other fields such as network control and in Port-
Hamiltonian systems to obtain stability independent of delay, etc. In the case where the
communication delay of the network is bidirectional, it can be modeled by a two-port
network with delays T1 and T2, in the forward and backward paths, as shown in Figure
2.27. In this figure, the HP block indicates the plant and the HC block indicates the
controller, both SISO (single-input-single-output) LTI (linear-time-invariant) systems.
In addition, the scattering transformation blocks are also indicated.

Such a scattering transformation manages to omit/passivate the power generation
that creates the communication channel with communication delay, using the equations
shown in equation (2.21), which are still the ones shown in equation (2.20), developed
in a scalar form and with a small change in notation [2.95].

Ul =
1√
2
(uc + byc)

Vl =
1√
2
(uc − byc)

Ur =
1√
2
(yp + bup)

Vr =
1√
2
(yp − bup)

(2.21)

As shown, the relationship between the left and right-hand side of the dispersion
variables is as follows ur(t) = ul(t − T1) and vl(t) = vr(t − T2). These equations are
shown in Figure 2.28, with a direct application for a SISO, with a controller and the
plant, considering different time delays for sending and receiving.
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Although the Scattering Transformation is an interesting approach for the applica-
tion in this thesis, it could be applicable to the system, but it requires a great under-
standing for its application, with a big computational effort due to the non-linearities
of the control system. However, this method remains a promising research avenue, as
acknowledged in the Future Work section. Its robustness against communication delays
and uncertainties could offer significant benefits, making it a valuable area for further
exploration and potential future implementations once these challenges are addressed.

2.7.4 Smith Predictor

The Smith Predictor [2.91, 2.92] is a technique used to eliminate the delay compo-
nent in a control system by incorporating a model of the delay in communications and
an accurate model of the plant. Thus, by compensating for the delay, the stability of
the system is improved. In this text, the basic SP is explained, however it has several
modifications which improve its performance [2.97, 2.98].

In a control scheme with delay, as shown in Figure 2.29 a), it is intended to incorpo-
rate a controller (C∗) that eliminates the delay, as shown in figure 2.29 b). This allows
the delay to be removed from the closed loop of the system, obtaining the equivalence
between the systems shown in Figures b) and c). Through equations (2.22), (2.23) and
(2.24), it is shown how it is possible to eliminate the delay and improve the behavior
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of the system.

C∗(s)GP (s)e
−Tps

1 + C∗(s)GP (s)e−Tps
=

C∗(s)GP (s)

1 + C∗(s)GP (s)
e−Tps (2.22)

C∗(s)GP (s)e
−Tps(1 +Gc(s)GP (s)) =

GC(s)GP (s)e
−Tps(1 + C∗(s)GP (s)e

−Tps) (2.23)

C∗(s) =
GC(s)GP (s)e

−Tps

GP (s)(1 +GC(s)GP (s))e−Tps −GC(s)G2
C(s)e

−2Tps
=

GC(s)

1 +GC(s)GP (s)(1− e−Tps)
(2.24)

N(s)

E(s)
=

GC(s)

1 +GC(s)GP (s)(1− e−Tps)
(2.25)

CP (s)

R(s)
=

N(s)
E(s)

C(s)
N(s)

1 + N(s)
E(s)

C(s)
N(s)

(2.26)

CP (s)

R(s)
=

GC(s)GP (s)e−Tps

1+GC(s)GP (s)(1−e−Tps)

1 + GC(s)GP (s)e−Tps

1+GC(s)GP (s)(1−e−Tps)

(2.27)

CP (s)

R(s)
=

GC(s)GP (s)e−Tps

1+GC(s)GP (s)(1−e−Tps)

1+GC(s)GP (s)(1−e−Tps)+GC(s)GP (s)e−Tps

1+GC(s)GP (s)(1−e−Tps)

(2.28)

CP (s)

R(s)
=

GC(s)GP (s)e
−Tps

1 +GC(s)GP (s)(1− e−Tps) +GC(s)GP (s)e−Tps
(2.29)

CP (s)

R(s)
=
GC(s)GP (s)e

−Tps

1 +GC(s)GP (s)
(2.30)

Figure 2.29 d) represents the ideal structure of the Smith predictor, where the
transfer function of the predictor exactly compensates for the delay (GP (1 − e−Tps).
The associated equations show how the effect of the delay in the loop is canceled. This
can be demonstrated by developing and demonstrating the transfer functions as shown
below.

However, the compensation of the delay shown in figure d would require the exact
estimation of the plant transfer function and the delay, which is not always possible.
In the case of implementing Smith predictor in a real application, both the plant GP

and the delay must be estimated as accurately as possible. Therefore, by estimating
these components, the structure of the system would be represented by Figure 2.30.
Furthermore, the Smith predictor transfer function can be obtained as follows.
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CP (s)

R(s)
=

GCGP e−Tps

1+GCĜP (1− ˆe−Tps)

1 + GCGP e−Tps

1+GCĜP+GC(GP e−Tps−ĜP
ˆe−Tps )

(2.31)

CP (s)

R(s)
=

GCGP e
−Tps

1 +GCĜP +GC(GP e−Tps − ĜP
ˆeTps)

(2.32)

Equation (2.32) shows that, if the process parameters can be modeled without
error, the transfer function of the system in Figure 2.30 is equivalent to the transfer
function of the system in Figure 2.29c). This implies that, under perfect modeling, the
behavior of the system would be identical in both configurations, which reinforces the
effectiveness of the Smith predictor in compensating for delay. However, in practice,
the accuracy of the plant and delay model determines how well this equivalence can be
achieved.

Considering the operation of the Smith Predictor, due to the simplicity and its
reliability, this method is the selected method for compensating the different commu-
nication delays in this thesis.

2.7.5 Comparison between described models

In this subsection, a short comparison of the communication delay compensation
methods described in this section of the document will be made in order to justify the
use of SP as a compensation method [2.110–2.112].

Speaking of the Linear Predictor, it is a relatively easy to implement method, which
calculates the future evolution, considering past data. It is useful for scenarios with
short and stable delays, with a light computational load, which makes it suitable for
applications that do not require large resources. However, it is not very robust to
perturbations or rapid fluctuations. This makes it less accurate in complex dynamic
systems, as it does not require a very detailed model of the system. This lack of detail
limits its use in more complex and variable systems.

In the case of Predictive Control, it is an advanced method that models and pre-
dicts the future dynamics of the system, based on mathematical modeling, considering
certain restrictions and optimization objectives. Its main advantage is its versatility
when handling systems with variable delays and non-linear systems, as it integrates de-
lay compensation directly into its formulation. However, it has a high computational
cost, especially for real-time implementation, requiring precise modeling. This makes
it more complex and costly to implement than other methods.

Scattering transformation is a very robust method in situations of uncertainty or
variability in communication delays. Unlike other traditional methods, the delay is not
compensated directly, but transformed to another domain using mathematical tech-
niques, preserving the stability of the system, even with highly variable delays. This
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Table 2.3: Comparison between the four compensation methods.

Method Advantages Limitations
Linear

Predictor
Easy to implement, low
computational cost

Not robust for rapid
fluctuations.

Predictive
Control

Versatile for complex systems. Hight computational cost.

Scattering
Transformation

Robust against uncertainties.
Difficult to implement,
requires fine-tuning.

Smith
Predictor

Effective under low variability delays.
Easy implementation

Sensitive to model errors.

robustness makes it very useful in applications with distributed networks or telecom-
munications systems. However, it is less intuitive and difficult to implement than more
traditional methods. Its effectiveness depends heavily on parametrization and its in-
correct implementation can generate suboptimal results, which requires more attention
in its initial configuration compared to other methods, such as the Smith Predictor or
Predictive Control.

Finally, the Smith predictor is a widely used technique to compensate for commu-
nication delays in control systems. Its main advantage is ease of implementation, as
well as system efficiency, especially for constant and known communication delays. By
modeling system behavior and delay separately, the Smith Predictor can significantly
improve stability and performance, even under long delays, without altering the dy-
namics of the main system. In addition, the SP minimizes oscillations and enables good
closed-loop response. However, it is highly dependent on the system model and the
delay implemented, and can worsen its performance under varying delays and highly
non-linear systems. Compared to other methods such as scattering transformation
and predictive control, this one offers a simpler implementation and low computational
cost.

Considering the analysis in this subsection, as well as the summarized informa-
tion from Table 2.3, the Smith Predictor has been chosen as the most suitable delay
compensation method for the control system used in this thesis. Its simplicity and re-
liability improve system stability, as will be demonstrated in later chapters. Although
the method is less effective for variable communication delays, as previously discussed,
the system compensates for these delays adequately. This is achieved by modeling and
characterizing the variable delays using a statistical function, ensuring that the overall
performance remains stable and effective despite these variations.

2.8 Ramp-Rate Methods

Renewable energy generation, particularly in PV systems, is characterized by its
intermittent and weather-dependent nature. These fluctuations, when rapid and pro-
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Figure 2.31: Classical ramp-rate control.

nounced, can compromise the stability of the power grid, generating variations in fre-
quency and voltage that operators cannot always adequately manage. Therefore, as
discussed in Section 2.4, PPCs must implement ramping control systems, as some grid
codes already include regulations to mitigate this problem. Although ramp variation
control is not explicitly addressed at the European regulatory level, some countries
such as Germany [2.113], Ireland [2.114] and the UK [2.58] have incorporated these
regulations into their grid codes.

To meet these regulatory requirements and to improve the stability of the power
system in the face of solar generation integration, various compensation methods have
been developed. The most common are classical ramp-rate control [2.115] and moving
average filtering [2.115, 2.116], both of which are designed to smooth power variations
and reduce the impact on the grid. However those are not the only ones, in [2.115], the
Clear sky-dark sky method, with and without prediction is addressed. In [2.116] the
Moving average is addressed taking into account SOC control and also the Step-Rate
Control Strategy.

2.8.1 Classical Ramp-Rate Control

This strategy adjusts the power injected into the grid (Pg) in each sampling period
so that the rate of change does not exceed the predefined RR. During PPV ramp-rate
violations, the power Pg follows a linear trajectory with a constant gradient RR, which
guarantees a smooth evolution of the injected power [2.116].

∣∣∣∣
∆Pg

∆t

∣∣∣∣ ≤ RR (2.33)

Figure 2.31 shows the complete control diagram. The difference between PPV and
Pg is handled by the battery as balance power (Pb). To stabilize the state of charge
SOC, the control loop sets a reference (Eb) centered at 50% of the battery capacity.
This is done to mitigate discharge due to adverse weather conditions and to ensure
that the battery can absorb or inject energy (Ewf ) when needed [2.117]. Thus, the
minimum battery capacity (C0,min) must comply with [2.116].

C0,min = 2Ewf (2.34)
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The control loop includes a proportional controller that adjusts the power required
(P∆) to follow the reference. The difference between PPV and P∆ defines the desired
injected power (P ∗

g ), which is limited to ensure that the RR is not exceeded. With this
system, the battery is only used when strictly necessary, i.e. when the RR is exceeded,
thus protecting the battery and reducing unnecessary cycling.

2.8.2 Moving Average Filtering

The moving average method is one of the most representative among the filter-based
strategies for smoothing the injected power [2.118]. The control diagram is shown in
Figure 2.32, where the power injected to the grid (Pg) is calculated as the average
value of the power generated (PPV ) in a time window T . The battery manages the
power difference (Pb), absorbing or injecting power as needed. The requirement of this
method has been analyzed in [2.119], establishing that, in order to obtain the desired
RR value, the time window T must be at least equal to that indicated in equation
(2.35). As the time window increases, the fluctuations of the injected power become
more smooth.

T =
∆Pmax

RR
(2.35)

The minimum battery capacity (C1min) is determined according to the equation
(2.36) [2.119]:

C1,min =
∆Pmax

2
(N − 1)∆t (2.36)

Where N represents the number of samples included in the time window T and ∆t
is the sampling period.

The main merit of this strategy over the classical method is that it requires ap-
proximately half the battery capacity. However, the disadvantage is that the battery
cycles excessively due to the excessive smoothing introduced by the moving average
filter [2.116, 2.118]. In addition, the delay between Pg and PPV can lead to deep
discharge cycles even on clear days, which affects the lifetime of the battery.
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2.9 Green Hydrogen Production

One of the major discussions worldwide is the production of clean fuels, such as
hydrogen, from RES systems (PV and WG), which could facilitate the complete decar-
bonization of the energy system [2.120], and create a synergy between different sectors,
such as the transport, energy and industrial sectors. Currently, the green electroly-
sis of hydrogen from these renewable systems is in the spotlight as a carbon neutral
fuel [2.16, 2.121, 2.122].

Such green hydrogen production is based on the exclusive use of RES systems to
power the electrolysis processes and decompose water into hydrogen and oxygen. These
systems use Hydrogen Electrolyzers (HE), which are mainly based on two technologies,
the Proton Exchange Membrane (PEM) unit [2.123] and alkaline [2.124]. However, to
develop this process, it is necessary to develop an energy infrastructure that integrates
renewable generation systems in an efficient and reliable way, besides ensuring the
efficiency in the hydrolysis process.

Such infrastructures can have different types of couplings, the most common being
dc-coupling and ac-coupling. The dc coupling involves connecting PV systems directly
to the HE, which would avoid the losses derived from the ac system [2.125, 2.126], but
with the disadvantage of the difficulty in the design of this coupling.

The ac coupling would use a system of inverters and rectifiers to create the grid
and consume the energy, making it easier to use another renewable source such as
WG. For this, it would be necessary to create an isolated ADN grid (or peninsula for
security reasons [2.127]. This grid provides great flexibility to manage generation and
consumption at the local level, dynamically configuring the variability of the energy
source. In this context, one of the biggest challenges is to minimize the impact of
this intermittency on the operation of the HE, which require as constant an energy
supply as possible to maximize their efficiency and prolong their useful life. It is this
ac-coupled system that will be the focus of this thesis work.

As shown in Figure 2.33, these ADN are based on a RES generation system, with
ESS, due to the variability of the energy source, and one or more HE-based loads. Both
generation and load systems have controllers necessary for the stability and proper
functioning of the grid. In the following sections we will review the different generation
and load controllers.

2.9.1 Green Hydrogen ADN Control

Controllers on the generation side are used to manage the grid created, with GFM
control systems providing the control layers discussed in Section 2.5. There are several
methods and techniques to efficiently implement power generation for hydrogen gene-
ration. These techniques can be applied to centralized or distributed control systems.



2.9 Green Hydrogen Production 65

Figure 2.33: Green Hydrogen Interface.

2.9.1.1 Predictive Control

Model Predictive Control (MPC) is an advanced control technique used in green
hydrogen production that optimizes the use of renewable energy by anticipating system
fluctuations. Using a mathematical model, MPC predicts variations in renewable en-
ergy generation, allowing HEs to operate efficiently despite the intermittency of sources
such as solar and wind. It also optimizes the use of energy storage systems, storing
excess energy at times of high production and releasing it when generation is low. This
improves system stability and efficiency, reducing operating costs and ensuring contin-
uous hydrogen production. In short, the MPC allows the complexity of green hydrogen
systems to be managed, ensuring more efficient and sustainable operation [2.128, 2.129].
In terms of converters control, a GFM strategy is needed for creating the power system
to feed the loads.

2.9.1.2 Virtual Synchronous Generator

VSGs are important for the stabilization of isolated power grids such as those
used in green hydrogen plants operating with intermittent renewable energy sources
such as solar or wind. These plants are often located in grids that lack the inertia of
traditional generators, which can cause stability problems. VSGs emulate the inertia
of synchronous generators by automatically regulating the frequency and voltage of the
grid, allowing them to respond quickly to fluctuations in generation and consumption.
This is important to protect electrolyzer from power fluctuations and improve the
efficiency and lifetime of the equipment. In addition, VSGs facilitate the integration of
energy storage systems, which improves flexibility and ensures a continuous supply of
stable energy for electrolysis. Within this category, any of the existing VSG methods
could be included, although in the context of this thesis work, the SCAC system is the
one chosen. With it, the different RES generators used can be controlled from a central
controller, which can be perfectly located near the HE, by means of communication
systems, adjusting the electrical variables of the PoC for an optimal performance of the
HE. In short, VSGs improve the operational stability of green hydrogen plants, enabling
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more efficient and safer hydrogen production. As it was reviewed in Section 2.6, any
of the VSG control systems can be applied to green hydrogen generation [2.130], using
this control system for the grid creation in this work.

2.9.2 Hydrogen Electrolyzer Control

Due to the variable nature of the generation sources, the system must be as flexible
as possible, integrating into units capable of incorporating ESS, managing demand or
providing back-up power services. In this context, green hydrogen generation networks
have focused much of their efforts on HE control systems to contribute to grid stability.
These systems introduce functionalities traditionally found at the generation levels.
Adaptive load control schemes can be divided into two main categories: responsive
load and grid forming load.

2.9.2.1 Grid-Forming Load

Flexibility in demand control is especially relevant for those loads that can be
adjusted according to the needs of the system, and there are several types of loads
that are suitable for this purpose [2.131]. In the particular case of HEs, their ability to
modify output in less than a second has sparked interest in their use within the power
system, particularly through the control of the inverters that make up their interface.
These inverters, as explained by [2.132], could be controlled in such a way that the
load behaves like a GFM system. Instead of following the voltage and frequency values
of the grid, it would be the load itself that would generate these magnitudes, enabling
the possibility of creating islanded grids. This would allow the generators connected
to the grid created by the load to operate in GFL mode, maximizing power extraction,
operating at MPP, without the need to worry about the provision of reserve power.

This approach is particularly suitable for flexible loads that can operate around
a scheduled operating point, either by the user or by the grid operator. However, it
is important to note that GFM systems depend on the generators connected to the
created grid being able to supply the necessary power to maintain system balance.

There are various strategies for controlling these systems, as discussed in [2.133],
but a key aspect of grid-forming load-based grids is their ability to regulate voltage and
frequency, providing a form of synthetic inertia through Virtual Synchronous Machine
(VSM) control schemes. This type of control has the potential to reduce generation or
storage requirements elsewhere in the system, as it actively contributes to grid stability.
Although these solutions are still under study, the concept of grid-forming loads has the
potential to transform the control paradigm of many DER [2.131], providing new ways
to manage increasingly decentralized and renewable energy-based electricity grids. This
approach not only improves operational flexibility, but also contributes to the dynamic
stability of the system, which is very important in scenarios with high penetration of
intermittent renewable.
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2.9.2.2 Responsive Load

HEs operating as responsive loads, particularly those connected via GFL mode
inverters, can play an important role in grid stability. These systems have the ability
to adjust their power demand based on generation availability or according to TSO
indications. This dynamic adjustment allows balancing supply and demand, acting as
flexible loads that contribute to the efficient management of energy resources. One
of the main benefits that HEs bring to the grid is frequency regulation. In situations
of excess generation, such as during periods of high renewable production, HEs can
increase their energy consumption, helping to reduce grid frequency by absorbing excess
energy [2.134, 2.135]. Conversely, when generation is insufficient, HE can decrease their
demand, thus helping to keep the frequency stable. In addition, these systems are able
to absorb renewable generation peaks, avoiding energy waste and facilitating further
integration of RES into the grid.

In addition to their ability to regulate frequency, HE can also contribute to voltage
regulation, which further improves the operational stability of the system [2.136, 2.137].
Some studies, such as the one presented in [2.133], show that it is possible to add a level
of synthetic inertia through VSM based control schemes. This implies that electroly-
sers are not only active consumers of energy, but can also participate in the dynamic
stabilization of the grid, helping to mitigate the effects of fluctuations in renewable
generation and reducing the need for storage or conventional back-up generation.

The ability of HE to act as flexible loads is especially valuable in contexts with high
RES penetration, where fluctuations in generation can be significant and difficult to
manage. By dynamically adjusting to grid conditions, HEs enable better integration of
RES, contributing to a more balanced energy balance and a more robust and resilient
system. It is precisely this type of system that has been used in this thesis to address
contribution CP3 [2.130], highlighting its role in improving the stability and flexibility
of electricity grids with high renewable energy penetration.

2.10 Summary and Research Opportunities

Currently, a large part of the scientific literature is based on the control of dis-
tributed generation systems in a decentralized manner, although with the improvement
of communication systems, research is currently being carried out on how to centralize
control at one point, in order to remotely control DER systems, taking into account the
PoC parameters. This is why this thesis highlights the use of distributed VSG systems
but controlled from a central controller, focusing on the SCAC controller that allows
the coordination of multiple generation units from a central controller. This facilitates
unified operation and response to frequency and voltage variations, supporting the grid,
and helping to ensure its stability. For a better understanding, this chapter reviews
the PPCs that must be used in DER systems in order to comply with the different grid
codes in a real industrial application. In addition, a review is made of the different
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forms of interface of the converters used in these systems, for a correct operation of the
grid, reviewing from power control to current control, reviewing the synchronization
systems for when they are necessary.

Moreover, as the SCAC system used in this thesis uses communication systems,
this can generate instabilities in the performance of the system, so it is necessary to
compensate them, thus improving safety and reliability. That is why a review of the
different compensation methods most used or promising is made, justifying the choice
of the SP method. Considering that these systems are applied to RES, such as PVs,
which suffer from the natural variability of their energy source, a small review of ramp
compensation systems is made, in order to help the stability of the system. And finally,
since the control system is applied to green hydrogen generation in one of its industrial
applications, the different control methods applicable to this type of system are also
discussed. However, there is no established rule for them yet, as there is still much
work to be done in defining these generation plants.

Regarding the different research areas, several promising areas can be identified:

Although the SCAC system is the system proposed in this thesis work, it is not
a perfect control system, as it has its small limitations that need to be overcome, so
further research has to be done in the line of VSGs, trying to achieve a similar and
improved system. One line of improvement to this system could be the elimination of
local controllers, carrying out all the control from the central controller, and remotely
sending the power commands directly to the converters. This would simplify the control
system by managing everything from a single point, allowing for complete control of
the plant. However, this generates other problems that must be overcome, such as the
management of local variable readings, which must be used in the central system, hav-
ing to take into account communication delays, among others. This is linked to another
of the lines of improvement in these systems. One of the main research opportunities
lies in improving the efficiency and robustness of the SCAC system in environments
with variability of distributed energy resources. The current SCAC implementation
is based on the use of communication channels that are subject to delays, which can
affect the stability of the system. Although the use of Smith predictor is proposed
to mitigate these effects, there is a wide field of research in terms of improving delay
compensation methods. The used SP is not perfect, as its performance is hindered by
potential variable communication delays. Hence, the development of new techniques
that allow for more effective compensation of these delays, such as Dispersion Trans-
formation, Predictive Control or even some new modification of the SP, could improve
the stability and efficiency of the system under real conditions.

The integration of SCAC with energy storage systems also offers significant research
opportunities, especially in the compensation of generation ramps in solar plants. The
inherent variability of renewable sources, such as solar power, poses the challenge of
avoiding abrupt fluctuations in generation that can cause grid instabilities. While
SCAC can mitigate these ramps by dynamically adjusting generated and stored power,
new strategies can be investigated to improve the system’s ability to respond more
quickly and efficiently to these changes. In addition, research on how to optimize



2.10 References 69

the use of storage systems to compensate for variations in renewable generation could
lead to improvements in operational stability and efficiency, as well as reduced costs
associated with penalties for grid instabilities.

Considering all this, another area for improvement is the parametrization of the
SCAC system for its use in PPC systems, in order to strictly comply with the different
grid codes, respecting the regulations established in Section 2.4.

Furthermore, the development of technologies and control systems for green hydro-
gen generation networks still offers significant room for improvement, with numerous
opportunities for research and innovation in this field, as it is a relatively recent topic.
The production of green hydrogen, obtained from renewable sources such as solar and
wind energy, presents several technical challenges that require advanced solutions in
terms of control, storage, and optimization of the electrolysis process efficiency. This
control not only involves managing the generation plant, which can be implemented in
various ways as discussed in Section 2.9, but also considers the control of the HE itself,
which could shift the control paradigm of the grid. Green hydrogen will not only be
key to decarbonizing sectors like transportation and industry, but is also expected to
play a fundamental role in the future of electrical energy systems.
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Chapter 3

Synchronous Central Angle
Controller

3.1 Introduction

This chapter of the thesis presents a comprehensive review of the distributed VSG
emulation method, known as Synchronous Central Angle Controller (SCAC). The aim
is to provide a comprehensive understanding of its operation, both from a qualitative
and quantitative perspective. To this end, a detailed analysis of the different control
blocks that make up the system will be carried out, explaining their origin, their purpose
and how they interact with each other to emulate the behavior of a real synchronous
generator.

This chapter will lay the theoretical and practical foundations necessary for the sub-
sequent testing of the SCAC, providing the technical framework on which the analyses
and simulations of the rest of the work will be based.

3.2 Synchronous Central Angle Controller

The inclusion of distributed RES systems is constantly growing, which means that
new modifications must be made to the control structures in order to meet the different
grid requirements, ensuring the stability and reliability of the power system and com-
plying with the different grid codes established. These VSG systems help to improve
the control of distributed systems, improving their behavior when operating connected
to the grid, providing frequency and voltage support capacity, or even creating the grid
itself to feed other loads.
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Figure 3.1: Conceptual structure of SCAC [3.1]. As it can be seen, the rotor is emulated at PoC at
central controller, and the stators in the converter at local controllers.

Although SPC is one of the most common topologies for the implementation of vir-
tual inertia methods, synthesizing the electromechanical and electrical characteristics
of an SG. This system is integrated into the local control of each inverter, delegating
control to each distributed unit, providing voltage and frequency support at the point
of connection of the converters, and not at the plant’s connection to the grid, as re-
quired by grid codes. However, in large distributed generation plants, where there may
be large distances between inverter and grid, grid support is expected to be performed
at the grid, generating a centralized control of the grid, improving control, making it
easier to comply with grid codes. This idea is the main motivation for the development
of the SCAC.

As mentioned above, the SCAC is based on the SPC, providing voltage and fre-
quency support from the PoC. This system has already been validated in PVPP [3.1].
Therefore, this technique proposes a simultaneous control of several converters, emu-
lating the behavior of a single SG in the PoC. Furthermore, the total power level that
this system can handle, in view of system expansions, is simply the addition of the
aggregate power of all the generators that compose it.

This technique presents the idea of two-layer control. The first one is known as
central controller, where the behavior of a single virtual rotor, emulated in the PoC,
is emulated, where the electromechanical model of the SG is considered. The other
layer is known as local controller, which emulates the stator or electrical behavior of n
synchronous generators, embedded in each of the distributed generation units.

This idea can be seen in Figure 3.1, where in the virtual rotor the central load
angle (δg), which is the difference of the phase angle between the mains voltage and the
voltage emf E, which defines the reference angle of all distributed generators, related
to the frequency deviation of the rotor, can be seen. Moreover, in the same figure, one
can see the different stators, where each has a force (ei) and a local load angle δEi. The
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Figure 3.2: SCAC scheme for n-converters. There is a central controller located at PoC with the
main grid and a local controller per inverter.

interaction between the local and the global load angle defines the active and reactive
power exchanged with the grid.

This idea is further developed in Figure 3.2, where the separation between central
and local controller for a group of n-converters is shown in more detail. As can be seen,
the central controller, where the electromechanical system is emulated, results in the
central load angle (δg). In addition, the magnitude emf (E) of the voltage obtained
through the reactive power control loop. This central controller is interconnected by
communications to the different distributed generation units, all having in common the
same electromechanical dynamics. On the other hand, the local controllers embedded
in each converter receive these rotor power angle and voltage set-points, transforming
the global load angle to local. This is used to calculate the voltage at the virtual stator
terminals (ei), which, after being subtracted from the real voltage at the inverter
terminals (Vci), results in the voltage that would fall on the virtual admittance of the
SG. With the value of this voltage and knowing the value of the virtual admittances,
the welcoming current of each inverter is obtained. In addition, each inverter can
generate power at different levels, depending on the power distribution factor Ky,
which multiplies the virtual admittance.

However, although it has been mentioned and will be discussed in later chapters in
more detail, the fact that this system is based on communications has certain limita-
tions, due to the fact that the remote control of each of the local controllers is subject
to communication delays, which would impoverish the stability margins of the system,
making it necessary to compensate, as explained above. Despite this, this system is
very suitable for future implementation, as communication systems improve year by
year, with ever better speeds and latencies, helping to improve the performance of the
power system.
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3.3 Central Power Controller

The central controller, as previously mentioned, is the main control layer responsible
for emulating the electromechanical behavior of a SG. This controller is the main nerve
in the operation of the system, as it not only regulates the active and reactive power
exchanged between the converters and the grid, but also has the ability to synchronize
the system with an external grid or, in case of stand-alone operation, to create a voltage
reference that allows the formation of a grid of its own.

The detailed schematic of the central controller is shown in Figure 3.3, where it can
be seen how its different components are implemented and related. The main function
of the controller is to maintain the balance between generated and consumed power.
Any variation in the load that causes a power mismatch generates a change in the grid
frequency. This change is detected and managed by the Power Loop Controller (PLC),
which acts by adjusting the virtual rotor frequency (ωr).

The PLC uses a set of gains that emulate the electromechanical behavior of a real
synchronous generator, such as inertia and damping. These gains allow the system to
respond appropriately to fluctuations in power by either absorbing or injecting power,
depending on the needs of the system or the grid to which it is connected. In subsection
3.3.1, we will go into the different parts of the model of the PLC are going to be
described and also how its parameters are tuned to suit the specific requirements of
each operating scenario, whether in a stand-alone network or connected to the main
grid.

Once a variation in the virtual rotor frequency is obtained, it would be integrated to
obtain the phase angle (θe), which would be used to rotate the grid voltage by means of
the park transformation, obtaining the voltage coordinates in the synchronous reference
frame, giving rise to the central load angle (δg). As explained above, this angle will be
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sent to each local embedded controller of each distributed generation unit. In the case
of the reactive power controller, as shown in Figure 3.3, through the PI controller, the
emf E would be obtained and sent to each of the converters. This would mean that
in the event of any change in reactive power, the controller would regulate the voltage
level in order to maintain the power set-point.

To get the central load angle (δg), as it can be seen in Figure 3.3, the grid voltage,
which is in αβ reference frame is rotated by the rotor angular speed (ωr) to get the grid
voltage in the synchronous reference frame. This can be done because at steady state
v⃗g and E⃗ rotate at same frequency (ωr = ωg) leading to a constant phase difference
between them. Hence, the δg can be defined by rotating v⃗g into the Virtual Rotor
Synchronous Reference Frame (VRSRF). This can be defined by equation (3.1).

vg.dqE = |vg|cos(δg)− j|vg|sin(δg) = vg.dE − jvg.qE (3.1)

where |vg|cos(δg) and |vg|sin(δg) are d and q components of the grid voltage v⃗g in
VRSRF. After rotating v⃗g, the central load angle δg can be obtained by equation (3.2).

δg = tan−1(
|vg.qE |
|vg.dE |

) (3.2)

3.3.1 Power Loop Controller

The PLC is the control block responsible for establishing the main relationship be-
tween the system’s active power and frequency, taking into account the electromechan-
ical parameters. This relationship is defined through the well-known swing equation,
which allows the emulated system to regulate both power and frequency, as well as
adding inertia to the system. In this section, the equation will be developed step by
step to obtain the transfer function used in the PLC. To do this, starting with the
electromechanical principles of a SG, we can establish the relationship between the
moment of inertia, the mechanical torque and the electrical torque through equation
(3.3).

Tm − Te−D∆ωr = J
dωr

dt
(3.3)

This equation describes how power variations affect the frequency of the system.
For small variations in rotor angular frequency (ωr), equation (3.3) can be reformulated
in terms of electrical power, close to the synchronous angular frequency (ωb), resulting
in equation (3.4).

Pm − Pe

ωb
−D∆ωr = J

dωr

dt
(3.4)

In equation (3.3) and equation (3.4, the key parameters are: Tm (mechanical
torque), Te (electrical torque), ωr (rotor angular frequency), D (damping factor), J
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(moment of inertia), Pm (mechanical input power) and Pe (electrical output power).
Applying the Laplace transform to equation (3.4) and solving for the rotor angular
frequency as a function of the electrical power variation, the PLC transfer function is
obtained, described in equation (3.5). This function emulates the main electromechan-
ical characteristics of an SG.

GPLC(s) =
∆ωr

∆P
=

1

ωs(Js+D)
(3.5)

According to [3.2], if we consider power converters behaving as a SG, the active and
reactive powers exchanged between the SG and the grid can be expressed by equation
(3.6a) and equation (3.6b), assuming a purely inductive output impedance. In these
equations, E and Vg represent the RMS values of the virtual fem voltage and the grid
voltage, respectively, while θE and θg are their phase angles. The SG reactance is
denoted as X, and δg is the charging angle, which is the difference between θE and
θg. This load angle (δg) has a direct effect on the active power, which implies that its
variation will change the power transmitted by the converter to the grid.

Pg =
EVg

X
sin(θE − θg) =

EVg

X
sin(δg) (3.6a)

Qg =
Vg

X
(E cos(θE − θg)− Vg) =

Vg

X
(E cos(δg)− Vg) (3.6b)

The load angle (δg) can also be related to the variation of the rotor angular velocity
(∆ωg) by means of equation (3.7).

dδg
dt

= ∆ωr (3.7)

If the system is assumed as it is synchronized and that any change in the load
angle is small, the trigonometric expressions in equation (3.6a) and equation (3.6b) are
simplified, resulting in equations (3.8a) and (3.8b).

Pg =
EVg

X
δg = Pmaxδg (3.8a)

Qg =
Vg

X
(E − Vg) (3.8b)

Considering the mathematical model of the Power Loop Controller, using equations
(3.5), (3.7) and (3.8a), the block diagram of the active power controller of an SG can
be built, as shown in Figure 3.4. From this diagram, the transfer function relating the
reference power to the power injected into the grid, expressed in equation (3.9), can be
derived.
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Pg

Pref
(s) =

Pmax

ωbJ

s2 + D
J s+

Pmax

ωbJ

(3.9)

This second-order transfer function can be associated with the general model of a
second-order system, allowing the control system and its parameters to be characterized
for correct tuning. From here, the natural frequency (ωn) and the damping factor (ξ),
shown in equation (3.10), can be obtained.

Pg

Pref
(s) =

ω2
n

s2 + 2ξωns+ ω2
n

(3.10)

By identifying terms, expressions (3.11a) and ξ (3.11b) for ωn are derived. .

ωn =

√
Pmax

Jωb
(3.11a)

ξ =
D

2

√
ωb

JPmax
(3.11b)

Although these equations take into account the moment of inertia J , this parameter
is less common in practice. Instead, the inertia constant H, shown in equation (3.12),
which relates the moment of inertia J to the nominal power (SN ) of the system, is
often used.

H =
Jω2

b

2SN
(3.12)

By substituting equation (3.12) into equation (3.11a) and equation (3.11b), new
expressions for the natural frequency and damping factor are obtained, shown in equa-
tions (3.13a) and (3.13b).
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Figure 3.5: The relation between the droop slope 1/R and the damping coefficient ξ.

ωn =

√
Pmaxωb

2HSN
(3.13a)

ξ =
Dωb

2

√
ωb

2HSNPmax
(3.13b)

To analyze the behavior of the output power as a function of variations in grid
frequency, it is necessary to review the transfer function obtained in equation (3.14).

Pg

ωg
(s) =

−Pmax(s+ 2ξωn)

s2 + 2ξωns+ ω2
n

(3.14)

This equation shows that the active power controller incorporates a series P −
f droop, whose ratio (Dp) describes the steady-state active power variation due to
changes in the grid frequency, as illustrated in equation (3.15).

Dp =
2π

1000

∣∣∣∣
∆P

∆ωg
(s = 0)

∣∣∣∣ [kW/Hz] (3.15)

Combining equations (3.14) and (3.15), the intrinsic droop ratio of the active power
controller is obtained in equation (3.16).

DP (PLC) =
4πξPmax

1000ωn
(3.16)



3.3 Central Power Controller 87

1

s

1

s

�P �r

KI

KP

+_

+
_

KD

KD

+
+

Configurable 
frequency droop

SG swing equation

Figure 3.6: Configurable frequency droop controller for the PLC [3.7].

3.3.1.1 Limits of PLC Controller

This droop ratio allows the system to continuously synchronize power to the grid,
responding to frequency variations. However, Dp is limited by inertia and damping
parameters, which introduces a trade-off in the selection of system parameters.

1

R
=

2πSN

DPωn
(3.17)

To show the tuning limits of the controller, the frequency deviation (in percent) re-
quired to extract the rated power of the converter is used as an indicator of the droop
characteristic, [3.3, 3.4] represented by 1/R, as shown in equation (3.17). This equa-
tion can also be expressed in terms of inertia, damping and droop slope by combining
equations (3.12), (3.13a), (3.15) and (3.17), resulting in equation (3.18).

1

R
(PLC) =

1

2ξ

√
SN

Pmax2Hωn
(3.18)

Since the power and inertia values are fixed in the controller design, the main challenge
lies in the relationship between ξ and 1/R. Knowing that the second-order transfer
function parameters require a ξ of 0.707 to obtain an optimal balance between response
time and overshoot [3.4–3.6], this sets a finite value for 1/R, as shown in Figure 3.5.

In summary, although traditional SGs operate with a typical droop range between
4% and 5% [3.6], in RES, 1/R can be higher, as it is possible to have technically and
economically feasible reserve power to harness.
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3.3.1.2 Configurable Droop Controller

As mentioned above, the damping parameter and the slope of the frequency droop
are interrelated, which makes it necessary to seek a trade off in their setting. To address
this potential challenge, a solution has been developed that consists of incorporating a
flexible and configurable droop controller, which improves the response of the converter
to the demands of the grid.

This improvement is achieved by adding a parallel branch to the transfer function
of the swing equation (3.4), which allows to control the slope of the droop P-f in steady
state. By implementing this configuration, both branches share the same denominator
of the transfer function, as shown in Figure 3.6, ensuring that the order of the PLC is
not altered. This allows the droop setting to be independent of the damping coefficient,
improving the tuning feature of the system. The proposed transfer function, which is
derived from the scheme shown in Figure 3.6, is specified in equation (3.19).

GPLC =
KP +KIs

s+KD
(3.19)

Where KP , KI and KD are the configurable gains of the controller. By substituting
the equation (3.19) in the PLC block from Figure 3.4, the close loop transfer function
described in equation (3.20a), as well as the new expression for damping coefficient in
equation (3.20b) and natural frequency in equation (3.20c).

P

Pref
(s) =

(2ξωn −KD)s+ ω2
n

s2 + 2ξωns+ ωn
(3.20a)

ξ =
PmaxKP +KD

2ωn
(3.20b)

ωn =
√

PmaxKI (3.20c)

Although equation (3.20a) has a difference in its numerator compared to the stan-
dard equation equation (3.10), the denominator remains the same. This implies that, in
order to ensure that the closed-loop poles are in the left half-plane and thus guarantee
the stability of the system, the damping factor must remain greater than zero.

The P-f response with the modified PLC controller is shown in equation (3.21a)
with a damping of equation (3.21b).

∆P

∆ωg
(s) =

−Pmax(s+KD)

s2 + 2ξωns+ ω2
n

(3.21a)

DPDroop =
2πKD

1000KI
(3.21b)
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Considering equations (3.20b), (3.20c) and (3.21b), the control parameters KP ,
KI and KD are specified, taking into account the values of inertia, droop slope and
damping. In addition, the frequency droop DP can be expressed in its equivalent
1/R, hereafter referred to as Rd. These gains are defined in equations (3.22a), (3.22b)
and (3.22c), as [3.1] explains. It is noted that these gains are set by adjusting the
inertia constant H, the damping coefficient ξ and the droop slope Rd, since the other
parameters are fixed by the nominal values of the system.

KP =
ωb

2HSN
(3.22a)

KD =
1

2HRd
(3.22b)

KI = ξ

√
2ωb

HSNPmax
− 1

2HRdPmax
(3.22c)

This modified system will be used as the active power regulator throughout the
thesis, providing a robust and adequate response to the operating conditions.

3.3.2 Rotor EMF Q-V Controller

The Rotor EMF Q-V control block is responsible for regulating the voltage injected
by the converter into the grid, managing variations in reactive power through a PI
controller. This controller acts when a change in reactive power is detected, either due
to fluctuations in grid demand or because it is desired to inject an arbitrary amount
of reactive power. The block diagram of this process is depicted in Figure 3.3, where
the corresponding control scheme can be observed.

Under normal conditions, when there is no significant variation in reactive power,
the controller does not alter its output, allowing the voltage sent by the central con-
troller to be simply the measured grid voltage. However, when there is a variation in
reactive power, the PI controller calculates a voltage increase (∆E) which is added to
the mains voltage, thus adjusting the voltage injected by the converter to balance the
reactive power demand.

The behavior of the reactive power controller is modeled by a transfer function
corresponding to an open-loop PI, as it is shown in equation (3.23).

∆E

∆Q
(s) = KPQ +KIQs (3.23)

3.3.3 Voltage Control for Grid-Forming

The system presented in this thesis has been initially designed to operate in grid-
feeding/supporting control structures, as demonstrated in previous work [3.8–3.10] and
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its original design [3.1, 3.7]. However, its application in grid-forming systems is also
explored, where the system operates in grids isolated from the main grid, a relevant
configuration for certain distributed generation scenarios.

The control structure for grid-forming generators used in this thesis is based on
the one developed in [3.11], although with a simplified design. Instead of controlling
several system parameters, the focus of this thesis is exclusively on the control of the
grid voltage by means of a PI controller, as illustrated in Figure 3.3.

In this configuration, a reference value is set for the grid phase voltage in RMS
value, which is then compared to the measured voltage. The difference between these
values is processed by a PI controller, which adjusts the modulus of the phase voltage
(E) in the created network. Assuming that the voltage generated by the system is the
same as the measured voltage (considering a factor 1/

√
2 for using RMS values), the

closed-loop transfer function can be expressed by the following equation:

E

V ∗
g

(s) =

√
(2)(KPV +KIV s)

KIV s+
√
2 +KPV

(3.24)

This simplified control approach allows the grid-forming system to autonomously
generate and regulate voltage in isolated grids, providing stability and efficient control
of active and reactive power in such applications.

3.4 Local Controller

The central load angle and voltage emf E calculated by the central controller are sent
to the central controllers in order to determine the reference current ac to be injected by
the distributed generation units. Figure 3.7 shows the structure of the local controller
divided into two main blocks, the local load-angle and electrical emulation.

The load-angle control loop in Figure 3.7, regulates the phase angle θEi, according
to the sent load-angle center angle reference. This angle is used to rotate and project
the output voltage vci in the local load-angle reference frame.

The error between the local and central load angle is processed through a PI con-
troller, and once integrated, the phase angle required to project the voltage vci onto the
synchronous reference frame is generated, leading to the local load-angle. As discussed
the rotor voltage emf E received by the local controller, combined with the phase angle,
is used with the Voltage Control Oscillator (VCO) to define the local voltage in the
stationary αβ reference frame, as [3.12] explains. This can be obtained from equation
(3.25).

ei =

[
eαi
eβi

]
=

√
3

2
E

[
sin(θEi)
−cos(θEi)

]
(3.25)
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where eαi and eβi are the α and β components of local emf ei. E defines the maximum
value of the voltage and θEi the phase angle of the local converter.

Then the voltage difference between ei and vci is processed through the electrical
emulation block to the determinate the reference current which is the one that will
be injected into the grid. The main blocks used in the local controller are explained
below.

3.4.1 Local Load Angle Controller

The central power angle, received through communications, is transformed into a
local power angle, which has the function of regulating the local phase angle (θEi).
This angle is essential to adjust the local load angle (δci), which is used to rotate the
converter output voltage in a new reference system, as shown in figure 3.7.

The error between the center power angle and the local angle is processed through
a PI controller, whose purpose is to set the local rotor frequency (ωri). By integrating
this frequency, the corresponding phase angle is obtained. This process ensures that
the converter remains synchronized with mains or system variations by dynamically
adjusting the output voltage.

In addition, in the local load angle controller, a transfer function can be derived
that relates the center load angle to the local load angle. This transfer function acts
as a reference to properly tune the PI controller, optimizing the dynamic response of
the system and ensuring stable and efficient operation. The tuning of this PI is similar
to a PLL tuning, by setting ωn and ξ.

δci
δg

(s) =
KPδs+KIδ

s2 +KPδs+KIδ
=

2ξωns+ ω2
n

s2 + 2ξωns+ ω2
n

(3.26a)

KI = ω2
n (3.26b)

KP = 2ξωn (3.26c)
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The natural frequency ωn can be selected based on the dynamics of the inner cur-
rent regulator bandwidth to appropriately tune the gains of the local PI controller. By
aligning ωn with the bandwidth of the inner current loop, the PI controller can effec-
tively respond to changes in the system, ensuring stability and dynamic performance.
This selection ensures that the outer control loop does not interfere with the faster dy-
namics of the inner current regulator, thus providing a balanced and well-coordinated
control system.

3.4.2 Electrical Emulation

In the electrical emulation block, the virtual admittance is responsible for processing
the voltage difference between ei and vci to determine the reference current. It should
be noted that all distributed generation units receive the same δg and voltage, therefore,
a value appropriate to the distribution system of the virtual admittance must be found.
The power distributed by each of the converters can be calculated using the distribution
factor kY i as shown equation (3.27).

kY i =
Pci∑N
i=1 Pci

=
Pci

PPoC
(3.27)

Pci is the level of power injected by each converter, PPoC is the total power of the
plant, N is the number of distributed generation units. The power distributed by each
generator is realized through the distribution factors and the virtual admittance, shown
in equation (3.28).

Yi =
kY i

LY s+RY
(3.28)

kY i is the distribution factor, LY is the inductive part of the admittance and RY is
the resistor part.

To select the value of the virtual inductance, a good approximation is to use 30% of
the base impedance for the rated power of the converter, which is typically the output
inductance of an SG [3.13, 3.14]. Equation (3.29) shows how this would be calculated.
In the case of the virtual resistance, it would be selected by considering the cut-off
frequency of the LPF characteristic of the virtual admittance.

LY =
0.3V 2

b

SNωb
(3.29)

Vb is the base RMS line-to-line voltage, SN is the rated apparent power and ωb is the
base electrical angular frequency.

Once the reference current is obtained, a current controller will regulate the current
to be injected by each generator. This can be done by a simple proportional resonant
controller (PR), or by using PLL, passing the current references to SRF and controlling
the current through a PI.
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3.5 Conclusion

In this chapter, the aggregated VSG system, that is called Synchronous Central
Angle Controller which will serve as a basis throughout the thesis, has been comprehen-
sively presented. This system allows the centralized operation of different distributed
generation sources, providing the PoC with adequate inertia and damping, which is
essential to compensate for disturbances in the main power grid.

First, a detailed theoretical analysis has been presented, explaining each of the sys-
tem components. Special emphasis has been placed on how these elements interact
with each other to achieve optimal behavior in the face of frequency and voltage varia-
tions, which are common in power grids with high penetration of renewable energies. In
addition, the mechanism by which the SCAC emulates the dynamic characteristics of a
conventional synchronous generator has been described, allowing it to provide support
to the grid during instability events.

The flexibility of the system to adapt to different grid configurations and distributed
generation technologies has also been discussed. This adaptability is a key point, as it
allows the SCAC system to be applicable in a wide variety of contexts and use cases,
from isolated power grids to large grid-tied systems.
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Chapter 4

System Control Adaptation
Considering Delays and Their
Compensation

4.1 Introduction

In this chapter, modifications to the SCAC control system will be presented in
order to adapt it to operation with commercial converters, taking full advantage of
their characteristics through the use of active and reactive power commands. The
objective is to optimize the control system, not only by adjusting it to the limitations
of commercial converters, but also by taking advantage of its internal capacity to
record and monitor critical variables, such as currents, voltages and frequencies. These
variables, which are stored in the internal registers of the converters, can be accessed
through communication systems. By taking advantage of the internal registers, the
data can be read and transmitted via communication protocols, such as MODBUS
TCP, facilitating their integration into the control system, being able to reduce the
number of external sensors required.

Additionally, since this control system relies on communications between the cen-
tral controller and the local controllers embedded in the drives, it is very important to
consider possible communication delays. These delays, which often occur in MODBUS
TCP-based communication systems, can negatively affect the stability and performance
of the control system. To address this challenge, a communication delay compensation
system, based on Smith Predictor, will be implemented. This method allows antici-
pating and mitigating the effects of delays, thus ensuring that the system maintains
its stability and responsiveness even in the presence of delays. The SP is efficiently
adapted to distributed control environments, such as the one being considered in this
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thesis, where the communication between the central controller and the converters
must be accurate and reliable.

Finally, the proposed system will be subjected to different tests, initially at the
real-time simulation level. These simulations will allow evaluating the behavior of the
system under different operating conditions, verifying the effectiveness of the proposed
modifications. Afterwards, the system will be tested in more realistic scenarios using
Power Hardware-in-the-Loop (PHIL). It is important to highlight the experimental
setup is explained in Appendix A.2, which is the one used for the different real-time
simulations. This will allow for more representative results of performance in real
applications, facilitating the transition from the simulation environment to practical
use in power plants.

This work belongs to a journal (JP1) and a conference contribution (CP1) that can
be find in the Appendix B [4.1, 4.2].

4.2 Limitation of Commercial Converters

When developing a power plant, the power converters used to inject energy into the
grid are generally not designed from scratch by the plant operator, but are purchased
from specialized manufacturers, who supply them based on the plant’s specifications
and requirements. However, these converters do not usually allow access to internal
variables in the time domain, nor to internal control loops (such as current and voltage
loops), so they are not adapted to external control systems, such as the system to be
implemented, as they usually only allow the adjustment of active and reactive power
set-points. In addition, although these devices usually provide records with readings of
various variables that could be used in the control system. Due to its wide adoption in
power plants, communication protocols such as MODBUS TCP is the system proposed
and used as communication system [4.3]. The effective implementation of the control
system in this type of converters requires certain modifications to the control system
presented in this thesis to ensure optimal operation.

These adaptations are essential to ensure proper operation and could facilitate
the implementation of advanced technologies, such as distributed VSG systems as the
SCAC, even in existing plants. This opens up the possibility of massively integrating
such solutions without compromising the stability and performance of the overall power
system. In the next section, the control system modification is going to be described.

4.3 Control System Modification

Most of the current VSG techniques integrate their controllers as add-ons in the
firmware of the power converters. However, the SCAC technique used in this thesis
requires access to multiple control actions, as well as the reading of signals such as
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Figure 4.1: Active and reactive reference power calculation [4.1, 4.5].

currents and voltages. This chapter proposes a modification of the control structure
that allows SCAC to be applied in new and existing commercial converters that only
allow the management of active and reactive power set-points. Besides, by using the
MODBUS TCP protocol, which is the coomunitation protocol used for communicating
the central to the local controllers, it will be possible to access internal measurements
of the converter, as the included in the SunSpec DER specification [4.4].

This section will review how to modify the control system to apply the active
and reactive power set-points, as well as explore the converter signal readings and
their subsequent reconstruction and modification to integrate them into the proposed
control system.

4.3.1 Modification of Power Commands

In commercial converters used in this type of application, generally only active
and reactive power commands are accepted as control signals. Through their internal
control, these converters generate the necessary signals to inject power into the available
grid or, if necessary, to create a grid. For this reason, the control system presented
in Chapter 3 has been slightly modified to accommodate this situation. This implies
that the reference currents generated by the SCAC must be converted into active and
reactive power commands to be compatible with the commercial converters used.

This transformation is detailed in Figure 4.1, where the corresponding block dia-
grams are shown. The process starts with the reference current generated by the control
system, which presents the block diagrams used for the calculation of the power signals
in alpha-beta, although other reference frames can be used. This reference current,
together with the voltage measured at the output of each converter, also transformed
to alpha-beta coordinates to maintain consistency in the representation, is used in the
calculation. Through the application of equations (4.1a) and (4.1b), show the calcula-
tion of the reference active and reactive powers for each distributed converter. As it
will be seen, the output voltage used for the calculation, can be the one reconstructed
in the next section.
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Prefi =
3

2
(VciαIrefiα + VciβIrefiβ) (4.1a)

Qrefi =
3

2
(VciβIrefiα − VciαIrefiβ) (4.1b)

4.3.2 MODBUS TCP Readings and Reconstruction

Besides of modifying the control system for generating active and reactive power
references, the internal registers of the power converters are going to be used in order
to obtain some measurements of current, voltage, power and frequency. Thus reducing
the need of external sensors, what reduces the cost and complexity of the system. This
is based in MODBUS TCP protocol, which is commonly used in industrial applications
or commercial converters and also it is used for the communication among the central
controller and the others local controllers. Furthermore, the internal registers of the
power converter can be based in SunSpec DER Specification [4.4], which also uses
MODBUS TCP protocol.

This method relies on measurements of RMS voltage, frequency and active and
reactive powers read by communications at each converter (see Figure 4.2a). Therefore,
this approach is an attractive solution for the standardization of the SCAC concept for
mass implementation in future and existing DEG systems. However, it is important
to highlight certain limitations, comparing the use of external sensors with the use of
internal readouts, as this implementation only focuses on the fundamental component
for signal reconstruction in the time domain. Additionally, achieving a fast response
is restricted by communication delays and the time needed for signal reconstruction,
which requires at least one fundamental cycle, considering RMS values, which is only
possible within the internal control of the power converter.

Nevertheless, the instantaneous voltage signals will be reconstructed from the RMS
values, as shown in Figure 4.2b), and used as feedback in the control system, replacing
the external sensors. To improve the synchronization accuracy, it is suggested as future
work to implement a VCO system synchronized by a GPS clock, as explained in [4.6].
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For the application to the SCAC, the main reconstructed used signals are the output
voltage of each converter, used in the main control system and also for obtaining the
active and reactive power set-points. Also the voltage at the PoC can be computed
and used in the control system, as well as the active and reactive power output of each
converter.

4.4 Communication Delay and Compensation

As it has being seen and explained, the SCAC control system is a communication-
based control system. Communication systems always have some latency, which in-
troduces communication delays into the system. These delays arise mainly due to the
fact that the controllers embedded in the converters of the distributed generation units
communicate with the central controller of the SCAC through the MODBUS TCP pro-
tocol. The magnitude of the delay depends on both the number of signals transmitted
over the communication bus and the physical distance between the devices.

This phenomenon can compromise the effectiveness of the closed-loop control sys-
tem, affecting both the transmission of control signals from the central controller and
the reception of feedback information from the drives. Due to the MODBUS TCP is
not a real-time protocol, can generate variable delays in the communication between
the central controllers and each distributed unit. This adds an additional challenge to
the control system design.

Therefore in this section, the communication delays present in this system will be
described and modeled, together with the implementation of the SP. Smith predictor
will be implemented as an effective strategy to compensate for them, ensuring the
stability and performance of the control system.
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Figure 4.4: a) Instantaneous delay measurement in the lab (PWM is the sent reference signal and
I is the actual current the converter develops). b) Time variation of delay. c) Delay histogram from
experimental tests. d) Probability density function of the measured communication delay (M.D) in
comparison to Poisson distribution (P.D) with λ of 68 ms.

4.4.1 Delay Modeling

This subsection will explain how communication delays in communication systems
such as MODBUS TCP have been modeled and estimated. In the literature, there are
several proposals to model random delays. One of them uses the Markov chain [4.7, 4.8]
as its foundation. A stochastic model called a Markov chain discretely represents
certain potential states or events (in this case delays). The probability of those potential
outcomes is solely dependent on the outcome of the prior event. For this work, to
model the communication latency in the local network where the tests are going to
be performed, the communication delays in a link using MODBUS TCP protocol are
measured. A 30 kW bidirectional dc/dc from Cinergia SL, as the one shown in Figure
4.3, was employed as the PHIL system. This power supply features different emulation
units, including batteries and solar panels, and may work as a voltage, current, and
power source. Two of these power sources will be used in the following subsections
for the experimental validation. For performing the measurements, a HIL system
(Speedgoat target machine) is used to act as a communication gateway between the
converters and the control system in a real-time simulation. These components are also
displayed in Figure 4.3. A deeper explanation is performed in Appendix A.2, where
the different elements are explained as well as the simulation process.

To measure the communication delay, the total time that includes both the sending
of data via the MODBUS TCP protocol and the response of the converter operating in
current source mode has been considered. This approach allows both components to be
treated as an integrated system. The procedure followed is as follows: a digital square
reference signal of 0.25 Hz has been supplied simultaneously to the current converter
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set-point (sent by MODBUS TCP), so it can be used as a trigger signal in an external
scope that also captures the output current response. Both signals can be observed
in Figure 4.4a). The difference between PWM signal (digital square signal sent by
simulator) and the actual current measured (I), will be the communication delay. By
applying that difference to all samples the delay distribution from Figure 4.4b) can be
obtained. This delay distribution varies between a much wider range, as it can be seen
between 0 ms and 150 ms, with a mean value of around 68 ms and a mode of 45 ms. In
Figure 4.4c), the time variation of the delay during all the experiments can be easily
appreciated. The time variation of the delay throughout the entire experiment is seen
in Figure 4.4c). For the delay modeling, a Poisson distribution with the form shown in
equation (4.2) is chosen, as proposed in queuing theory delay models for communication
networks [4.9, 4.10]. The Poisson distribution is obtained with the delay evolution from
Figure 4.4b), with 795 number of events (k) and the mean (λ) value of 68 ms. That
distribution is used as delay estimation for compensating the delays in the SP loop.
For the real communication delay, the measured data is used.

f(k, λ) = Pr(X = k)
λke−λ

k!
;λ > 0; k = 0, 1, 2... (4.2)

By using the Poisson distribution, the distribution from Figure 4.4.d) is obtained.

4.4.2 Delay Compensation. The Smith Predictor

For delay compensation, several methods have been evaluated and are described in
Chapter 2, where the state of the art is reviewed. However, for the purposes of this
thesis, as it was explained, the SP has been chosen due to its simplicity and reliability
of operation [4.11].

The SP minimizes or eliminates the delay component of communication in the
control loop by incorporating a model of the system that includes an accurate estimate
of the delay structure, using a relatively accurate model of the plant [4.12]. In the SCAC
system, delay occurs mainly during the sending of control signals from the central
controller to the local controllers. The SP compensates for this delay by incorporating

a model of the plant (Ĝp) together with an estimated delay term (êtps).

The plant model represents the relationship between the control actions (variables
such as δg and E) and the outputs in terms of active and reactive powers (Pout,
Qout), as shown in Figure 4.5a. However, obtaining the precise transfer function for a
communication-based control system is complex. To overcome this challenge, it is pro-
posed to run a replica of the local controller of each converter in the central controller.
In this approach, the central controller has as many replicas as there are converters in
the SCAC system. It is important to note that the structure of the local controller is
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orange for local control) [4.7]. b) Local model for each converter (blue blocks) emulated in the global
controller.

the same for all converters; only the instantaneous values of each converter change.

Pi =
EiVi

Xi
sin(δg) (4.3a)

Qi =
Vi

Xi
(Eicos(δg)− Vg) (4.3b)

Figure 4.5b shows the model of the plant simulated by the SP, which is the part of
the system affected by the delay. The outputs of the emulated system (δg and ei) are
used to calculate the output power using the power equations described in equations
(4.3a) and (4.3b). Finally, the error between the predicted active and reactive powers
and the actual values provided by the local controllers is used to compensate for the
delay, as shown in Figure 4.5.

To clarify this point, and showing how SP compensates the delay, Figure 4.6 shows
the difference in behavior when using or not the SP under the limit stability delay
condition. As it can be seen, by setting the limit delay (75 ms), the response with
(dLSP ) and without SP (dLNSP ) are clearly different, where the additional overshot
created by the delay is mostly removed by applying the SP. It is also included a larger
delay (d = 80 ms) to illustrate the instability condition above a certain delay level.
In this case the unstable case is scaled for representation purposes. Hence, it can
be seen that SP really works, and compensate the communication delay, ensuring the
stability of the system. In the next subsection, a concise stability analysis is undertaken
to complement the explanation and validate the importance of implementing a delay
compensation method.
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Table 4.1: SCAC parameters and set-points for the simulation.

Variable H (s) τ Rp Sn (V A) Vg (V )
Value 10 0.98 0.1 6000 400

Variable fg (Hz) Rv (Ω) Xv (Ω) Pset (W ) Qset (V ar)
Value 50 8 0.48 4000 2000

4.4.3 Stability Analysis

Within the framework of the SCAC control system, a stability analysis has been
carried out considering the effects of communication delays. Initially, the behavior of
the system without communication delays was compared with the system with commu-
nication delays, which generate instability. Additionally, the use of the Smith predictor
as a compensation technique was evaluated, demonstrating its effectiveness in main-
taining system stability. This analysis is presented both in the time domain, in Figure
4.6, and in the frequency domain, in Figure 4.7, where the Bode diagrams correspond-
ing to each case are shown. In these figures, the impact of communication delays on
system performance is analyzed, showing the improvements achieved by compensating
for these delays. Furthermore a sensitivity analysis is done where the location of the
zero and poles are shown, when non delay, delay and delay with SP are used.

The stability response will be compared in two different scenarios: one where the
system is operated without communication delays (d1 = 0 ms) and another where
communication delay is introduced at the stability boundary (d2 = 75 ms). Those
scenarios are introduced in Figure 4.7, where Bode diagrams are depicted. The sys-
tem parameter, belonging to the base is shown in Table 4.1. Initially, the Bode dia-
gram without communication delays was approximated using the Frequency Response
Function (FRF) method, a frequency-based measurement function. It consists of a
measurement function based on the frequency sweep of the system, which expresses
the frequency domain relationship between an input and an output of a system [4.13].
With this method, it is experimentally proven that the system behaves in a similar way
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Figure 4.8: Simplified Model of SCAC with one converter.

to the simplified behavior obtained from Figure 4.8. In the Figure 4.7, just the case
without delay is included with this method. However, considering that the response
at low frequencies closely resembles the transfer function obtained from the system in
Figure 4.8 (due to the inertia control system being slow and the rest being fast at low
frequencies), the latter has been employed for the subsequent stability tests. The three
first cases were analyzed in the Bode by using the system from Figure 4.8.

As observed in the Bode diagram of Figure 4.7 and the data presented in Table
4.2, system stability is evident in the absence of communication delays, with a Phase
Margin (PM) of 143.44 and an infinite Gain Margin (GM). When the limiting delay
(d2) is introduced, the system is positioned at the stability boundary, featuring a GM
of 1.001 and a PM of 0.0038. Additionally, upon the introduction of the SP, the system
regains its stability margin, displaying a GM of 6.86 and a PM of 97.7.
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Figure 4.9: Zero-Pole of control system. Base case parameters shown in Table 4.1. A) Z-P map
without delay. B) Z-P map with delay. C) Z-P map with SP compensation delay. In the first row of
the Figure a), the inertia (H) is varied. In b) the damping (τ), and in c) the droop slope (Kp). In
Table 4.2 the improved values are bold.

Taking advantage of the stability analysis conducted in the baseline case, a brief
assessment of the system’s stability sensitivity has been carried out. Critical parame-
ters such as inertia (H), damping (τ), and droop slope (Rp) were varied across three
different scenarios: A) without delay, B) with a limiting delay, and C) limiting delay
but employing SP as a compensation method. These variations are reflected in Figure
4.9. Furthermore, the aim of this analysis is to emphasize the significance of certain
elements in the control system, demonstrating how they influence the variation of sta-
bility margins. Thus, analyzing better the impact of communication delays on the
system performance.

Leveraging Figure 4.9 and Table 4.2, it can be observed that, in the case A) without
delays, the modification ofH values a) causes the system to become more underdamped
but faster as its value decreases. Increasing the value of τ b) results in a more over-
damped and slower system, while the variation of Rp c) mainly affect to the position
of the zeros, moving the root locus to the right, as Kp is increasing. In case B), the
system behaves similarly, but with eigenvalues shifted to the right. It is even noticeable
that, by increasing H and decreasing τ , the dominant poles can lead the system to
the stability margin, as detailed in Table 4.2. In case C), after delay compensation
with SP, the significant eigenvalues return to the negative semi-axis, ensuring system
stability.
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Table 4.2: Stability values for the different cases from Figure 4.9.

Case GM PM ξ

A)

base inf 144 0.99

a)
H=15 inf 144 0.99
H=5 inf 144.5 0.99

b)
τ=0.7 inf 128.3 0.7
τ=2 inf 165.7 1

c)
Rp = 0.7 inf 141 0.99
Rp = 1 inf 141 0.99

Case GM PM ξ

B)

base 1 0.04 0.35

a)
H=15 0.43 28.7 0.48
H=5 inf -32.9 0.14

b)
τ=0.7 1.62 23.26 0.43
τ=2 0.35 -56.8 0.02

c)
Rp = 0.7 0.83 -8.17 0.31
Rp = 1 0.85 -7.03 0.31

Case GM PM ξ

C)

base 6.86 97.7 0.97

a)
H=15 7.9 104 0.97
H=5 5.15 87.8 0.95

b)
τ=0.7 7.93 78.9 0.71
τ=2 4.36 132 0.96

c)
Rp = 0.7 6.4 89.8 0.96
Rp = 1 6.47 91.1 0.96

4.5 Simulations and Tests

In this section, various tests of the VSG control system under study will be carried
out. These tests will be performed to evaluate the different control methods, which will
be implemented in Cases I to V. First, the main modes of operation, such as active and
reactive power injection, frequency compensation and power support, will be tested.
These cases will be simulated in real-time, and then they will be validated by using
Power-hardware-in-the-Loop (PHIL) simulations using external hardware.

In cases IV and V, the behavior of the system in the event of a phase angle jump
and its performance in grid-forming operation will be analyzed in a simulated manner.

4.5.1 Considerations for the Implementation

In this section some results are presented to validate the proposed compensation
method, presenting different working modes of the system. Those operations are tested
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in both local Simulink simulations and real-time experimental proofs through Speed-
goat emulator. Real-time tests are based on Figure 4.3, where two 30 kW bidirectional
dc/dc converters from Cinergia S.L (CNG) are used. In this case, CNG-2 has three
strings working as power sources to emulate the power demand from the control sys-
tem, which will receive the commands from the simulation (Pref1, Qref1, Pref2, Qref2).
Those set-points are sent and written in CNG-2 through MODBUS TCP. The energy
computed by the control system will be obtained from CNG-1, which works as a bat-
tery emulator in each string, which is running in battery emulation mode to replicate
the SCAC idea. As it was stated in Section 4.4, a HIL system is used for real-time
simulation. As aforementioned, Appendix A.2 explains the every component used for
the real-time simulations, as well as their interconnection.

For the case of communication delays between the central controller and the local
units, all simulations have considered some delays. For the local Simulink simulations,
the Poison distribution calculated and shown in Figure 4.4 (computed in Section 4.4.1).
Due to a limitation in Speedgoat, the calculated statistical distribution could not be
used in the real-time simulations, and a random distribution with values between 0
and 100 ms had to be used instead, applying to simulated cases I-IV. In case V, a
constant delay has been used. However, for experimental simulations with external
hardware, due to the CNG converter’s internal delay in the processing of the power
references and integration windows used for the calculation of the active and reactive
power, additional delays are added to the control system (20 ms for active power and
400 ms for reactive power). These delays are also included in the model used by the
Smith predictor to achieve better results.

This is a critical step, as the Smith predictor will also tackle the additional delays
present in a real implementation.

For these tests, grid, and VSG models are taken from [4.14], where the SCAC
idea was first published. In this case, the model includes three DEGs connected to
a grid and considers a battery locally connected per converter, which is the element
that provides/absorbs energy for frequency support. In this case, feeder impedance is
considered, demonstrating that the system could work in a real implementation with
real feeders.

4.5.2 Operation Cases

Figure 4.10 shows an overview of the different tests or cases that are going to be
evaluated, showing several operation modes to be validated. Going from a simple active
and reactive power reference tracking to a power support operation mode, depending
on the grid operator requirements modifying the power exchange with the grid. Besides
frequency support capability, by injecting/absorbing energy through an ESS, validating
the disturbance rejection capability, which is one of the main purposes of the system.
Also the phase-jump reaction of the system and the islanding mode operation are
analyzed in this work, to show other extra operations of the system. The cases I,
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Figure 4.10: a) Power system scheme with three DEGs, showing global and local controllers, ESS-
SCAC and PV panels. b) Working mode I: active and reactive power set-points by each DEG,
controlled by the SCAC. c) Working mode II: power support operation, taking into account grid
operator requests. d) Working mode III: frequency support operation by power management depending
on frequency variations. e) Working mode IV: voltage angle step-change. f) Working mode V: islanding
mode.

II and III can be seen in Figure 4.11, but in terms of power signals in the form of a
complete simulation. Figure 4.11a) shows I, II, and III working modes in terms of active
power. Figure 4.11b) depicts the behavior in Case I, injecting the required power by the
global controller. Figure 4.11c), depicts Case II, for active power management. Besides,
Figures 4.11d) and e) show Case III, which is the injected power when a frequency drop
appears in the grid, trying to reduce the frequency variation. These working operations
will be explained in more detail in the following subsections. Worth noting that power
is oddly shared among the three converters in the next section, providing a distribution
shown in Figure 4.12, for each DEG. Simulation parameters are given in Table 4.1.
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Figure 4.11: a) Active power management for all working modes in each DEG, taking into account
the power-sharing between them. Legend G1 is the first power converter, G2 is the second power
converter, G3 is the third power converter, DEG is the total power injected by the power plant and
R is the power reference. Case I shows the Active and reactive power set-points by each generator,
controlled by the SCAC. Case II shows the power support operation. Case III shows the frequency
of support operation. b) Zoom of case I for active power injection. c) Zoom of Case II for active
power management. d) Grid frequency variation. e) Zoom of Case III for Battery power injection for
compensating frequency change

Previous simulation is performed by using an ideal grid. However, in order to
validate and demonstrate how the SCAC system works, the following simulations will
be performed by using a weak grid formed by a simple synchronous generator (with real
frequency variations), with a limited power (300 kW) and inertia (0.116 kgm2). In these
simulations, the five cases from Figure 4.10 are validated: I) active and reactive power
injection, II) supporting frequency changes, III) grid operator active power reference
tracking, IV) phase angle jump and V) islanding operation.

4.5.3 Real-Time Simulations

In this subsection, the different Cases, from I to V are going to be evaluated by
using Speedgoat HIL simulator, without external hardware.
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Figure 4.12: Virtual admittance variation for Case I and Case II from this section, in order to modify
the output power of each converter. G1, G2 and G3 is the designation of each power converter, as in
Figure 4.10.
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Figure 4.13: Simulation validation: a) active power reference tracking injected to the grid, taking
into account the power-sharing between DEGs. b) reactive power reference tracking injected to the
grid, taking into account the power-sharing between DEGs. G1, G2 and G3 is the designation of each
power converter. DEG is the power developed by the power plant, as Figure 4.10 shows. R is the
reference power.

4.5.3.1 Case I

Considering what is accounted in Figures 4.10b) and 4.11, active and reactive power
set-points are established in order to control the power exchange with the grid. This
principle is the basis for the other two working modes, showing how the SCAC can
manage the required power by the global controller. This operation is tested by a simple
local simulation, and also by a real-time simulation. Besides, these power injections
are varied by adjusting the virtual admittance in control as Fig. 4.12 shows, where the
unit admittance is divided in 3, and it varies during time.

As it can be seen in Figure 4.13 a), the power set-point is reached, sharing the
energy among the DEGs, regarding the power distribution between the DEGs shown
in Figure 4.12. The same happens with the reactive power in b).
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Figure 4.14: Simulation: a) frequency variation of a weak grid due to a power change demand (with
and without SCAC), modifying the installed power in the power plant. The higher power the lower
frequency variation (f0 is for the case without SCAC, f1 is for the case with SCAC and Sn = 6 kVA,
and f2 is for the case with SCAC and Sn = 10 kVA. b) power injected by each DEG, to mitigate
the frequency variation from the case f1 of b). G1, G2 and G3 are the designations of each power
converter and DEG is the power of the total power plant, as Figure 4.10 shows.
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Figure 4.15: Simulation: a) power injected to the grid. At 40 s, the required grid power changes to
2.4 kW. R is the power reference, DEG is the total power injected by the power plant, and PV is
the power developed by the PV array. b) ESS-SCAC power absorption to obtain the required 2.4 kW
power demand by the PoC. G1, G2 and G3 is the designation of each power converter, as Figure 4.10
shows.

4.5.3.2 Case II

This case aims to demonstrate the main operation mode of the SCAC system. As it
was above-mentioned, SCAC system adds virtual inertia capabilities, helping to reduce
any frequency disturbance in the grid. Two frequency variations (see Figure 4.14a)
are induced by forcing some abrupt load changes (8.5 kW at 12 and −12 kW 18 s) to
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Figure 4.16: a) Grid voltage evolution with angle-step at 6 s. b) Frequency evolution due to the
voltage angle-step. c) Power injection caused for the frequency variation.

observe the dynamic behavior of the control system.

In Figure 4.14, the response of the system is demonstrated, when a frequency vari-
ation is forced due to a load-step change. Figure 4.14a) shows the frequency variation
by using the SCAC system connected to the grid (showing the frequency with and
without SCAC system). With SCAC system, the frequencies that appears are for two
different rated power of the SCAC system. So frequency is forced to change at 12 s.
In case of using the SCAC system, the ESS will inject active power (Figure 4.13a) to
the system in order to help the grid to increase its frequency, as it can be seen in b).
On the other hand, if a suddenly frequency increase appears, as it can be seen at 18 s,
the ESS-SCAC will absorb power from the system to decrease the frequency. There-
fore, the power injection/absorption by the SCAC system will depend on the inertia
emulated and also the power installed in their ESS. It can be concluded from [4.1], the
more power installed in the system, the lower the frequency variation will be.

4.5.3.3 Case III

This operation mode is controlled by the DEG operator (central controller), in
order to reduce or increase the power injected by the power plant, depending on the
grid requirements, as long as the ratings of the power plant are not exceeded. This
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by SCAC converter in islanding mode. c) Power injected by SCAC with some load variations.

means that if a power change is requested by the grid operator, the power injected
will vary, taking into account that the RES are working normally at their MPP, and
the excess or lack of power regarding the new power command will be managed by
the ESS-SCAC. Once the grid operator’s set-point returns to normal state, the storage
system would stop absorbing energy, returning to zero power if there are not frequency
changes. Another possible scenario is that the storage system reaches its maximum
capacity and it cannot absorb more energy. This would mean that the PV string has
to be taken out of its maximum power point to comply with the conditions of the grid
operator.

The aforementioned effect can be observed in Figure 4.15, where at t = 40 s, grid
operator active power reference varies (PDEG, as shown in Figure 4.14a), forcing to
inject less power from the DEG system. In this situation, either an inverter curtailment
or a charging of the ESS is required. In this case, the power set-point has been reduced
by 2.4 kW, and as the PV system is working at its MPP, the ESS-SCAC will absorb
the energy difference. However, in case the ESS-SCAC reach their maximum capacity,
the PV arrays will have to be moved out of their maximum power point, in order to
comply with TSO requirements.
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Figure 4.18: Experimental validation: a) Active power command, total power injected to grid and
power injected by each converter. b) Reactive power injected to the grid, showing the command and
the actual reactive power. The same legends as Figure 4.13 are used in this plot. c) and d) Zoomed
active and reactive power values and sent references. Actual is the power read by MODBUS TCP.
Sent is the power sent by MODBUS TCP to the converter.

4.5.3.4 Case IV

The conducted simulation aims to illustrate the operation of the SCAC system in
the presence of a phase-jump in the grid voltage. In this specific test, a phase jump of
50 deg. Has been triggered. Variable delay from Figure 4.4 has been considered for this
test. Figure 4.16 visually depicts this event. As observed, when the event occurs at 6s
(see Figure 4.16.a), there is a decrease in the frequency detected by the converter (see b).
In response to this variation, the inertia emulation system takes the task of injecting
active power, as it can be seen in c), to actively mitigate the disturbance, working
towards reducing the discrepancy until the event completely dissipates. This detailed
assessment not only provides a deeper understanding of the SCAC system’s behavior
under specific conditions but also emphasizes the effectiveness of the implemented
strategy in maintaining stability and the continuity of electrical supply in the face of
grid disturbances.
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Figure 4.19: Experimental validation: a) power injected to the grid, where at 40 s, the power
required by the grid changes to 2.4 kW. b) power absorbed by the ESS-SCAC emulated with CNG to
obtain the required power. c) ESS-SCAC state of charge (SOC) increases due to the power absorbed
by the SCAC system. The same legends than Figure 4.15 are used in this plot. For SOC information,
the colors match with the number of generators from Figure 4.15.

4.5.3.5 Case V

In case V, the objective is to showcase the functionality of the SCAC control system
in island mode, demonstrating its ability to create a proper grid, thus providing power
to the loads connected to that grid. The converters will power the loads assuming
different weights to their power injection (0.6 for G1, 0.1 for G2, and 0.3 for G3). As it
can be seen in Fig. 4.17a) the grid is created, starting to feed the connected loads by
the VSG converter (see b). The delivered power (see Figure 4.17c) will vary with the
load connected to the microgrid. For this case, the reactive power control loop depicted
in Figure 2.15c) is employed, in order to add grid forming features to the system. To
achieve this, a proportional P gain of 0.05 has been utilized, alongside a PI controller
with a P value of 0.27 and an I value of 8. This case has been tested with a constant
delay of 75 ms. This scenario underscores the robustness of the SCAC system when
operating autonomously, ensuring the stability of the electrical supply even in instances
of disconnection from the main grid. The efficient management of loads, considering
the distinct characteristics of each converter, highlights the versatility and effectiveness
of the system in varied environments.
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Figure 4.20: Experimental validation: a) frequency variation of a weak grid due to a power change
demand (with and without SCAC), modifying the installed power in the power plant. The higher
power the lower frequency variation (f0 is for the case without SCAC, f1 is for the case with SCAC
and Sn = 6 kVA, and f2 is for the case with SCAC and Sn = 10 kVA. The same legends than Figure
4.14 are used in this plot. b) power injected by each DEG, to mitigate the frequency variation from
the case f1 of a). The same legends as Figure 4.14 are used in this plot. c) SOC of each ESS-SCAC
emulated in CNG. The same legends than Figure 4.14 are used in this plot. For SOC information,
colors match.

4.5.4 Real-Time Experimental Test

In this subsection Cases I to III are going to be evaluated in real-time but in this
cases, by using CNG external hardware, considering what it is explained in Section
4.5.1.

4.5.4.1 Case I

As it was aforementioned, the control system is tested in real-time by using the
Speedgoat simulator and CNG converters. The experimental results are presented in
Figure 4.18. As it can be seen active and reactive power are tracked perfectly, quite
similar to local results. It is important to note that there is a different delay between
active and reactive power, which has to do with the integration window from each
variable in the power converter used in the HIL system [4.1]. In case of c), the different
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steps that appear in the read power are directly the delay of the integration window
for active power. Nevertheless, those delays are tackled by the Smith predictor making
the system controllable and stable. The difference in the ripple between the local
simulation and the real-time is because the signals read by MODBUS TCP do not
have the ripple data. Although the power with ripple is sent, the converter used for
the experimental tests filters the component.

4.5.4.2 Case II

In the case of real-time simulation, the SCAC system has been emulated by using
the battery module from CNG. Those results are presented in Figure 4.20. As it can
be seen it works as the local simulation, when a frequency dip appears (Figure 4.19a)),
DEGs inject power trying to reduce the frequency variation, respecting the power-
sharing between converters (Figure 4.19b)). In this case, as a battery emulator is used,
the SOC state of each battery is presented in c), showing how the battery is charged
or discharged.

4.5.4.3 Case III

The same results are obtained in real-time simulations as can be seen in Figure 4.19.
When there is a power set-point requirement by the global controller, the ESS-SCAC
absorbs the extra power, charging the batteries as can be seen in c). If the opposite
were the case, the batteries would be discharged.

4.6 Conclusion

This chapter proposed a method for the implementation of the aggregated VSG
concept in industrial converters by removing access to internal instantaneous variables
(current/voltage) and replacing them with a reconstruction technique from RMS values
obtained by communications. Considering communications, the effect of a stochastic
delay has been addressed, measuring the magnitude of the delay in a MODBUS TCP
communication protocol and then employing a delay compensation mechanism to mit-
igate its effect on the control system performance. Besides, the stability of the system
with constant communication delays has been studied, showing that the system re-
mains stable up to 75 ms, although it does not have good dynamics, but the response
is significantly improved using the Smith predictor compensation. This study analyses
the impact of communication delays, as well as the impact of the SP compensator.
This is done in several ways, either by time simulation, frequency analysis and the
mapping of zeros and poles. Furthermore, simulation and experimental results show
a satisfactory response with the considered constant and variable delay, in which the
effect of internal computational delay and integration windows have been also consid-
ered. For that, different scenarios were considered, to test different operation modes,
such as Case I, II and III, and they were validated in local and in real-time simulations.
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In case of Case IV and V, just local simulations. Both reference tracking and distur-
bance rejection mechanisms have been considered for the system’s overall performance
evaluation.
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Chapter 5

Industrial Applications of the
SCAC Concept

5.1 Introduction

In this chapter, two industrial applications where the SCAC concept can be imple-
mented are discussed, both related to hybrid PV systems. The first application focuses
on the development of a control algorithm external to the SCAC system, which sends
power set-points to the control system to compensate for variations in generation due
to solar variability, smoothing power ramps. This part belongs to a conference contri-
bution (CP2) that can be find in the Appendix C [5.1]. In the second application, the
SCAC system is used to create an isolated grid to feed an electrolyzer, allowing the
generation of green hydrogen in an efficient and stable manner.This part belongs to a
conference contribution (CP3) that can be find in the Appendix C [5.2].

5.2 Generation Ramp Mitigation in PV Systems

In this section, one of the most significant challenges facing distributed generation
plants is addressed, although in this case focusing on solar plants in terms of genera-
tion: generation ramps. These sudden fluctuations in energy production can affect the
stability of the electricity grid, leading to inefficiencies and, in some cases, penalties
imposed by grid operators. To mitigate this problem, it is proposed to use a distributed
VSG system, based on the SCAC, which will be adapted to meet the specific regula-
tions imposed by grid operators. This modified system will not only enable compliance
with regulatory requirements, but will also optimize the operational efficiency and sta-
bility of the electricity system to which the solar plants are connected. Furthermore,
as the inclusion of this strategy is an economical decision, a LCOE study is carried
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Table 5.1: RR restrictions for relevant countries and regions. Ordered from more to less restrictive.

Mexico Atlanta (USA) Puerto Rico (USA) Germany
1%/min 3.3%/min 10%/min 10%/min

out in order to determine the suitability of this method, and how worth it is. In the
following sections, the problem will be explained in more detail, the proposed system
will be shown, certain simulation results will be shown as well as certain economic cal-
culations to demonstrate the need for its implementation, especially in the grids that
contemplate it.

5.2.1 Problem Description

It is well known that the generation of energy from renewable sources, such as
solar energy, is characterized by being intermittent and strongly dependent on climatic
conditions. In the particular case of solar panels, which is the focus of this thesis
and this chapter, their energy production is directly influenced by solar irradiance and
temperature, factors that can change abruptly, causing significant variations in the
power delivered to the grid. These fluctuations, especially when rapid and pronounced,
can seriously compromise the quality of power in electricity systems.

Rapid power variations present a considerable challenge to TSOs, as their ability to
respond to these fluctuations is limited and can exceed established limits. This behavior
can lead to frequency and voltage stability problems in the power grid, affecting its
stability and security.

To mitigate these problems, many TSOs have implemented specific regulations in
their grid codes, limiting the maximum rate of power change allowed in solar plants,
known as RR. However, there is no globally standardized regulation, and requirements
vary considerably between different countries and regions. In fact, in some places, this
issue is still not covered by grid codes.

An example of strict regulation is found in Mexico [5.3], where the ramp-rate is
limited to 1% per minute, which means that the power of a PV plant can only vary
by 1% of its nominal power from one minute to the next. Other countries, such as
Germany [5.4, 5.5] or regions such as Puerto Rico [5.6] also have limitations, although
they are somewhat less restrictive. In Table 5.1, a summary of the most relevant
international regulations is shown. Other TSOs are adopting more stringent limits as
awareness of the impact of these fluctuations grows [5.7].

For the purposes of this thesis, a standard 10%/min has been adopted as the ramp-
rate limit. To meet these constraints, solar plants must have an additional power
reserve that allows them to absorb or inject energy according to variations in genera-
tion. A common solution to achieve this is through the use of ESS, with lithium-ion
battery technology being the most widely used due to its high technical development,
high efficiency and significant cost reduction [5.8]. These storage systems allow rapid
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Figure 5.1: Virtual synchronous generator scheme with n-PV plants and batteries, working with a
ramp-rate compensation method.

management of fluctuations in generation, compensating for any violation of the RR
limits.

As reviewed in the state of the art (Chapter 2), there are mainly two common
strategies for ramp compensation in solar power plants: the classical ramp-rate control
[5.9] and the moving average filter [5.10], although other techniques are currently being
investigated and developed. In the context of this work, the classical ramp-rate control
method has been chosen to mitigate these power fluctuations.

It is important to note that the design of these compensation strategies not only
responds to technical criteria, but also involves economic decisions. The design and
sizing of the ESS must be carried out in the planning phase of the solar plant, ensuring
that it complies with the RR requirements set by the relevant grid code. In addition,
non-compliance with these regulations can lead to penalties that would apply directly
to the PV plant operator.

Taking these aspects into account, it is also key to carry out an economic analysis
to evaluate the effectiveness of the compensation system not only in reducing penalties,
but also in optimizing the plant’s operation.

This ramp compensation system will be integrated into the SCAC system studied
in this thesis. The proposed methodology includes an adaptive technique for weight
distribution, based on a variable virtual admittance. The integration of this system in
the SCAC will be detailed in the next section of this chapter.

5.2.2 SCAC System Used for Ramp Mitigation

As previously mentioned, power ramp compensation will be included in the dis-
tributed VSG system studied in this thesis. The SCAC system, which emulates the
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inertia of a synchronous generator, has the ability to control the power injected to
the grid and compensate for frequency variations. This functionality is fundamental
for implementing effective RR control, since, by adjusting a simple power set-point
(calculated using the RR method) it is possible to smooth power ramps without losing
frequency compensation capacity.

The integration of both control systems is illustrated in Figure 5.1, where the RR
limiter block is connected to the SCAC controller. This approach allows power fluctua-
tions to be managed efficiently while maintaining system stability. In addition, it takes
advantage of the virtual admittance concept used in this control system [5.11], which
allows determining the proportion of power that each converter can deliver, facilitating
local and adaptive compensation in each of the PV collectors.

This mechanism is implemented by modifying the virtual admittance value accord-
ing to the local RR violations. Figure 5.2.c) shows a flowchart for the calculation of the
virtual admittance in a system considering two converters. In this way, the distribution
of the generated power between the converters is optimized, ensuring a dynamic and
efficient response to generation fluctuations and avoiding local overloads. It can be
described as:

• If the slope for one PV panel exceeds the limit (rmax), and the other not, during
this event, the total amount of power is delivered by the local converter. The
local converter is the converter which is close to the PV generation where the
ramp is violated.

• If none PV panel surplus the limit, the admittances are set fairly (kn = 1).

• Otherwise, if both converters exceed the limits, the calculation is done by weight-
ing the slopes (kn = |mn|).

• In case of having more than two converters, the algorithm can be calculated using
a small truth table (1-0) to select the cases in a simple way.

This variable virtual admittance concept is following evaluated in the simulation
results section. Furthermore it is going to be used for calculating the cost-effectiveness
of this method, comparing with other, in order to evaluate its suitability in economical
terms. In this way, the distribution of the generated power between the converters is
optimized, ensuring a dynamic and efficient response to generation fluctuations and
avoiding local overloads

5.2.2.1 Ramp-Rate Method

Although the SCAC system will be used as the basis for the implementation of the
RR monitoring method, it is crucial to define the specific approach to be used and how
it will work. Currently, there is no unified consensus on the calculation methods for
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Figure 5.2: a) Ramp-rate limiter algorithm explained in Section 5.2.2.2. b) SCAC controller. c)
Virtual admittance calculator.

determining RR violations from the perspective of TSOs. As a result, several methods
for calculating the ramp-rate have been reported in the literature.

Among the most common approaches are the moving average (MA) method, which
is the most commonly used; the exponential moving average (EMA); and methods
based on low-pass filters (LPF) [5.5]. The choice of method may vary depending on
the grid code requirements of the country where the power plant is installed.

RR(t) =
PPoC(t)− PPoC(t− 60)

t(t)− t(t− 60)
(5.1)

PPoC(t) and t(t) are the grid power and time at the current instant and the index
(t− 60) represents the time interval 60 seconds ago.

The calculation of the RR violation can be done using instantaneous values or
averages calculated by time intervals. However, for the development of this work it has
been decided to use an approach similar to that used in the grid codes of Puerto Rico
and Germany, which allow a maximum power variation of 10% per minute. In these
cases, RR violations are calculated using a time window of 60 seconds, as expressed in
equation 5.1. It is important to note that this 10% variation is calculated in relation
to the total installed power of the PV collectors.

The proposed strategy attenuates the fluctuations of the power injected into the
grid (PPoC) during a predefined time window (normally 1 minute), evaluating the
PV power variation in order to inject or absorb power when the predefined RR limit
(rmax) is exceed. This strategy allows direct control of the ramp rate in contrast to
other techniques. This will allow injecting or absorbing power from the ESS when it is
strictly necessary, resulting in a lower cycling of the batteries [5.9].
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Table 5.2: SCAC parameters and set-points for the simulation.

Variable Value Variable Value
H(s) 10 τ 1

Sn (kV A) 20 Zv 8.014∠3.4
PnPV /PV (kW 28 rmax (%/min) 10

5.2.2.2 Description of the Method

As it was aforementioned, TSOs normally impose the time window (tw) for deciding
if there is a violation or not. However, a quicker RR evaluation is in here considered by
using a lower time window (tw = 12 s). The algorithm is executed at half the window
size (ts = 6 s), thus allowing to obtain the values of PPV (t) and PPoC(t − tw) to be
compared against the ramp rate limit [5.12, 5.13].

The method can be summarized in the following statements:

• If PPV increases too fast, the ESS will absorb the excess of power (Pbat < 0), so
PPoC will comply to the maximum ramp rate.

• Otherwise, if PPV decreases too fast, in this case the battery will deliver the lack
of power (Pbat > 0) so PPoC will comply to the minimum ramp rate.

• If PPV (t)− PPoC(t− tw)is within the ramp rate limitation, the battery will not
inject power (Pbat = 0).

5.2.3 Results

Simulation results are presented in this section. Grid and VSG models are taken
from [5.11], where the SCAC idea was first published. In this case the model includes
two PV DEGs connected to a grid, considering a battery locally connected to each one.
This element will provide/absorb energy for RR compensation and for frequency sup-
port. The simulated system is similar to the one shown in Figure 5.1, but considering
two PV collectors and their respective ESS.

5.2.3.1 Ramp-Rate Simulation

In this subsection the classical ramp rate strategy is applied in order to smooth the
ramps of the PV collector. A small zoom of the PV profiles for each PV collector are
presented in Fig. 5.3 a). In Figure 5.3 b), the power injected at the PoC is depicted.
The resulting power without the RR compensation method is labeled as PGr, while the
corrected one is PGc. As it was explained in Section 5.2.2, the algorithm compensates
the ramps when they exceed the ramp limitation. In Figure 5.3 c) the limits (yellow
and purple discontinue lines) , the ramp for total PV power rpv and the ramp for PoC
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c)

d)

time (min)

Figure 5.3: a) Active power injected by each PV collector. b) PPoC injected to grid. PGc is by
applying the ramp rate compensation (ΣPPV n) and PGr without. c) power ramp for PV power (rPV ),
and ramp for PPoC (rG) and the limits. d) Injected power for each battery (PC1 and PC2).

power rG are depicted. It can be seen rG is within the limits. Figure 5.3 d) shows the
power injection by each battery. As it has been told, these batteries will inject more or
less power depending on the PV collector that violates the ramp conditions represented
in Figure 5.4 a), that considers the 10%/min limit with respect to the nominal power
of each of them. So, the virtual admittance values will vary (see Figure 5.4 b).

5.2.3.2 Frequency compensation by VSG

In this subsection, a grid frequency variation is forced, in order to see the simul-
taneous operation with the ramp controller. As it can be seen in Figure 5.5, even
when a frequency variation appears (see a)), the power ramps are compensated by the
ramp-rate violation. Figure 5.5b) shows the ramp evolution that during the frequency
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a)

b)

Figure 5.4: a) Power ramps for each PV collector and the limits. b) Virtual admittance calculation
for each converter. Y1 is the admittance calculated for PC1. Y2 is the admittance calculated for PC2.
a) and b) have a small to better see the variation of ramp and admittance.

event violates the restriction. Figure 5.5c) depicts the power evolution of each ESS.
However, the SCAC prioritizes the frequency compensation. In Figure 5.5 d), the ramp
rate variation are shown in Figure 5.2. Those PV ramp power variations are used for
computing the admittance weights which manage the injected power by the ESS.

5.2.4 Economical Analysis

The inclusion of a RR mitigation strategy is mainly an economical decision that
must be taken during the design stage of the PV plant. So, it is critical to determine
the size of the ESS in order to meet the requirements for RR compensation, keeping
the cost as low as possible.

The LCOE index will be determined for this application, considering the incor-
poration of the RR method described in Section 5.2.2 by means of using a variable
admittance compensating the RR violation locally. Also, same index will be obtained
with the incorporation of the RR method but maintaining a constant admittance and
delivering the same energy of all ESS. Finally, the LCOE is obtained considering the
non-inclusion of any compensation method. With these indexes, in summary, the pro-
posed metric looks for a trade off between ESS operation, installation costs and the
penalization costs because of RR violations. With the aim to obtain the LCOE index,
some parameters must be computed, considering the characteristics of the system.

In order to analyze the minimum required ESS, the associated PV plant costs,
CPV ,(5.2a), and the ESS, CESS (5.2b), are considered in the LCOE (5.2c) [5.14]. CPV

includes the annual investment cost (IPV ) considering the PV plant investing stage,
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Figure 5.5: a) Positive grid frequency variation at 94 min and negative grid frequency variation
at 138 min. b) PPoC injected to grid. PGc is the PoC injected power by applying the ramp rate
compensation and PGr without, trying to compensate the frequency variation. c) Injected power for
each battery (Pc1 and Pc2). d) RR variation at each PV collector to calculate the Y admittance.

Table 5.3: LCoE terms.

Type
I

[€/kW]
O&M

[€/kW/year]
N

[year]
Cdis

Cch
η [%]

PVutility 800 11.5 25 - [5.16]
LFP 400 8.2 12 1.2− 1 92

the fixed operation and maintenance costs (O&M) and the annual charge due to RR
violations (RRc). The charge associated with the violation of the RR is estimated to
be 10cents/s/MWp, where MWp is the installed power of the plant [5.15]. So taking
into account the maximum power of this plant, it corresponds to 5 e/s [5.15].

CESS considers the energy storage installation cost (IESS) which includes the as-
sociated cost of the ESS power conversion stage, considering a dc-link coupling mecha-
nism, common cost for grid connection among others [5.17, 5.18], and its O&M annual
costs. In the present case IESS investments are assumed to be during the first year of
operation. However, O&M are paid with some interests.
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Figure 5.6: a) Power profile with and without ramps. PGr is the power with RR correction, and
PGc is the power without RR correction. Data in pu. For analysis lets assume a 50 MW base power.
b) Power demand of batteries for case with varying admittance. PC1, PC2, PC3 is the power injected
for each converter respectively. c) Power demand of batteries for case with constant admittance. PC1,
PC2, PC3 is the power injected for each converter respectively. Same power for all of them. d) Ramp
violations for the PV power injection without RR (rpv), with RR at constant admittance (rG1), and
varying admittance (rG2).

Table 5.4: Efficiency results for variable (Yv) and constant (Yc) admittance methods.

Yv Yc

ηv1 ηv2 ηv3 ηc1 ηc2 ηc3
87.48 87.42 87.39 87.34 87.37 87.36

CPV =

k=NPV∑

k=1

IPV +O&MPV +RRc

(1 + r)k
(5.2a)

CESS =

k=NPV∑

k=1

IESS +O&MESS + ChESS

(1 + r)k
(5.2b)

LCoE =
CPV + CESS

Σk=NPV

k=1
Egrid(1−d)k

(1+r)i

(5.2c)

The discount rate r considered in equation (5.2c) is 4% [5.19], N is the technology
lifespan and Egrid is the grid energy injected in the year base-case presented. Further-
more, the PV system is expected to degrade each year at a rate d equal to 0.8% [5.20].
Regarding battery technology, a LFP cathode battery is assume for the application, be-
cause it has a cheaper price in terms of energy. Table 5.3 shows the LCOE parameters
for the PV and the battery.
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Figure 5.7: Computed efficiency taking into account the efficiency curve of the power converter used
for each PV string and ESS. ηv1, ηv2, ηv3 are the efficiency for PC1, PC2 and PC2 taking into account
variable admittance. Average efficiencies are 87.2885%, 87.2871% and 87.2815% respectively. ηc1,
ηc2, ηc3 are the efficiency for PC1, PC2 and PC2 taking into account constant admittance. Average
efficiencies are 87.2471%, 87.2195% and 87.2533% respectively.

To calculate the LCOE, a daily the profile shown in Figure 5.6 a) will be assumed
and repeated along the years used for the economic study. This power profile is the same
than the one in Section 5.2.3, but extended for a complete day, with a total energy
production of around 7 hours. The data is calculated in pu, but for the analysis,
a base power of 50 MW will be assumed, for the entire power plant. In this case,
the simulated system replicates the one in Section 5.2.2, but using three PV strings,
converters and their respective ESS. In addition, in order to observe the behavior of
the system operating at constant admittance and at variable admittance, the results
of power injection by each one of the converters are presented in Figure 5.6 b) and c).
It can be seen in b) that the power at variable admittance changes as needed, and in
c) it is the same for all converters. In addition, it can be seen in Figure 5.6 d) how
the ramps of the PV collectors vary, violating the 10% norm, and by introducing the
compensation method, these violations drop drastically.

The data from Figures 5.6 b) and c), beside the power injected by each PV string
is used for calculating the power injected to the grid. However that power is ideal
without considering power converters. So the total amount of power generated by the
PV system beside the efficiency of both methods (variable and constant admittances)
will be computed taking into account the efficiency curve of the power converter from
[5.16], assuming that the efficiency (η) curve belongs to the power inverter and DC/DC
converter. Then, η is calculated in Fig. 5.7, for each PV string and battery. Table
5.4 show the average η values, showing a best performance in the variable admittance
case. Note that in this case feeder impedance is considered.

It must be accounted this example is only for demonstration purposes, so the bat-
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Table 5.5: Economical results for the application without RR compensation, with RR and constant
admittance (Yc), and RR with varying admittance (Yv).

Cases
ESS
[MW]

LCOE
[e/MWh]

tRR

[s]
RRc

[Me]
PV 74.22 841 30711

PV+ESS+Yc 4.95 57.61 161.5 5897
PV+ESS+Yv 5.61 56.44 89.23 3257

teries are sized taking into account the energy demand of each day. Taking into account
these data, and by using the aforementioned formulas the LCOE can be computed ap-
proximately. Table 5.5 shows the calculation results of the LCOE, taking into account
the data from Figure 5.6. As can be seen in the Table 5.4, the ramp-rate violations
(RRc) are reduced by 90% and 80% using a variable RR and constant RR admittance
method respectively, with respect to no use none. Having a lower expense for ramp
violations, as well as less time breaking the rule. The variable admittance method
is more economical by calculating the LCOE index. Also, as explained, Yv is more
efficient. From here it arises an interesting optimization problem for the calculation
of the Yv value. Depending on the line impedances connecting each collector to the
PoC and the ramp violation location, the Yv should be optimally calculated. This is
concern of future research.

5.3 Green Hydrogen Production

The use of solar energy for the generation of green hydrogen is presented as an
essential solution on the path towards a cleaner and more sustainable energy matrix.
This innovative approach uses off-grid solar plants to power water electrolysis processes,
producing green hydrogen without generating carbon emissions, which contributes sig-
nificantly to greenhouse gas mitigation [5.21, 5.22].

Green hydrogen offers a wide range of applications in various energy sectors, posi-
tioning it as a versatile and crucial resource in the transition to a decarbonized energy
future. In the transport sector, for example, it can be used in fuel cell-powered vehi-
cles, providing an emission-free alternative to conventional fossil fuels. In the industrial
sector, green hydrogen is capable of replacing high carbon footprint energy sources in
various chemical and manufacturing processes, helping to reduce the emissions associ-
ated with these activities. Furthermore, in the power generation sector, it can be used
both in fuel cells and blended with natural gas, thus increasing the sustainability of
the energy mix [5.23, 5.24].

The green hydrogen production process harnesses not only solar energy, a renew-
able and abundant source, but also water resources, ensuring greater long-term energy
security and diversification [5.25]. This is particularly relevant in the current context of



5.3 Green Hydrogen Production 131

CENTRAL

CONTROLLER at PoC
COMCOM

PPoC, QPoC VPoC

PV

L3

Electrolyzer

+ -

Local 
Control

Outer Ctrl Loop

DROOP
LOAD
CONTROL

C
O

M

�g

E Vc1 Vc2

Pref1 Qref1

DC DC
AC AC

AC
DC

PoC

L3

MODBUS

Plant

Local Controller

�g

E

Internal
 I. Ctrl

Internal
 I. Ctrl

Int. I
Ctrl

Local 
Control
Pref2 Qref2

Global Controller

Sensors

Vc1

Ic1 Ic2

Vc2

Figure 5.8: Topology of the proposed green hydrogen generation system (GHGS), with PV generation
and dc-coupled ESS operating in grid-forming to create the grid that feeds the electrolyzer.

dwindling fossil fuel reserves and the growing need for energy systems that are resilient
in the face of geopolitical uncertainties and global environmental challenges.

As for the operation and control of these green generation plants, as a conclusion of
this thesis, the use of the SCAC control system is proposed, with certain adaptations,
to efficiently manage an isolated control structure that will feed the electrolyzer. This
grid will be composed of PV generation and an energy storage system, guaranteeing
a stable and efficient supply for the production of green hydrogen. This system will
manage the intermittency inherent in renewable energy sources, ensuring optimized
operation and maximum efficiency in the electrolysis process.

5.3.1 System Description

In this section, a description of the different components of the ADN system is
provided, considering PV generation system, ESS and the electrolyzer system. Those
elements are depicted in Figure 5.8.

Figure 5.8 shows the different control layers of the ADN, differentiating between
external and internal control. As mentioned above, and following the topic developed
in this thesis, the main control of the plant is based on the SCAC controller, although
in this case operating in grid-forming mode. In the external control layer is the central
controller, located at PoC between the two distributed generators and the electrolyzer.
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While this control system has been described previously, it will be redefined in more
detail in the next section [5.26, 5.27].

The central controller is responsible for calculating the polar components of the
voltage, which will be transmitted to the local controllers of each converter via MOD-
BUS TCP [5.28].

In the local controllers, voltage commands are received, which are used to feed a
virtual impedance model, already explained in previous chapters, which is responsible
for calculating the reference currents to be injected by each of the converters.

As detailed in Chapter 4, this control system has been modified to adapt to com-
mercial converters, which only accept active and reactive power commands instead of
current signals. Therefore, the reference currents calculated by the virtual impedance
model are transformed into active and reactive power set points, which are used by the
internal control loops of each converter to inject the necessary power into the grid.

This modification allows the SCAC system to be efficiently integrated with com-
mercial converters, respecting their limitations, while maintaining the ability to control
power injection and grid stability.

The active and reactive power commands are obtained by applying equations (5.3a)
and (5.3b), which allow the power set points to be calculated. For that, normally
currents and voltages are passed to the stationary reference frame or α − β. These
calculations are made under the premise of using commercial inverters, taking as a
basis the reference current generated by the control system and the voltage measured
at the terminals of each converter.

Prefi =
3

2
(VciαIrefα + VciβIrefβ) (5.3a)

Qrefi =
3

2
(VciβIrefα − VciαIrefβ) (5.3b)

Furthermore, these converters are strategically distributed at different distances
from the PoC, which contributes to the formation of a resilient and adaptable network.

The power plant considered in this scenario is a hybrid PV plant, combining solar
generation with ESS. These storage systems include both a dc coupled ESS and an
inverter-based ESS. An important aspect of this configuration is that an ac grid is used
to interconnect the electrolyzer with the energy resources. Although an interconnection
via a dc grid could offer clear advantages for this application, there are currently no
suitable commercial solutions that allow such an implementation.

In the case of the load, which has been explained to be an electrolyzer used for
the generation of green hydrogen, it is noted to have relatively slow dynamics and its
behavior can be varied depending on the energy available in the system. The operating
dynamics of the HE is characterized by a time constant of 2.85 s. This value has been
derived from the dynamic model of an electrolyzer, as detailed in [5.29, 5.30]. This
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dynamic model is based on the Randles-Warburg electrical equivalent circuit, which is
widely used to represent the electrochemical behavior of the electrolyzer.

Furthermore, the inclusion of a VSG method not only assists in establishing a grid
with a certain level of inertia, thereby enhancing system stability, but also enables au-
tomatic adjustment of the energy consumed by the HE based on voltage and frequency
readings, through the incorporation of a dual droop system. These considerations will
be further expanded upon in the next section.

5.3.2 Control System

The ADN control system presented in this chapter is based on the distributed
VSG concept that has been discussed throughout this thesis, specifically the SCAC
controller. This controller manages both the PV converters and the ESS, creating an
isolated grid with a certain level of virtual inertia.

The design of the control system takes into account the possible communication
delays that may arise, guaranteeing its stability by means of appropriate compensation
techniques. At the electrolyzer level, a dual droop control is implemented to regu-
late the frequency as a function of power and voltage, allowing greater flexibility in
operation.

The main objective of this chapter is to develop an efficient grid-forming control
system in the generation units and a flexible controller in the load units. In this way,
hydrogen production can be adjusted according to power generation levels, contributing
to the stability of the electricity system and optimizing the use of available energy
resources.

5.3.2.1 VSG control system

As explained in previous chapters, the SCAC control system is structured on two
levels: central control and local control. The central control acts as the nerve center of
the system, dynamically adjusting the frequency and voltage references, which are then
sent to the local controllers. These local controllers, in turn, use these references to
calculate reference powers based on real-time generation levels. In this way, the SCAC
system allows multiple converters to be controlled in a coordinated manner, emulating
a single SG in the PoC, creating an aggregated VSG system operating in an isolated
grid [5.11, 5.27]. Figure 5.9 shows the control system used to manage the entire power
plant. This virtual rotor concept emulated in the PoC integrates an electromechanical
model that provides the system with inertia and damping characteristics similar to
those of an SG. Although the presented structure is based on two aggregated power
converters, it is scalable and can be applied to any number of converters.

Until now, the SCAC system has mainly been used for feeding or supporting con-
nected grids, but in this chapter the control loop has been adapted to become a grid-
forming control structure. This modification replaces the reactive power drop control
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Figure 5.9: SCAC control structure for grid-forming converters. Light Blue: Global controller. Light
Orange: Local controllers.

loop with the direct calculation of the voltage modulus. With this new configuration,
the voltage magnitude in the PoC can be adjusted through a simple integral controller
(I) [5.27, 5.31].

Figure 5.9 also shows how the stator voltage is sent in polar coordinates (phase
angle θg and magnitude E) to the local controllers of each converter via MODBUS
TCP communications. These voltage components are derived from the voltage control
loop and the dynamic model of the VSG. The voltage angle and magnitude are used to
drive the VCO, which calculates the local stator voltage. Subtracting this voltage from
the converter terminal voltage gives the voltage drop across the virtual impedance of
the SG. The concept of virtual admittance, explained in Chapter 3, is used to calculate
the reference current required to drive the converter. The virtual admittances (Yi)
allow the weight or contribution of each converter within the aggregated system to be
adjusted. In the converter’s local controller, these values are transformed into active
and reactive power set-points, as detailed in Figure 5.9, using equations (5.3a) and
(5.3b). Finally, these set-points are sent to the converter’s internal control, which is
responsible for tracking the references through a closed loop, thus ensuring the stability
and operation of the system.

The SCAC system used in this application, operating under GFM structure, faces
technical challenges characteristic of this type of control, such as maintaining stable
grid voltage and frequency. In addition, it requires precise control of virtual inertia
to respond effectively to disturbances, which is key in weak grids like the one created
for green hydrogen production. These challenges are compounded by communications
issues, including communication delays, and the need to adapt the system to mitigate
variations in generation ramps, thus ensuring reliable grid operation.

5.3.2.2 Communication Delay Compensation

Since the system is based on communications, it will be subject to communication
delays that may cause the control system to become unstable, thus necessitating com-
pensation. Therefore, the SP compensation method [5.32] has been chosen, as depicted
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Figure 5.11: Grid voltage envelope created by ADN at PoC with and without SP, by using a delay
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in Figure 5.10 a). It illustrates that the angle and voltage computed by the central
controller are subject to delays, and by employing a model of the local control and
plants, these delays can be compensated for. The delay compensation will be carried
out only for the voltage control loop, and not at the active power control loop. This
is because although it is a variable load, which will depend on the existing generation
level, this variation is very slow and does not have much effect on the control system.
In order to do so, as it can be seen in equation 5.10, two replicas of the local controllers
are used in the SP, using the scheme from Figure 5.10 b), in order to estimate the volt-
age at the PoC. Those replicas are used to calculate the active an reactive set-points
of each converter. The references are transformed into currents by using equations
(5.4a) and (5.4b). However, the voltage value that will be used for the calculation is
the estimated voltage at PoC that comes from equations (5.4c) and (5.4d). Once this
is done, equation (5.4e) is used to calculate the voltage module to be used in the SP
compensation.
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Figure 5.12: Proposed dual-droop controller.

Although the system stability withstands relatively high values of the communi-
cation delay without compensation, increased delay values have been used to test the
system behavior under certain conditions that can show-up in a real application. Fig-
ure 5.11 shows the evolution of the voltage envelope by using a delay of 300 ms, by
applying SP or without. As it can be seen, a noticeable compensation effect clearly
improves the transient response when the SP is considered.

id =
2(Pvd +Qvq)

3(v2d + v2q )
(5.4a)

iq =
2(Pvq −Qvd)

3(v2d + v2q )
(5.4b)

dvd
dt

=
id

Cequ
+ ωvq (5.4c)

dvq
dt

=
iq

Cequ
− ωvd (5.4d)

|Vg| =
√

v2d + v2q (5.4e)

5.3.2.3 Droop Control of Electrolyzer

As mentioned above, a minor adaptation is implemented in the control system of the
electrolyzer to obtain a better adaptability of the energy to the power available in the
grid. It is known that this type of load is mainly constant, in order to get the greater
amount of hydrogen, but it is expected to vary according to the demand and the power
available in the grid. There are different kind of controllers to make the electrolyzer
behaving as a flexible load as in [5.33] or responsive load as explained in Chapter 2.
However in this case, a dual frequency and power voltage droop is implemented [5.34],
as shown in Figure 5.12. A dual droop has been selected to make the system more
flexible to any variation in generation, allowing operation, although more variable, also
more stable. These droops come into effect when the frequency or voltage of the grid
changes due to a mismatch between the power generated and consumed, resulting from
a decrease in the power generated by any of the converters. In normal situations, when
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Table 5.6: System parameters

Variable Value Variable Value Variable Value
Vg 400 V Cfilter 200 µF H 10 s
S 8 kVA Rp 0.01 τ 1
f 50 Hz Rv 2.2918Ω Lv 0.0218 H
y1 0.6 y2 0.4 Iv 2π2
L1 10µH L2 10µH L3 10µH
R1 10µΩ R2 10µΩ R3 10µΩ

there is no significant frequency or voltage variation, the implemented scheme remains
inactive. However, when the available power decreases, both frequency and voltage
drop, leading to a reduction in the HE’s power consumption.

This adjustment is critical to ensure grid stability while sustaining hydrogen pro-
duction, allowing the electrolyzer to operate as a flexible load. The droop control
parameters in this system are kf1 = 100 W/V and kv1 = 600 W/Hz. These param-
eters have been selected to enable proper system operation. In future research, more
realistic and studied droop values will be explored to optimize the performance of the
system.

The principle of operation of this dual droop controller will be demonstrated in
Section 5.3.3, where detailed results and analysis will be presented. This adaptation
allows a dynamic response to power variations, ensuring that the electrolyzer effectively
contributes to the stability of the power system. By adjusting consumption according
to power availability, the system increases resilience to unforeseen fluctuations in power
generation.

5.3.3 Simulation Results

This section presents the simulation results that aim to evaluate the performance of
the proposed control system. For this analysis, we start from a base scenario in which
the generation capacity is sufficient to cover the load demand without difficulties. From
this initial configuration, constraints on the generation capacity are introduced in order
to study the impact of the dual voltage-frequency (V-f) droop based control strategy
on the system stability.

The dual V-f droop approach seeks to improve system stability by more efficiently
managing variations in generation and load, allowing the system to maintain supply-
demand balance under adverse conditions. The results obtained are key to demon-
strating how this control allows the system to avoid stability problems that could arise
from imbalances between available generation and connected load.

All simulations performed include a communication delay of 160 ms between the
central controller and the local controllers. This delay has been selected because it is
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Figure 5.13: Nominal operation: a) PoC voltage. b) Injected power by converters with weights
between both of 0.6 and 0.4, converter 1 and converter 2 respectively.

within the typical range observed in industrial applications, which adds realism to the
simulations and ensures that the results are representative of practical scenarios.

Table 5.6 provides the key parameters used in the simulations, which include the
characteristics of the power plant, controller and lines. These parameters form the basis
for the evaluation of the system’s performance in different scenarios, allowing analysis
of its behavior to variations in operating conditions and the effect of communication
delay.

5.3.3.1 Base Case. Normal Operation

The simulation results of the nominal operation of the system are depicted in Figure
5.13. In this simulation, the hybrid PV is used for creating the ac grid to feed the HE.
Figure 5.13 a) shows the three-phase grid voltage established by the two converters.
In this simulation, these two converters share the power delivered to the load by using
different weights in their control, with 0.6 pu for converter 1 and 0.4 pu for converter
2. The virtual admittance values are updated based on the selected sharing weights,
as explained in Chapters 3 and 4. As it can be seen in Figure 5.13 b), the electrolyzer
starts to demand power, so the power converters start to inject the shared power to
feed the load.

5.3.3.2 Limited Generation Case

This simulation presents the common case where the power of one of the conver-
ters is limited for various reasons. In this particular case, a drop in the generation
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of converter 1, which corresponds to the PV-hybrid converter, is considered. This ge-
neration drop occurs due to a ramp-down event, which can be triggered by varying
environmental conditions, such as passing clouds or a sudden drop in temperature.

As depicted in Figure 5.14 a) shows the voltage created by the ADN, which barely
varies in this case and in b), when the ramp-down event in generator 1 appears at
11 s. Under those circumstances, the ESS plays an important role, compensating the
generation decrease of the PV-hybrid converter by increasing its energy injection to
maintain supply to the load. This dynamic response of the batteries is essential to
ensure stability and continuity of power supply in situations where primary generation
is intermittent or undergoes significant fluctuations.

5.3.3.3 Unstable Case

In this case, shown in Figure 5.15, the main reason for the implementation of the
dual droop concept in the electrolyzer is demonstrated. This idea becomes essential
in scenarios where there is a very abrupt ramp in the solar generation, or when the
battery cannot deliver the necessary balancing power to the system due to its own
limitations, such as being partially discharged.

In such circumstances, the system cannot meet the power demand, leading to in-
stability. This situation can be clearly seen in Figure 5.15. In a), the system voltage
up to the point of instability is shown, illustrating how abrupt fluctuations can affect
system stability. In b), the power injected or absorbed by each of the power converters
is shown, providing a detailed view of how each component of the system responds to
variations in generation and demand.
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The implementation of the dual droop concept in the electrolyzer mitigates these
instability issues. By dynamically adjusting the operation of the electrolyzer in response
to sudden changes in solar generation or battery capacity, the system can maintain a
more stable and reliable power supply, as will be demonstrated in the next subsection.

5.3.3.4 Ramp Limitation with Droop Controller

To mitigate the unstable operating region, the proposed dual droop control is intro-
duced. The results of this implementation are shown in Figure 5.16, where the effect
of the dual frequency and voltage droop can be observed.

As mentioned before, the inclusion of this droop is used to safeguard the grid sta-
bility by adjusting the load consumption as a flexible load when one or more converters
cannot deliver the required power to the load. In Figure 5.16, several key aspects of
this process are presented.

In a), the system voltage variation is observed. This variation is critical to under-
standing how fluctuations in generation or consumption affect voltage stability. In b),
the frequency variation of the grid is depicted. Frequency fluctuations are equally im-
portant, as they can indicate instabilities in generation or power demand. These voltage
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Figure 5.16: Ramp limitation with electrolyzer droop controller: a) Module of voltage at load level
used for droop control. b) PV panel ramp generation in converter 1, compensating the power for the
battery and reducing the load power as a flexible load. c) frequency variation used for droop control.
d) ∆P which is subtracted to the load set-point, in order to keep the stability of the system.

and frequency variations are read by the electrolyzer, which feeds them into the droop
controller to modify the load consumption. This mechanism allows the electrolyzer
to act adaptively, responding to changing system conditions to maintain stability. In
c), the powers calculated by the system can be seen. These powers are subtracted
from the power limit of the HE, which allows the consumption to be adjusted precisely
according to the current operating conditions.

Finally, in Figure 5.16 d), the effect of a ramp on the PV generation is depicted.
This ramp alters both the grid voltage and frequency, which in turn modifies the power
command of the electrolyzer. This adaptive behavior is crucial to maintain grid stability
in the face of rapid and unexpected fluctuations in renewable energy generation.

The implementation of dual droop control proves to be an effective strategy for
managing system stability in the presence of significant variations in generation and
consumption. By allowing dynamic adjustments in load consumption, it ensures that
the system can operate stably and efficiently, even under challenging conditions.

5.3.3.5 Additional Considerations

One of the critical points for the correct operation of the system was the selection of
the references sent from the central controller to the local controllers. Two alternative
approaches can be used, as shown in Figure 5.17: 1) polar coordinates (E and θg ) or,
2) rectangular coordinates (Pref , Qref ). A preliminary numerical evaluation under the
simulation environment has been carried out for the two options. The results obtained
are shown, respectively, in Figure 5.17 a) and b). As can be seen, the use of polar
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coordinates leads to stable operation, while rectangular ones cannot guarantee it. In
the control system used in this work, the strategy that guarantees stability (sending
polar coordinates) is used. However, it will be necessary to study the limitations of
sending active and reactive power references for future work, due to their relevance in
industrial applications. It is important to note that this problem appears only with
the application of communication delays in the communication channel, since when
working with ideal delays (without delay) the behavior is identical.

5.4 Conclusions

In this chapter, the SCAC system has been implemented in two industrial applica-
tions. It highlights the integration of two control methods applied in renewable energy
systems, specifically in PV generation: ramp-rate compensation within an aggregated
VSG technique and the use of the same VSG system for green hydrogen production.

In the first part of the chapter, a ramp-rate compensation method within the SCAC
framework was presented, successfully addressing both power fluctuations and efficiency
concerns while meeting the 10%/min constraints. Simulation results demonstrated that
the proposed method, based on variable admittance, outperforms classical constant ad-
mittance approaches, offering significant economic benefits, especially when managing
large amounts of power. A LCOE study further confirmed that this technique generates
real savings, demonstrating higher efficiency for converters with variable admittance.

The second part proposed the application of the SCAC system for multiple conver-
ters, forming a stable network for green hydrogen production. This system incorporates
SCAC, with its central controller, using communications to integrate the local con-
trol system of the converters, introducing challenges related to communication delays.
These delays were mitigated using compensation techniques, specifically the Smith pre-
dictor. In addition, a local double droop control was introduced on the electrolyzer
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side to manage power mismatches by adjusting the electrolyzer consumption according
to voltage and frequency variations, acting as a flexible load.

Taken together, these methods demonstrate promising approaches to improve the
stability and efficiency of power systems using the SCAC system, especially in the
integration of renewable energies in a grid-tied or grid-off modes.
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tion of ramp-rate compensation in a distributed virtual synchronous generator schema for
hybrid pv plants,” in 2023 IEEE Energy Conversion Congress and Exposition (ECCE),
2023, pp. 1122–1128.
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virtual synchronous generators for pv plants considering communication delays,” IEEE
Transactions on Industry Applications, pp. 1–13, 2024.

[5.28] I. Modbus, “Modbus application protocol specification v1. 1a,” North Grafton, Mas-
sachusetts (www. modbus. org/specs. php), 2004.

[5.29] M. Rubio, A. Urquia, and S. Dormido, “Diagnosis of pem fuel cells through current
interruption,” Journal of Power Sources, vol. 171, no. 2, pp. 670–677, 2007.

[5.30] C. A. Martinson, G. Van Schoor, K. Uren, and D. Bessarabov, “Characterisation of a
pem electrolyser using the current interrupt method,” International journal of hydrogen
energy, vol. 39, no. 36, pp. 20 865–20 878, 2014.

[5.31] H. Bevrani, B. François, and T. Ise, Microgrid dynamics and control. John Wiley &
Sons, 2017.

[5.32] A. Mirzal, “Delay compensation using the smith predictor: a brief review with numer-
ical examples,” International Journal of Computer-aided Mechanical Design and Imple-
mentation, vol. 3, no. 1, pp. 1–8, 2017.

[5.33] B. Guha, R. Jain, and S. Veda, “Bulk grid frequency support using electrolyzers,” in
2020 IEEE Industry Applications Society Annual Meeting. IEEE, 2020, pp. 1–5.

[5.34] S. Akkari, J. Dai, M. Petit, and X. Guillaud, “Interaction between the voltage-droop
and the frequency-droop control for multi-terminal hvdc systems,” IET Generation,
Transmission & Distribution, vol. 10, no. 6, pp. 1345–1352, 2016.





Chapter 6

Real-Time Co-Simulation of
Power Systems

6.1 Introduction

When simulating complex control systems, such as the one used in this thesis work,
on a large scale and in traditional power grids, certain limitations in terms of numerical
computation may arise, such as long run times and convergence errors, especially if the
models used are very detailed. To overcome these barriers and improve the accuracy of
the results, real-time simulations are used on powerful platforms such as those offered
by OPAL-RT. These simulators allow the integration of real hardware, which not only
improves the accuracy of the system, but also facilitates rapid control prototyping and
research on large-scale power grids.

In this chapter, OPAL-RT real-time simulators will be used to carry out power
converter simulations, using the SCAC system in conjunction with a simulated power
system. As the number of converters and the size of the network increases, the cal-
culation time may eventually reach the limit of real-time operation. To speed up the
calculations, two main approaches are proposed: the parallelization of the calculations
by splitting the main control system into subsystems, and the use of acceleration tools
such as OPAL-RT’s ARTEMIS toolbox.

In addition, two advanced methods are introduced to increase the speed of simula-
tions. The first is co-simulation, which allows the simultaneous simulation of several
systems, including detailed models (DEM), or combinations of domains such as average
models (AVM) and phasor models (PhM) [6.1, 6.2]. The OPAL-RT simulator has mod-
ules such as eMEGASIM and ePHASORSIM, which allow the simulation of large-scale
networks and detailed power converters, respectively, allowing their interaction.

Phasor simulation, unlike time-domain simulation, simplifies mathematical models
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DOLPHIN DXH510

OP5600 SLAVE OP5600 MASTER

CO-SIMULATION

Figure 6.1: Co-simulation structure with both simulators. Each of them will simulate one part of
the system. The Master will simulate the ePHASORSIM simulation, and the slave will simulate the
eMEGASIM simulation [6.4].

by assuming linear behavior, allowing large systems to be solved quickly and steady-
state results to be obtained, although without capturing fast dynamics. For this reason,
it is used to model the network in this chapter. On the other hand, time domain
simulation allows modeling system dynamics, such as converter behavior, although
at the cost of higher computational resource consumption [6.3]. By combining and
interfacing the simulation of the converters in the time domain with the distribution
network modeled in the phasor domain through co-simulation, it is possible to analyze
the interaction between the converters and the control system, as well as their dynamics
in the context of the distribution network, achieving a detailed view that integrates
both perspectives.

Taking all the above into account, the test setup described in Appendix A.3 will be
used. This annex provides a detailed explanation on how to carry out such simulations
using two OP5600 simulators from OPAL-RT, together with a DOLPHIN synchroniza-
tion cable for co-simulation. The explanation covers both the hardware connections
and the simulation processes in the software, providing a complete understanding of
how the system operates and interacts during testing. Although in Appendix A.3
is explained, in Figure 6.1 the setup connection for the co-simulation between both
OPAL-RT simulators is shown for a better understanding of the concept. This work
belongs to a conference contribution (CP4) that can be find in the Appendix C [6.4].

6.2 Simulation Models

This section describes the systems used for the real-time simulations: the VSG
system, controlled by the SCAC system (see Figure 6.2), and the 2-area KUNDUR
system (see Figure 6.3), which represents an interconnected power grid. Their most
important parameters will be explained to facilitate the understanding of their behavior
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and the interaction between both systems during the simulations.

6.2.1 VSG Converter

The simulation model of the power converter control used in this chapter of the
thesis is the VSG system, based on the SCAC [6.5, 6.7]. This system will control from
a central controller two battery converters distributed within a DER, connected to a
Kundur-type grid. Both converters have the same nominal power capacity, as well
as identical filters and transformers, but are located at different distances from the
connection point, which introduces variations in the impedances of the feeders, thus
simulating real grid conditions. As explained above, the SCAC emulates the inertia
of a conventional synchronous generator from a central controller, sending angle and
voltage modulus references to each of the local converters, providing both frequency
and voltage stability to the power system [6.4, 6.5]. One of the key features of this
control system is the incorporation of a virtual admittance (Yi), which allows the



150 Real-Time Co-Simulation of Power Systems

Table 6.1: Power converter and VSG parameters.

POWER CONVERTER VSG
Variable Value Variable Value Variable Value

Converter Control system
Power 100 kVA VDC 750 V H 10 s
fsw 3.150 kHz VAC 400 Sn 200 kVA

Filter Kp 0.1
Lf1 777 µH Rd 0.5 Ω τ 1
Lf2 200 µH C 66 µF f 50 Hz

Transformer Rv 1.5 Ω
V1 400 V V2 20 kV Xv 0.7709 Ω

Lines Y1 0.4
L 0.76 H/km R 0.61 Ω/km Y2 0.6

Line1 0.6 km Line2 1 km Vg 400 V

injected power generation to be distributed among the different converters according
to their nominal capacity. This distribution is achieved by applying different weights
on the admittance according to the nominal power of each converter. In this way,
the converters respond optimally to variations in demand or disturbances in the grid,
adapting their power injection.

Figure 6.2 shows a schematic of the system in terms of the distribution of the con-
verters (a) and the control implemented within it (b) according to the model described
in [6.5]. In Table 6.1, the specific parameters of the converters used in the simulation
are detailed, including the values of the virtual admittances and the relevant electrical
parameters for the correct representation of their behavior. This model provides a
realistic view of how the stability of an electrical grid with multiple renewable energy
converters can be managed through inertia emulation and efficient power distribution.

6.2.2 Kundur 2 Areas Model

The power grid used for phasor simulation is known as the 2-area Kundur system.
This system represents an electrical grid composed of two distinct areas, each emulating
real electrical systems. The areas are interconnected by a weak link, which simulates the
usual connections found in real transmission networks, where geographically separated
areas communicate through high impedance transmission lines. In each of the areas
there are two generating units, each with a nominal capacity of 900 MVA and operating
at 20 kV. The transmission lines between the areas are operating at 230 kV, reflecting a
typical configuration of large-scale power grids, where power generation is transported
over long distances at high voltages. This configuration allows the analysis of stability
dynamics and disturbance behavior similar to real power grids.

In this model, the converters simulated in eMEGASIM are integrated into the sys-
tem through bus 8, as illustrated in Figure 6.3. Table 6.2 details the main parameters
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Table 6.2: Kundur 2 Areas parameters

Generator Parameters
Xd=1.8 Xq=1.7 Xl=0.2 X ′

d=0.3
X ′

q=0.55 X ′′
d=0.25 X ′′

q =0.25 Ra=0.0025
T ′
d0=8.0 s T ′

q0=0.4 s T ′′
d =0.03 s T ′′

q0=0.05 s
ASat=0.015 BSat=9.6 ΨT1=0.9 kD = 0

H=6.5 (for G1 and G2) H=6.174 (for G3 and G4)
Line Parameters

Impedances r=0.0001pu/km xL=0.001pu/km bC=0.00175pu/km
Powers and voltages

G1 P=8 pu Q=2.86 pu Et=1.03∠20.2°
G2 P=8 pu Q=4.28 pu Et=1.01∠10.5°
G3 P=7.16 pu Q=2.48 pu Et = 1.03∠− 6.8°
G4 P=7 pu Q=3.49 pu Et = 1.01∠− 17°

Bus 7 PL=8.56 pu QL=0.59 pu Qc=0 pu
Bus 8 PL=2.99 pu QL=0.59 pu Qc=0 pu
Bus 13 PL=22.73 pu QL=1.15 pu Qc=0 pu

BASE
S 100 MVA V 20 kV

of the network, providing a framework for understanding the interaction between the
generating units and the controlled converters. For more information on the charac-
teristics and specifications of this system, please refer to the reference provided [6.6].
This two-area Kundur grid model is widely used for power system stability studies and
testing of advanced controllers in interconnected grids.

6.3 Simulation Results

This section presents some of the results obtained from the co-simulation between
the two simulators, showing three scenarios: scenario 6.3.1) Power support, scenario
6.3.2) Frequency support and scenario 6.3.3) Voltage support. In each of these scenar-
ios, the power converter is connected to the 8 bus of the system. The power support
scenario 6.3.1) analyses the converter’s ability to inject active power in response to
system demands, adjusting its operation according to fluctuating load or generation.
In frequency support scenario 6.3.2), it is studied how the converter contributes to
stabilize frequency variations in the grid, emulating virtual inertia by means of VSG
control. Finally, voltage support scenario 6.3.3) evaluates the converter’s ability to
inject or absorb reactive power, in order to maintain adequate voltage levels at the
connection point (bus 8), depending on the system operating conditions.
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Table 6.3: Phasor voltages with phasor simulation and with cosimulation, adding converter dynamics
for cases A and B.

Voltages V1 V2 V3 V4 V5 V6

6.3.1

Phasor
1) 1.03 1.01 1.03 1.01 0.9921 0.9484
2) 1.0444 1.0243 1.0444 1.0243 1.0067 0.9618
3) 1.0381 1.0183 1.038 1.0179 1.0029 0.9621

Cosim
1) 1.03 1.01 1.03 1.01 0.9921 0.9484
2) 1.0443 1.0242 1.0442 1.0242 1.0065 0.9615
3) 1.0379 1.0181 1.0377 1.0177 1.0027 0.962

6.3.2

Phasor
1) 1.0303 1.0103 1.0304 1.0104 0.9924 0.9488
2) 1.0141 0.994 1.0141 0.9942 0.9741 0.9292
3) 1.0307 1.0107 1.0307 1.0107 0.9927 0.9491

Cosim
1) 1.0303 1.0103 1.0304 1.0104 0.9924 0.9487
2) 1.014 0.994 1.014 0.994 0.974 0.929
3) 1.0306 1.0106 1.0306 1.0106 0.9926 0.9490

Voltages V7 V8 V9 V10 V11 V12

6.3.1

Phasor
1) 0.9138 0.9146 0.93 0.9593 0.9975 0.8785
2) 0.9246 0.9255 0.9388 0.9714 1.0114 0.8775
3) 0.9304 0.9313 0.9364 0.9669 1.0057 0.8829

Cosim
1) 0.9137 0.9145 0.93 0.9594 0.9976 0.8783
2) 0.9245 0.9253 0.9387 0.9712 1.0112 0.8776
3) 0.9302 0.9311 0.9362 0.9667 1.0055 0.8830

6.3.2

Phasor
1) 0.9142 0.915 0.9304 0.9597 0.9978 0.8788
2) 0.8938 0.8959 0.9183 0.9449 0.9816 0.8738
3) 0.9145 0.9153 0.9307 0.96 0.9961 0.8792

Cosim
1) 0.914 0.914 0.9302 0.9596 0.9977 0.8786
2) 0.8937 0.8957 0.9182 0.9448 0.9814 0.8736
3) 0.9144 0.9151 0.9306 0.959 0.996 0.879

6.3.1 Power Support

In this first scenario, the active and reactive power set-points are set to control
the power injected into the grid. To demonstrate one of the main features of the
co-simulation, a phasor simulation was performed where only the bus voltages are
shown. In ePHASORSIM, the load is modified without including dynamics, achieving
practically the same steady-state results as when dynamics are introduced, as seen in
Figure 6.4 a) and b).

Additionally, Table 6.3, which is at the end of the chapter, presents a summary of
the steady-state results for the bus voltages in per-unit (p.u.) for three specific cases,
both with phasor simulation and co-simulation: 1) when no power is injected, 2) when
100 kW of active power is injected, and 3) when 50 kVar of reactive power is injected.
These results are assumed to be representative for the other scenarios.
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Figure 6.4: a) Voltages in p.u. of all buses of KUNDUR2AREA model without co-simulation, just
phasor simulation. b) Voltages in p.u. of all buses of KUNDUR2AREA model with co-simulation,
introducing the dynamics of c) and d). c) Active power injection of VSG system. d) Reactive power
injection of VSG system.

Figure 6.4 a) and b) show the different bus voltages in p.u., with particular attention
to V8, which is the voltage at the connection point of the power converter and is used
to construct the local three-phase voltage in eMEGASIM. As can be seen in Fig. b)
and c), the injection of 100 kW of active power at 10 s and 50 kVar of reactive power
at 25 s into the grid increases the voltage. As mentioned earlier, the power is unevenly
distributed between the two converters, with the first converter supplying 60% and the
second one the remaining 40%, by means of the virtual admittance weights.

6.3.2 Frequency Support

In this scenario, a frequency variation is induced by a load change in the grid.
Similar to case 6.3.1, to demonstrate one of the main features of co-simulation, a
phasor simulation has been performed in which only the bus voltages are shown. In
Fig. 6.5 a), the voltage at each bus during the phasor simulation is observed, while in
Figure 6.5 b), the result of the co-simulation is presented, with a special focus on bus
V8, which is the connection point of the power converter.

However, in this case, the system’s dynamics do not change significantly because
the power injected by the converter is small compared to the total grid power. In Table
6.3, which is at the end of the chapter, presents a summary of the steady-state voltage
at different points, and the final results are seen to be equivalent in both the phasor
simulation and the co-simulation.

As the load increases, a general voltage drop occurs across the grid, which also leads
to a frequency reduction, as seen in Figure 6.5 c), where a negative frequency variation
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Figure 6.5: a) Voltages in p.u. of all buses of KUNDUR2AREA model without co-simulation, just
phasor simulation. b) Voltage in p.u. of all buses of KUNDUR2AREA model. c) Frequency variation
provoked by a load change. d) Active power injection of VSG system.

appears. This frequency drop triggers the VSG system, which injects active power into
the grid in an attempt to compensate for the frequency variation, as shown in Figure 6.5
d). This behavior reflects the ability of the VSG system to provide frequency support,
helping to stabilize the grid during disturbances.

6.3.3 Voltage Support

In this scenario, a voltage sag is induced in the power grid at 3 s, with a duration of
0.5 s, in order to assess the performance of the VSG control system. Until this point,
the control system had been operating like a grid-feeding converter, meaning it simply
injected the generated power into the grid without compensating for voltage variations.
However, to mitigate the observed voltage sag, a Q-V droop controller must be included
in the reactive power loop so the system can inject reactive power to compensate for
the voltage drop, thus behaving like a grid-supporting controller.

The Q-V droop used in this implementation follows equation (6.1), which establishes
the relationship between the voltage and the reactive power injected into the system:

V = (0.95− 0.95− 0.85

20 · 104 (Q+ 20 · 104)) · 400 (6.1)

Figure 6.6 a) shows the voltage evolution at the main buses of the system, with
special attention to bus V8, which is directly connected to the power converter. After
implementing the Q-V droop controller, the system begins to follow the relationship
defined in equation (6.1), injecting reactive power into the system to counteract the
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Figure 6.6: a) Voltage in p.u. of all buses of KUNDUR2AREA model, where a 0.85 p.u. voltage sag
appears. b) Reactive power injection due to the voltage variation.

voltage sag. This behavior can be clearly seen in Figure 6.6b), where the reactive
power injection is evident, and the voltage drop is compensated, helping to stabilize
the system.

6.4 Conclusion

In this chapter, the procedure for conducting a co-simulation between two OPAL-
RT simulators is thoroughly explained. The simulators used in this process are
eMEGASIM, which facilitates detailed time-domain system simulation, and ePHA-
SORSIM, which operates in the phasor domain. By combining both simulators, it
becomes possible to simulate large and complex systems that would otherwise demand
a significant amount of real-time computational resources. This approach also allows
the incorporation of dynamic effects into the phasor-domain simulation, providing more
accurate and realistic results in scenarios where system behaviors are time-dependent.

To illustrate the effectiveness of the co-simulation approach, a comparison between
phasor-domain simulation and co-simulation is conducted, specifically focusing on cases
A and B. The comparison highlights the differences in system performance, showing
how the dynamics of the system are captured more precisely in co-simulation, even
when phasor simulation is used for steady-state analysis. Three fundamental scenarios
have been simulated to evaluate the behavior of the system under different conditions:
6.3.1) injecting arbitrary power into the grid to observe power flow and stability, 6.3.2)
injecting active power for frequency compensation to support grid stability during
fluctuations, and 6.3.3) injecting reactive power for voltage compensation to stabilize
voltage levels in the grid. These simulations showcase how the co-simulation approach
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can effectively model the performance of power systems and the interactions between
different grid-supporting functions.
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Chapter 7

Conclusion and Future Works

7.1 Conclusiones

Las conclusiones de esta tesis sintetizan los aportes realizados en el análisis, desar-
rollo e implementación de sistemas DER y su integración eficiente en redes eléctricas
modernas. Además, reflejan el avance significativo logrado en el análisis, desarrollo e
implementación de sistemas de Generadores Sincrónicos Virtuales (VSG) basados en
el Sistema de Control de Ángulo Central Sincrónico (SCAC). Estos sistemas han sido
diseñados con el objetivo de mejorar la estabilidad y eficiencia en DER, integrando
de manera efectiva fuentes de enerǵıa renovable, como la solar y eólica, con la capaci-
dad de adaptación a las fluctuaciones de la red. Dichos sistemas se implementaŕıan
a través de sistemas PMS, o para ser más precisos, de cara a su implementación in-
dustrial, a través de PPC, que permitan cumplir con las normativas actuales, como la
norma EN.50459 en Europa. A través de este trabajo, se ha demostrado que el SCAC
puede ser una solución viable para garantizar la estabilidad y optimización en redes
eléctricas modernas. Las principales contribuciones de esta tesis, como se presentan
posteriormente en el documento, se enumeran a continuación.

• Caṕıtulo 2: el estado del arte desarrollado en esta tesis doctoral resalta la
importancia de los DER y la necesidad de una gestión eficiente de la enerǵıa
a través de los PMS, integrados en PPCs. Se ha hecho una revision de las
principales caracteristicas de estos, aśı como la normativa vigente que estos deben
cumplir. A lo largo del análisis de los modos de interfaz entre convertidores y
la red, y de los VSG, se discuten los componentes clave para una integración
adecuada de las plantas distribuidas en el sistema eléctrico, con especial énfasis
en el sistema SCAC, que constituye el pilar central de esta tesis. Asimismo,
se abordan los desaf́ıos que presentan las comunicaciones en el sistema SCAC,
proponiendo soluciones para compensar los retrasos de comunicación, un aspecto
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crucial para la estabilidad y eficiencia del control. Además, se examina el estado
del arte en la compensación de variaciones de rampas, detallando los sistemas
más utilizados. En este contexto, también se analizan los sistemas aplicados a la
generación de hidrógeno verde, tanto desde la perspectiva de la generación como
del control del electrolizador, subrayando su relevancia en el actual proceso de
transición energética y sostenibilidad. Con este analisis se obtiene una base sólida
para la comprensión del trabajo presentado.

• Caṕıtulo 3: el sistema SCAC se presenta como una solución para la operación
centralizada de diferentes sistemas de generación distribuida, siendo capaz de
emular las caracteŕısticas dinámicas de los generadores śıncronos convencionales,
proporcionando soporte a la red, en condiciones de inestabilidad. Para ello se
ha detallado su modelo dinámico asi como el desarrollo de una modelización
matemática detallada del mismo. Dichos modelos permiten una evaluación pre-
cisa de su comportamiento dinámico bajo distintos escenarios operativos. Este
modelado ha sido clave para adaptar el SCAC a diversas configuraciones de red
y ha permitido que los sistemas de generación distribuidos gestionados por el
controlador central puedan operar de manera coordinada, proporcionando so-
porte tanto en la regulación de frecuencia como de tensión. Asimismo, el uso
de esta modelización permitió identificar las fortalezas del SCAC en términos de
flexibilidad, tanto en redes conectadas como en microrredes aisladas.

• Caṕıtulo 4: en el ámbito industrial, la tesis abordó con éxito la implementación
del SCAC en convertidores comerciales, superando desaf́ıos significativos, como
los asociados a la falta de acceso a las variables internas de estos dispositivos y los
retrasos en la comunicación. La capacidad de mitigar estos retrasos mediante el
uso de métodos avanzados como el predictor de Smith fue uno de los principales
avances. Se realizaron pruebas experimentales y simulaciones que mostraron
que el sistema SCAC puede compensar eficazmente los retrasos de comunicación
de hasta 75 ms, asegurando la estabilidad operativa incluso en redes complejas.
Además, se realizó un estudio de estabilidad, para comprender mejor el sistema de
compensación de retrasos, mostrando como su implementación, desplaza los polos
y ceros a la izquierda, mejorando la respuesta y estabilizando el sistema. Este
resultado es de gran relevancia, ya que permite que los convertidores comerciales,
que son esenciales en aplicaciones industriales, operen bajo el control centralizado
del SCAC sin comprometer la estabilidad de la red.

• Caṕıtulo 5: otra contribución importante de este trabajo fue la implementación
del SCAC en la gestión de sistemas de generación fotovoltaica, donde se destacó
el uso de técnicas avanzadas para la compensación de rampas de generación. En
sistemas solares, la variabilidad en la generación es un reto constante, y la ca-
pacidad del SCAC para ajustar de manera dinámica la potencia activa y reactiva,
aśı como para mitigar los cambios abruptos en la producción, resulta clave para
evitar inestabilidades en la red. Para ello, además se tomó como ventaja en la
implementación los pesos de distribución que disponen las admitancias virtuales
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de cada uno de los controladores locales, para desarrollar un algoritmo que ayude
a compensar la rampa de generación solar de manera local. Este enfoque permitió
mejorar el rendimiento de las plantas fotovoltaicas, maximizando su integración
en el sistema eléctrico y reduciendo la necesidad de recurrir a fuentes de respaldo
no renovables.

En cuanto a la producción de hidrógeno verde, la tesis también logró avances sig-
nificativos. Se utilizó el sistema SCAC para crear una red aislada, con un control
centralizado para controlar los sistemas DEG, teniendo en cuenta los posibles re-
trasos de comunicación en su control, asi como su compensación. Además, se ha
utilizado un controlador droop dual que permite una mejor gestión de la demanda
de enerǵıa por parte de estos equipos en función de la disponibilidad de enerǵıa
renovable, optimizando la operación de los electrolizadores. Este enfoque no solo
mejora la eficiencia del proceso de electrólisis, ya que ayuda a que no se detenga
la producción de hidrógeno, adaptándose su consumo a la enerǵıa disponible, ac-
tuando como una carga flexible, sino que también abrió nuevas posibilidades para
la producción de hidrógeno verde en microrredes y sistemas aislados, lo cual es
esencial para la transición hacia un sistema energético más sostenible. Los resul-
tados mostraron que el SCAC puede mantener la estabilidad operativa incluso en
condiciones de variabilidad extrema en la generación renovable, lo que refuerza
su aplicabilidad en el sector del hidrógeno verde.

• Caṕıtulo 6: además de las contribuciones en control y optimización, este tra-
bajo también propuso una novedosa metodoloǵıa de cosimulación que combina
simulaciones en dominios temporales y fasoriales. Esta metodoloǵıa permitió
evaluar de manera precisa el rendimiento del sistema bajo condiciones operativas
relativamente realistas, lo que facilita el análisis de la interacción entre el SCAC
y los convertidores distribuidos en escenarios de generación renovable. La cosim-
ulación puede destacarse como una herramienta clave para validar el diseño, no
solo del SCAC, sino de cualquier sistema que quiera implementarse en una red
real, debido al procedimiento explicado, siendo un buen aporte metodológico a
la literatura cient́ıfica.

Los experimentos y simulaciones presentados en esta tesis validaron la eficacia del
SCAC para gestionar redes eléctricas distribuidas, proporcionando resultados satis-
factorios incluso con la inclusión de retrasos de comunicación. El éxito de su imple-
mentación en escenarios experimentales refuerza su viabilidad para aplicaciones a gran
escala, tanto en plantas solares como en sistemas de generación de hidrógeno verde.

En resumen, las conclusiones de esta tesis demuestran que el SCAC representa una
solución robusta y flexible para la gestión de redes eléctricas modernas con alta pen-
etración de enerǵıas renovables. Su capacidad para coordinar múltiples sistemas de
generación distribuida, optimizar el uso de recursos energéticos y garantizar la estabil-
idad de la red abre nuevas oportunidades de investigación y desarrollo en el campo de
los sistemas energéticos.
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7.2 Conclusions

The conclusions of this thesis synthesize the contributions made in the analysis,
development and implementation of DER systems and their efficient integration in
modern power grids. Furthermore, they reflect the significant progress achieved in the
analysis, development and implementation of Virtual Synchronous Generator (VSG)
systems based on the Synchronous Central Angle Control (SCAC) system. These
systems have been designed with the objective of improving stability and efficiency in
DER, effectively integrating renewable energy sources, such as solar and wind, with
the ability to adapt to grid fluctuations. Such systems would be implemented through
PMS systems, or to be more precise, in view of their industrial implementation, through
PPC, which would allow compliance with current regulations, such as the EN-50459
standard in Europe. Through this work, it has been demonstrated that SCAC can be
a viable solution to guarantee stability and optimization in modern electricity grids.
The main contributions of this thesis, as presented later in the paper, are listed below.

• Chapter 2: the state of the art developed in this doctoral thesis highlights
the importance of the DER and the need for an efficient energy management
through the PMS, integrated in the PPCs. A review has been made of the main
characteristics of these, as well as the current regulations that they must com-
ply with. Throughout the analysis of the interface modes between converters
and the grid, and of the VSGs, the key components for an adequate integration
of distributed plants in the electrical system are discussed, with special empha-
sis on the SCAC system, which constitutes the central pillar of this thesis. It
also addresses the challenges presented by communications in the SCAC system,
proposing solutions to compensate for communication delays, a crucial aspect for
control stability and efficiency. In addition, the state of the art in ramp variation
compensation is examined, detailing the most widely used systems. In this con-
text, the systems applied to green hydrogen generation are also analyzed, both
from the perspective of generation and control of the HE, highlighting their rele-
vance in the current process of energy transition and sustainability. This analysis
provides a solid basis for the understanding of the work presented.

• Chapter 3: the SCAC system is presented as a solution for the centralized
operation of different distributed generation systems, being able to emulate the
dynamic characteristics of conventional synchronous generators, providing sup-
port to the grid under unstable conditions. For this purpose, its dynamic model
has been detailed, as well as the development of a detailed mathematical modeling
of the same. These models allow an accurate assessment of their dynamic behav-
ior under different operating scenarios. This modeling has been key to adapting
the SCAC to different network configurations and has allowed the distributed ge-
neration systems managed by the central controller to operate in a coordinated
manner, providing support in both frequency and voltage regulation. Further-
more, the use of this modeling allowed the strengths of the SCAC in terms of
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flexibility to be identified, both in connected grids and in isolated ADNs.

• Chapter 4: at the industrial level, the thesis successfully addressed the imple-
mentation of SCAC in commercial converters, overcoming significant challenges,
such as those associated with the lack of access to the internal variables of these
devices and communication delays. The ability to mitigate these delays through
the use of advanced methods such as the Smith predictor was a major break-
through. Experimental tests and simulations showed that the SCAC system can
effectively compensate for communication delays of up to 75 ms, ensuring op-
erational stability even in complex networks. In addition, a stability study was
performed to better understand the delay compensation system, showing how its
implementation shifts the poles and zeros to the left, improving the response and
stabilizing the system. This result is of great relevance, as it allows commercial
converters, which are essential in industrial applications, to operate under the
centralized control of the SCAC without compromising the stability of the grid.

• Chapter 5: another important contribution of this work was the implemen-
tation of SCAC in the management of PV generation systems, where the use
of advanced techniques for generation ramp compensation was highlighted. In
solar systems, generation variability is a constant challenge, and the ability of
SCAC to dynamically adjust active and reactive power, as well as to mitigate
abrupt changes in production, is key to avoid grid instabilities. To this end,
the distribution weights provided by the virtual admittances of each of the local
controllers were also taken as an advantage in the implementation, to develop
an algorithm that helps to compensate the solar generation ramp locally. This
approach improved the performance of the photovoltaic plants, maximizing their
integration into the electricity system and reducing the need to resort to non-
renewable backup sources.

In terms of green hydrogen production, the thesis also made significant progress.
The SCAC system was used to create an isolated grid, with centralized control to
control the DEG systems, taking into account possible communication delays in
their control, as well as their compensation. In addition, a dual droop controller
has been used to better manage the energy demand of this equipment according
to the availability of renewable energy, optimizing the operation of the HEs. This
approach not only improves the efficiency of the electrolysis process, as it helps to
ensure that hydrogen production does not stop, adapting its consumption to the
available energy, acting as a flexible load, but also opened new possibilities for the
production of green hydrogen in ADNs and isolated systems, which is essential
for the transition towards a more sustainable energy system. The results showed
that SCAC can maintain operational stability even under conditions of extreme
variability in renewable generation, which reinforces its applicability in the green
hydrogen sector.

• Chapter 6: furthermore, to the contributions in control and optimization, this
work also proposed a novel co-simulation methodology combining time-domain
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and phasor domain simulations. This methodology allowed accurate assessment
of system performance under relatively realistic operating conditions, which facil-
itates the analysis of the interaction between SCAC and distributed converters in
renewable generation scenarios. Co-simulation can be highlighted as a key tool to
validate the design, not only of the SCAC, but of any system to be implemented
in a real grid, due to the procedure explained, being a good methodological con-
tribution to the scientific literature.

The experiments and simulations presented in this thesis validated the effectiveness
of SCAC for managing distributed power grids, providing satisfactory results even
with the inclusion of communication delays. The success of its implementation in
experimental scenarios reinforces its viability for large-scale applications, both in solar
plants and in green hydrogen generation systems.

In summary, the conclusions of this thesis demonstrate that SCAC represents a
robust and flexible solution for the management of modern power grids with high
renewable energy penetration. Its ability to coordinate multiple distributed generation
systems, optimize the use of energy resources and guarantee grid stability opens up
new opportunities for research and development in the field of energy systems. The
future of SCAC, especially in green hydrogen production and integration with energy
storage technologies, promises to continue to deliver innovative solutions for a cleaner
and more efficient energy system.
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7.3 Future Work

This thesis work has addressed the key aspects of the SCAC control system and its
application to hybrid PV plants. However, not all the work is done, as several oppor-
tunities for future research remain. This chapter describes possible future directions
and areas for improvement, considering current trends and technological advances.

1. SCAC System Optimization Using Synchrophasors and GPS Clock: in
line with what was raised in Chapter 4, a logical extension would be to go deeper
into reducing the use of physical sensors by reconstructing signals, taking ad-
vantage of technologies such as Synchrophasors. The use of a synchronized GPS
clock would allow more accurate measurements to be obtained in distributed
systems, improving the fidelity of MODBUS TCP signals and allowing effective
synchronization of converters. The practical implementation of this system, both
in simulated scenarios and in real environments, would be a significant contribu-
tion to the control and monitoring of SCAC systems with minimal sensors.

2. Adaptation to network codes: currently the SCAC system has been analyzed
in terms of its operation, for a possible integration in a PMS system. However,
for integration in real systems connected to the grid, through PPCs, it must be
taken into account and a suitable parametrization must be carried out to comply
with the different grid code conditions, as shown in Sections 1 and 2.

3. Implementation of Distributed Controllers in Real Systems: the integra-
tion of the SCAC system in real converters, either in off-grid or grid-connected
configurations, could provide key experimental data on system performance. This
would allow experimental validation of the theory and simulations presented in
the thesis, identifying the advantages and limitations of the implementation in
real operating conditions. Furthermore, the interaction between central and lo-
cal controllers could be explored, optimizing multilevel control for different dis-
tributed generation scenarios.

4. Improved Delay Compensation Systems: considering the challenges related
to communication delays, an interesting line of research would be to explore new
compensation techniques, such as the Scattering Transform. This method is less
dependent on accurate plant modeling and could offer a more robust solution
in distributed systems where communication delays vary unpredictably. Imple-
menting and experimentally testing this type of compensation would improve the
stability and responsiveness of the SCAC system.

5. Adaptation of the Communication Delay Ramp Compensation Sys-
tem: although a ramp-rate compensation system has been developed, the effects
of communication delays on its performance have yet to be considered. Experi-
mental tests integrating these conditions would allow optimization of the system.
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In addition, further study of the optimal distribution of weights between conver-
ters could improve efficiency and reduce operating costs, making the system even
more competitive and viable on a large scale.

6. Experimental Testing for Green Hydrogen Generation: the green hydro-
gen generation system described in Chapter 4 could be evaluated under different
communication scenarios, including variable delays. Experimental testing would
allow analyzing the performance under real conditions, optimizing both central-
ized and local control. An interesting alternative would be to eliminate local
controllers, sending commands directly from the central controller, which would
simplify the system architecture, but would also require robust solutions for de-
lays.

7. Extension of the Co-Simulation Setup for Contingency Studies: taking
advantage of the co-simulation setup described in Chapter 6, the model could be
extended to simulate various contingencies, such as those described in European
grid codes, in both grid-connected and grid-forming operating scenarios under
isolated bus conditions. This extension would allow validation of system behavior
in failure situations, ensuring robustness and regulatory compliance in different
operational contexts.

These future research directions would not only complement the work developed
in this thesis, but would also broaden the scope of applications of SCAC and VSG
systems in real environments, helping to optimize their integration in electricity grids
with high levels of renewable energy penetration.



Appendix A

Laboratory Setup

A.1 Introduction

This appendix describes the different setups used for the tests carried out in the
context of this thesis. First, the setups used in the experimental tests carried out at the
University of Oviedo will be detailed. With this setup, significant contributions JP1
and CP1 were obtained [A.1, A.2]. Subsequently, the setup used in the facilities of the
Luxembourg Institute of Science and Technology (LIST) during the three-month stay,
which took place from September to December 2023, will be presented. A contribution
[A.3] was obtained from this stay (CP4).

A.2 University of Oviedo Setup

The experimental setup used in some of the tests carried out during this thesis
work at University of Oviedo headquarters will be detailed. These tests have focused
on the evaluation of control systems by means of HIL and PHIL simulation techniques,
using a real-time simulator. For this purpose, a Speedgoat Performance Real-Time
Target Machine has been used, which acts as the control and simulation core. The
simulator is connected via the MODBUS TCP communications protocol to a commu-
nications switch, which in turn is connected to two dc bi-directional CNG converters
(BDC), which allow real-time power exchange. This configuration not only facilitates
the dynamic interaction between the simulated model and the real hardware, but also
allows the accurate validation of the control algorithms and the evaluation of the con-
verters’ behavior under different operating conditions. Before dealing in detail with
the interconnection and communication between these elements, a brief but compre-
hensive description of each of the components used in the experimental setup will be
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Figure A.1: Speedgoat Performance Real-Time Target Machine.

presented. This includes the Speedgoat simulator, the CNG converters, the commu-
nication interfaces, and other auxiliary equipment used for testing. Subsection 3 will
shown the configuration setup used for estimating the communication delay due to
communications and also, the setup for the experimental tests is going to be shown
and explained.

A.2.1 Experimental Elements

This subsection will review the different elements used in the experimental setup,
with the objective of understanding the nature and function of each one, as well as their
integration in the overall system. This will allow to understand how each component
contributes to the correct functioning of the system and its role within the real-time
control and simulation scheme.

A.2.1.1 Speedgoat

The simulator used in the test setup of this thesis is a Speedgoat Performance
Real-Time Target Machine [A.4], which is a real-time platform designed to run com-
plex control models in industrial applications, such as power converter control. This
system is used in this thesis to perform PHIL simulations, allowing real-time inter-
action between the physical hardware and the simulation models. This simulator is
shown in Figure A.1.

In this case, the simulator remotely controls two CNG converters in real time,
using the MODBUS TCP communications protocol, through an IO753 MODBUS client
module (see Figure A.2) [A.5]. This integration facilitates the simulation and control
of the converters under various operating conditions, the control system in a safe and
flexible environment prior to field deployment. The simulator’s ability to operate in real
time allows the validation of the SCAC control algorithm and its stability verification,
including the addition of communication delays and their compensation.
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Figure A.2: Speedgoat MODBUS TCP Connections.
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Figure A.3: Communication switch interconnecting Speedgoat, IO753, CNG1 and CNG2 with con-
trol system on computer [A.6].

A.2.1.2 Communication Switch

The Catalyst 2960 Plus Series SI is a communications switch used for the experi-
mental tests of this thesis work, which functions as a gateway for the interconnection of
multiple Ethernet devices within a unified network [A.6]. This switch allows all devices
to be efficiently integrated, enabling fast and reliable communication between them.
Its main function is to manage and distribute the data traffic between the connected
devices, ensuring continuous and stable communication.

In the experimental setup, this switch connects the Speedgoat simulator, in charge
of performing the real-time simulations, the IO753 module, which is used to manage
the MODBUS TCP communications, and the BDC. In addition, it is also linked to
the computer, which connects to the system via WiFi, allowing remote access for
monitoring and control of the tests. This can be seen in Figure A.3. By centralizing
connections, the switch ensures that all devices can interact on a shared network,
facilitating data flow and ensuring efficient management of the control system.

Thanks to the switch ’s ability to handle multiple connections simultaneously, it
is possible to work with multiple devices in a coordinated manner, which optimizes
overall system performance. This is essential for HIL and PHIL testing, where accuracy
and synchronization in data transmission are so important for proper validation of
controlled models and devices.
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Figure A.4: Cinergia B2C-30 used for experimental setup.
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Figure A.5: 2x BDC interconnected. CNG1 working as voltage source and CNG2 as power source.

A.2.1.3 Cinergia Converters

The Cinergia B2C-30 bidirectional power supply is a highly versatile 30 kW DC
power converter, which offers various control functionalities, such as voltage, current,
power and resistance control (see Figure A.4). This equipment is ideal for multiple
applications, being able to be used as a battery charger, battery emulator, and even as
a solar panel emulator. Its flexibility makes it a key tool for the emulation and testing
of energy storage and distributed generation systems.

The converter has several control options. It offers three independently controllable
phases, which can be integrated in parallel to achieve maximum source power, or in
a independent way, being able to use each phase independently. In addition, it can
be operated in unipolar or bipolar mode. In unipolar mode, each phase has its own
independent neutral, while in bipolar mode, two phases share a neutral at the midpoint.
Figure A.5 shows a schematic of the hardware used for the experimental tests, where
it can be seen that CNG1 operates independently and unipolar mode, while CNG2
operates independently and unipolar, although these mode can be changed as desired.
To emulate the behavior of three converters, the three phases of CNG2 are configured
as power sources and CNG1 emulated each of them a battery, simulating the behavior
of the SCAC system.
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In terms of software control modes, each of the phases of CNG1 is configured
as a battery emulator, in charge of accepting or ceding the active power demanded
by the control system, which comes from each of the CNG2 phases. The reactive
power control is managed by injecting or absorbing reactive power in the power supply
network of each of the converters, although this function is limited by the use of only
two converters in this configuration.

This converter also allows remote control through a client program provided with
the equipment, which facilitates the configuration and adjustment of the different oper-
ating modes. In addition, it can be operated by digital or analogue signals, functioning
as a power amplifier. In this thesis work, the control is carried out mainly by MODBUS
TCP, configuring the read and write registers in the Speedgoat simulator. Although
the primary control is carried out by external software, the initial conditioning of the
equipment is carried out using the CNG client for convenience, although it would also
be possible to implement an initial configuration from Matlab for greater automation.

A.2.2 Experimental Setup

This section explains how the different elements used in the real-time experimental
tests are interconnected. Two different configurations or setups will be described.
The first one is focused on measuring communication delays. The idea is to capture
these delays, model them and then integrate them into the control system in order to
compensate for them. For this test, the same components are used as in the second
setup, with one important difference: here only one converter is used instead of two.
This allows us to better isolate the response times and to understand more clearly how
the communication between the Speedgoat simulator and the converter is affected.

The second setup is for PHIL testing, where both CNG converters are used. In this
case, the complete system, which also includes the switch and the Speedgoat simulator,
is tested to validate how the hardware and the simulated model interact in real time.
This setup allows us to observe the behavior of the system in more complex situations,
similar to real power grid conditions.

A.2.2.1 Delay Measurement

To measure the communication delay between the control system and the conver-
ters, the scheme shown in Figure A.6 is used. During the real-time simulation run,
two signals are sent: a digital square reference signal of 0.25 Hz has been supplied
simultaneously to the current converter set-point, so it can be used as a trigger signal
in an external scope that also captures the output current response. The digital sig-
nal is taken as a reference for the exact time of sending, while the MODBUS signal
corresponds to the current command that activates the converter.

The communication delay is measured using an oscilloscope. This instrument will
capture both the digital signal and the current signal measured at the converter termi-
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Figure A.6: Setup for delay measurement [A.2, A.1].
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Figure A.7: Setup for HIL and PHIL experimental tests. The control design is made on Matlab
and executed in the real-time Speedgoat target. The converters are controlled by writing/reading
published MODBUS/TCP variables [A.2, A.1].

nals. Assuming that the internal control of the drive is sufficiently fast, the difference
between the reference signal and the reading at the drive terminals will be interpreted
as the communication delay time, i.e. the time from sending the signal to its reception
and execution by the drive.

A.2.2.2 HIL Setup

The real-time tests were carried out following the scheme presented in Figure A.7,
where the interconnection between the two BDC, the Gateway and the real-time sim-
ulator can be observed. The simulation is loaded into the Speedgoat system through
Matlab/Simulink, using MODBUS TCP communications to send and receive signals
between the different components of the system.

The simulator, through the IO753 module, is responsible for transmitting read and
write signals to each of the drives via the MODBUS TCP protocol. These signals allow
the converters to receive the power control commands generated by the simulation (val-
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Figure A.8: Co-simulation structure with both simulators. Each of them will simulate one part of
the system. The Master will simulate the ePHASORSIM simulation, and the slave will simulate the
eMEGASIM simulation [A.3].

ues of Pref1, Qref1, Pref2, Qref2), which correspond to the active and reactive power
references for each phase. As explained above and as can be seen in the schematic,
the CNG2 system operates with the three phases acting as power sources. This allows
emulating the power demanded by the control system, where the converters respond
to the orders received from the simulation. In this configuration, CNG1 operates as a
battery on each phase, operating in battery emulation mode to simulate the delivery
and storage of energy, which facilitates the evaluation of the behavior of the control
system under different load and demand conditions.

A.3 LIST Setup

The experimental setup used at the Luxembourg Institute of Science and Techno-
logy (LIST) will be presented in detail. The tests are mainly focused on the real-time
co-simulation procedure of the system underlying this thesis, in conjunction with a
real power grid. This co-simulation [A.7] has the particularity of operating in different
domains, simulating the SCAC control system in the time domain and the real grid in
the phasor domain. To carry out this process, two OPAL RT simulators will be used:
one in the time domain, based on eMEGASIM, and the other in the phasor domain,
using ePHASORSIM. The synchronization between the two simulators will be done by
means of a DOLPHIN cable. Therefore, a brief explanation of each of the simulators
and the cable, as well as the simulation execution procedure, will be given. Figure A.8
shows the main scheme used for the simulations.
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Figure A.9: OP5600 simulator from OPAL RT.

A.3.1 Simulation Elements

This subsection will review the different elements used in the co-simulation setup,
with the objective of understanding the nature and function of each one, as well as
their integration in the overall system. Also, the software elements and configuration
for the co-simulation is reviewed .

A.3.1.1 OPAL RT OP5600

OP5600 simulators from OPAL-RT are advanced tools designed to perform real-
time simulations of complex systems, such as electrical power systems and control sys-
tems, which makes them essential for laboratory tests such as those used in this thesis.
Thanks to their ability to emulate in real-time, they allow studying the behavior of
systems under realistic conditions, being especially useful for validating controllers and
performing HIL tests (see Figure A.9). The OP5600 combines multi-core processors
and Field Programmable Gate Arrays (FPGA) technology, allowing it to handle de-
tailed models with high temporal accuracy. In addition, its ability to connect to other
laboratory equipment via various interfaces (such as Ethernet or PCI Express) makes
it very flexible and adaptable to different test scenarios. These simulators are compat-
ible with specialized software based in RT-LAB, such as eMEGASIM ePHASORSIM,
which facilitates the joint simulation of electrical and control systems in different do-
mains, or even HYPERSIM, a new powerful simulation tool. Therefore, this simulator
is a versatile tool that allows accurate and detailed simulations.

A.3.1.2 Dolphin Interface

Dolphin interface (DXH510) is a technology used for real-time simulations, as the
OPAL-RT simulators, in order to facilitate the co-simulation of complex systems. This
interface builds a bridge between different simulators, allowing the synchronization of
data between them. In OPAL-RT context, DXH510 is used for integrating real-time
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Figure A.10: Connection between the two OP5600 real-time simulator.

control systems with models of electrical power systems. To configure Dolphin, it is
important to make the physical connection between both simulators correctly, following
the instructions provided in the OPAL-RT manuals. A small scheme of the connection
is depicted in Fig. A.10.

A.3.2 Simulation Process

Two OP5600 simulators have been used for simulations, as shown in Figure A.11,
controlled by Matlab version 2017a and OPAL RT-LAB version 2019.2.3.176. Each
simulator will run a different type of simulation. In the case of the OP5600 slave,
the simulation will run on eMEGASIM, and in the case of the master, the simulation
will run on ePHASORSIM. Both simulations will be synchronized using the DOL-
PHIN DXH510 communication cable. As is depicted in Figure A.11 a), to perform
any simulation on any of the simulators, it is needed to follow the model structure.
The model in each simulator, must include a subsystem called “SM NAME”, where
M, besides S indicates that it is the master model, and slave model respectively. From
here, the monitoring signals will go to “SC NAME”, where the real-time signals can
be monitored. Furthermore, this same system can also be used as a simulation control,
sending different set-points to the simulated model, changing parameters in real time.
Considering this, a brief explanation of each simulator as well as the interface is per-
formed in this section, to merge both in an unique model of co-simulation, explaining
the procedure.

A.3.2.1 eMEGASIM

EMEGASIM is a real time simulator from OPAL-RT Technologies. This simulator
is a tool specifically designed for the analysis and simulation of power systems in real
time.With the ability to simulate complex electric power systems, including distribution
grids, transmission systems and renewable energy generation, eMEGASIM is widely
used in research, development and validation of electric power technologies [A.8]. It
is important to highlight, that for performing a real-time simulation its mandatory to
use a discrete simulation with the POWERGUI block.
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Figure A.11: a) Real-time simulation structure for eMEGASIM or ePHASORSIM, using POWER-
GUI and Model Initialization blocks respectively. b) Co-simulation structure with a Master subsystem
based in ePHASORSIM and a Slave subsystem based in eMEGASIM. Both subsystem will share data
through the Dolphin interface. Furthermore, the SC HMI block will monitor some signals, and also it
will send some set-points to the simulators.

A.3.2.2 ePHASORSIM

EPHASORSIM is a real-time simulator also developed for OPAL-RT Technologies.
This simulator is used for carrying out real-time simulation of electrical power systems
based on phasors [A.9]. It allows to model and analyze those system in large-scale,
including transmission and distribution lines, as well as including different generation
elements. This tool can be crucial in the research and development of different tech-
nologies. To perform a simulation in ePHASORSIM, the model of the grid must be
included in the “.xls” template with the input and outputs of the system, and a “.raw”
file with all the characteristics of the system, and it must be included in the solver
RT-LAB block to work (this configuration will depend on the simulator version). The
model initialization block is important to include all the simulation characteristics and
parameters of both simulations. In Figure A.11 a), a scheme example is shown.

A.3.2.3 Co-Simulation

In order to carry out the co-simulation between the two simulators, specific steps
must be followed. First, for the system addressed in this article, the structure de-
picted in Figure A.11 b) will be followed. In this environment, the master simulator
is implemented in ePHASORSIM, which exchanges data with the slave simulator in
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eMEGASIM through the Dolphin interface, as previously mentioned. Due to both sys-
tems are set in parallel, a memory block it is needed at the output of each subsystem to
allow a proper simulation. The signals from both systems are monitored by the HMI
subsystem, which sends the set-points to both simulators. In order to be able to run
the simulation in real time, in addition to the configurations made so far, it is impor-
tant to transfer the corresponding cluster information file, known as “dishosts.conf”,
to each of the ”etc/dis/” directories of both simulators. This configuration file is used
to set some global interconnection properties and the position of each node within the
interconnection topology used. It is crucial to use the same file on both simulators
and to make sure that the IP addresses used in the file match the IP addresses of the
simulators. Once this is done, the simulation can be run following the next steps:

1. Lunch RT-LAB 2019.2.3.176 in admin mode.

2. Check the Target number: PFXXXXXXS01 (OPAL2) and PFXXXXXXS02
(OPAL1) for both simulators.

3. Check the RT-LAB Version 2019.2.3.176 is installed in both targets.

4. Set the Real-time simulation mode to Hardware synchronized and Real-time com-
munication link type to Dolphin under Execution Properties tab.

5. Assign the subsystems SM ePHASORSIM to OPAL2 and SS eMEGASIM to
OPAL1. Make sure that XHP mode is enable for both nodes.

6. Load the model in RT-LAB and check the display tab for compilation.

7. Once the model is successfully loaded with no errors, execute the model.
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Abstract—In this paper, a new method for the delay compensa-
tion when using an aggregation of virtual synchronous generators
is proposed. Lack of inertia in power converters can potentially
provoke stability issues that can be mitigated by the use of virtual
inertia techniques. Among those, the Virtual Synchronous Genera-
tor (VSG) concept has received strong impulse in the last years. This
paper is focused on the idea of using the distributed VSG concept
in a renewable power plant, in which a single Synchronous Central
Angle Controller (SCAC) is used for the power control exchange at
the Point of Connection (PoC), while distribution control units are
employed for the local inverter control. This idea, already discussed
in the literature, is in here extended to consider the implementation
on industrial string-level commercial power converters, recalling
the importance of accessible measurements and communication de-
lays. In order to validate the proposal, firstly communication delays
are measured and modelled. Following, simulations with different
SCAC operating modes are conducted, and finally experimental
results validation of different operation modes with commercial
converters are presented.

Index Terms—Communication delay, real-time simulation,
smith predictor, virtual synchronous generator.

I. INTRODUCTION

THE world’s power generation is currently moving toward a
more sustainable and environmentally friendly approach.

This is due to the usage of Distributed Energy Generation
(DEG) facilities based on Renewable Energy Sources (RES) has
replaced fossil fuels because of their significant environmental
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cost (greenhouse emissions, lack of source material, etc.). Addi-
tionally, the most widely used RES, like photovoltaic (PV) and
wind power, are becoming more affordable, offering improved
Levelized Cost of Electricity (LCOE) indices [1].

However, the inclusion of this kind of generation systems
provokes a weaker power system due to the inertia reduction cur-
rently provided by synchronous generators with rotating mass,
to a power converter-based system with little to no inertia [1],
[2], [3].

Since power converters lack both inertia and damping, this
problem could affect the power grid’s stability. It is currently
understood that grid-forming and grid-supporting services must
be taken into account in the design when significant penetration
of DEG, with aggregated sizes comparable to traditional power
plants [4], [5], [6]. This is where the Virtual Synchronous Gen-
erator (VSG) approach arises. For the power electronics-based
DEG/RES units, this control method enables the emulation of
the dynamic characteristics of a real or arbitrary Synchronous
Generator (SG) [2], [3].

Using Energy Storage Systems (ESS), power converters, and
an appropriate control mechanism, the virtual inertia concept
is applied to provide a specific amount of inertia for supplied
(usually in the range of ms to a few dozen seconds). In this way,
VSG establishes the framework for later widespread application
in RES systems without jeopardizing system stability. Several
VSG approaches have been explored and implemented [1],
[2], [3], [4], [5], [6], [7], [8], [9], [10], [11]. Two alternative
implementations exist. A first approach refers to those methods
rooted in mathematical equations (e.g., synchronverters [8], [9],
Kawasaki Heavy Industries [10], VISMA and IEPE topolo-
gies [9]). A second group relies on swing equations (e.g., Ise
Lab’s topology [11], the Synchronous Power Controller [5],
[12], Virtual Oscillator Control [9]). The Synchronous Power
Controller (SPC) is a prevalent topology for virtual inertia
implementation, synthesizing the electromechanical and elec-
trical characteristics of a SG. This approach regulates inverter
frequency by employing virtual inertia and damping factors to
counteract grid frequency disturbances.

SPC operates with inner current and outer voltage control
loops, using a virtual admittance to establish a cascaded con-
trol loop. SPC is typically integrated into the local control of
each inverter, offering frequency and voltage support at local
PV collector connection points [5]. However, for PV plants,

© 2024 The Authors. This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see
https://creativecommons.org/licenses/by/4.0/
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Fig. 1. (a) SCAC scheme for n-converters. (b) Simplified Local control scheme. The light green control loop is implemented in the central controller. The orange
control loop is implemented in the local controller [13]. (c) Added AVG Control for grid forming capabilities [2].

grid support is ideally expected at the Point of Connection
(PoC). With that motivation, a modification of the SPC designed
to provide grid support at the PoC has been proposed, the
Synchronous Central Angle Controller (SCAC) [4].

The SCAC technique suggests simultaneously driving several
converters, emulating a unique SG in the PoC, giving rise to
an aggregated VSG. This concept presents the idea of a single
virtual rotor, emulated at the PoC, where the electromechanical
model of the SG is considered (central control architecture).
Hence, the SG inertia and damping response are emulated at the
PoC. Regardless of the distances between the local converters,
this control structure enables the system operator at the PoC
to control the exchange of power (both active and reactive),
allowing each converter to distribute the energy to be delivered
under different operating modes (power and frequency support)
on their own. A more detailed explanation can be found in
the literature, where both, central and local control systems are
detailed [7].

A concept for a structure with N converters is shown in
Fig. 1, where a central controller handles the local controller
references of each converter. In this system, it is possible to
independently control the exchanged active and reactive power,
as indicated in the dynamic model and control loops. In Fig. 1(a),
a comprehensive connection diagram illustrates the intercon-
nection of various converters. In Fig. 1(b), the control block
diagram is depicted, with the global controller in green and the
local controller for each power converter in orange. Each power
converter requires a replicated local controller tailored to its
specific characteristics. Further explanations for these blocks
are provided below. The key control system is implemented in
the central controller, where the inertia is emulated by the swing
equation of a virtual synchronous generator (see (1) and (2)).

dδsm
dt

= Δωr (1)

J
dΔωr

dt
=

Pm − Pe

ωB |
−DΔωr =

ΔP

ωB
−DΔωr (2)

where δsm is the power angle, Δωr is the angular speed
deviation of the rotor, J is the SG inertia, Pm is the mechanical
power, Pe is the electrical power, D is the damping constant and
ωB is the base frequency. In [5], the electromechanical control
has been studied, and a frequency analysis has been taken into
account to obtain the power loop controlHM (3). kp, ki, andKD

have been designed, according to the required inertia constant
and frequency droop slope, respectively.

HM =
Δωr

ΔP
=

kp + kis

s+ kD

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

kp = ω2
n

Pmax

kD = ω2
nD

Pmax

ki =
2Pmaxξωn−ω2

nD
P 2

max

wn =
√

PmaxωB

2HSN

H =
Jω2

B

2SN

(3)

In (3), H is the inertia constant, Pmax is the maximum active
power of the converter, SN is the nominal power, ωn is the natu-
ral frequency and ξ is the damping factor. In this control system,
the dynamic response is mainly supported by the inertia, while
the frequency droop supports the steady state behavior. Based
on the analysis presented in [4], [5], (4) shows the relationship
between ΔPo and the frequency change Δωg .

ΔPo

Δωg
=

SN

ωBDP
(4)

The internal time-domain variables and control loops (cur-
rent/voltage) of the converter are presumed to be accessible by
this control system, though. However only active and reactive
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power set-points are normally externally accessible for com-
mercial converters that have already been installed, typically
via a communications link. So, a modification of this control is
required for a wider applicability. Due to its wide adoption as
the go-to solution in power plants, MODBUS TCP is proposed
as the communication system [14].

In the following sections, the control system architecture
is modified in accordance with the prior motivation using a
communication-based implementation. In order to perform that
implementation, the system communication delay is measured,
the integration of the Smith predictor (SP) in the system is
explained, and also a small stability analysis is performed. For
validating the model, several working operations will be tested
in local simulation and in real-time operation with commercial
converters. Those working modes are: I) Active and reactive
injection. II) Power support operation, taking into account grid
operator requests. III) Frequency support operation by power
management depending on frequency variations. IV) Phase-
jump in the grid voltage performance. V) Island operation.
First, a local simulation is used to evaluate the control system,
and following a real-time hardware controller with commercial
converters is employed for the first three cases. The main ar-
ticle contribution is the proposal of using a distributed virtual
synchronous generator in an industrial environment considering
communication delays and their compensation.

This paper is based on the paper in [13] by the same authors,
with extended analysis and results. The added content includes
a stability analysis of the system considering the delay impact.
Regarding the results, a variety of different operating condi-
tions is included, considering Hardware-In-the-Loop (HIL) and
Power-Hardware-In-the-Loop (PHIL) validation schemes.

II. PROPOSED CONTROL SYSTEM

Most of the VSG techniques integrate their controllers into
each converter’s firmware as an add-on. However, as it was
already indicated, the SCAC technique requires having access to
different control actions and sensor readings (current, voltages).
This paper proposes a new control structure that can be applied
to already-existing commercial converters, that only requires ac-
cess to active and reactive powers set-points and measurements
obtained by MODBUS TCP communications and the dictionary
variables included in the SunSpec DER specification [15]. The
method does not require any additional measuring elements,
such as extra voltage and current sensors, which would make im-
plementation more complicated and expensive. Instead, it relies
on the RMS voltage, frequency, and active and reactive power
communication-based readings from each converter. Therefore,
this approach is an appealing solution for the standardization
of the VSG concept for a massive implementation in future and
existing DEG’s. However, it is important to acknowledge certain
limitations when comparing the external implementation of the
VSG concept in power converters to its internal counterpart.
The external implementation focuses solely on the fundamental
component for signal reconstruction in the time domain. Addi-
tionally, achieving a rapid response is constrained by communi-
cation delays and the necessary time for reconstruction, which

Fig. 2. (a) MODBUS TCP frequency and RMS voltage. (b) Instantaneous
values from the RMS voltage, frequency, and clock signal obtained by a VCO
(Voltage Controller Oscillator) [16]. (c) Active and reactive reference power
calculation [13].

entails one fundamental cycle, taking into account RMS values,
and it is feasible only within the internal control of the power
converter.

For the application of this concept, instantaneous voltage
signals for each converter and PoC are built from the RMS
values as shown in Fig. 2(a) and (b). These signals are employed
in the control system’s feedback variables (as a replacement
of bold and circled variables in the original scheme shown
in Fig. 1(b). At the same time, as it was already indicated,
commercial converters typically accept power (active/reactive)
setpoints. However, for the implementation of the VSG concept,
current commands computed from the control system are needed
instead. This proposal derives the power references from the
current references and the reconstructed voltage signals, as
shown in Fig. 2 in the α− β reference frame.

III. DELAY COMPENSATION

Each converter control unit communicates with the central
controller in the proposed renewable energy plant application
using MODBUS TCP. The communication between the central
controller and each of the distributed units may experience
some delay since MODBUS TCP is not a real-time protocol,
the delay depending on the number of components in the bus
and the distance. The effectiveness of the closed-loop system is
compromised by these delays, which have a direct impact on the
control instructions transmitted from the central controller and
the provided feedback information.

Considering that MODBUS TCP is not a real-time protocol,
it is expected a variable delay distribution. Accordingly, the
delay statistical distribution is modeled in this section and a
compensating mechanism is discussed.

A. Delay Modelling

In the literature, there are several proposals to model random
delays. One of them uses the Markov chain [17], [18] as its
foundation. A stochastic model called a Markov chain discretely
represents certain potential states or events (in this case delays).

B.1 Control of Aggregated Virtual Synchronous Generators for PV Plants Considering
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Fig. 3. Setup for HIL and PIL experimental tests. The control design is made on Matlab and executed in the real-time Speedgoat target. The converters are
controlled by writing/reading published MODBUS/TCP variables [13].

The probability of those potential outcomes is solely dependent
on the outcome of the prior event. For this paper, to model the
communication latency in the local network where the tests are
going to be performed, the communication delays in a link using
MODBUS TCP protocol are measured. A 30 kW bidirectional
dc/dc converter (CNG) from Cinergia SL, similar to the one in
Fig. 3, was employed as the PHIL system. This power supply
features different emulation units, including batteries and solar
panels, and may work as a voltage, current, and power source.
Two of these power sources will be used in Section IV for
the experimental validation. For performing the measurements,
a HIL system (Speedgoat target machine) is used to act as a
communication gateway between the converters and the control
system in a real-time simulation. These components are also
displayed in Fig. 3.

The delay measurement procedure is as follows: a digital
square reference signal of 0.25 Hz has been supplied simul-
taneously to the current converter set-point, so it can be used as
a trigger signal in an external scope that also captures the output
current response. Both signals can be observed in Fig. 4(a). The
delay distribution varies between a much wider range, as it can
be seen in Fig. 4(b), with a mean value of around 68 ms and
a mode of 45 ms. In Fig. 4(c), the time variation of the delay
during all the experiments can be easily appreciated. The time
variation of the delay throughout the entire experiment is seen
in Fig. 4(c). For the delay modelling, a Poisson distribution with
the form (5) is chosen, as proposed in queuing theory delay
models for communication networks [19], [20]. The Poisson
distribution is obtained with the delay evolution from Fig. 4(b),
with 795 number of events (k) and the mean (λ) value of 68 ms.
That distribution is used as delay estimation for compensating
the delays in the SP loop. For the real communication delay, the
measured data is used.

f(k, λ) = Pr(X = k) =
λke−λ

k!
; λ > 0; k = 0, 1, 2. . . (5)

By using the Poisson distribution, the distribution from Fig. 4(d)
is obtained.

B. Delay Compensation. The Smith Predictor

Various methods for delay compensation have been explored,
including the study of the Smith predictor (SP) and its modifi-
cations [21], [22], the investigation of the Scattering transfor-
mation [23], [24], the examination of the linear predictor [25],

Fig. 4. (a) Instantaneous delay measurement in the lab (PWM is the sent
reference signal and I is the actual current the converter develops). (b) Time
variation of delay. (c) Delay histogram from experimental tests. (d) Probability
density function of the measured communication delay (M.D) in comparison to
Poisson distribution (P.D) with λ of 68 ms.

[26], and the consideration of predictive control [27], [28],
among other strategies. The Scattering transformation serves as
a method to passivate the control system, mitigating delay effects
and contributing to stabilization. Similarly, the linear predictor,
a commonly used model-free scheme, employs the linear extrap-
olation concept to predict future control variables. However, for
the purposes of this paper, the SP has been chosen due to its
simplicity and reliable operation [21]. Ongoing research in this
field aims to identify alternative delay compensation methods
more suitable for the stochastic nature of communication-based
delays. The SP achieves the removal of the delay component
from the system’s control loop by incorporating a model of the
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Fig. 5. (a) Global SP architecture for n-converters (light green block for global control and orange for local control) [17]. (b) Local model for each converter
(blue blocks) emulated in the global controller. (c) Basic Smith predictor structure.

delay structure, along with a relatively precise modeling of the
system plant [22].

In the SCAC system, the delay is presented in the control
actions sent to the local converters. The SP compensates for
the plant delay, through a plant model (Ĝp) and an estimated

delay (̂etps). The plant model shall be the one between the
control actions (δm, ΔE) and the output (Pout, Qout) (see
Fig. 5(a). Unfortunately, finding the transfer model for the pro-
posed communications-based control system is not an easy task.
The suggested approach is to run a replica of the local control for
each converter in the central controller. As many replicas of the
local control will be used as there are SCAC converters. It should
also be clarified that the local control structure of each of the
converters is the same in all of them, simply changing the value
of the instantaneous values of each converter. Fig. 5(c) shows
the simulated plant for SP which is considered as the affected
plant by the delay. Besides, δm and ei outputs of the emulated
local model are used for computing the output power using the
power (6). Finally, the error between the predicted active and
reactive power and the values given by the local control units is
used to compensate for the delay (see Fig. 5).

Pi =
EiVi

Xi
sin(δm); Qi =

Vi

Xi
(E cos(δm)− Vg) (6)

In order to demonstrate and validate the operation of the SP,
the limit stability constant delay is firstly considered while the
compensation method is applied. The system used for applying
the delay with SP is the one shown in Fig. 5, and without
compensation the one shown in Fig. 1.

To clarify this point, Fig. 6 shows the difference in behavior
when using or not the SP under the limit stability delay condition.
As it can be seen, by setting the limit delay (75 ms), the response
with (dLSP ) and without SP (dLNSP ) are clearly different,
where the additional overshot created by the delay is mostly
removed by applying the SP.

It is also included a larger delay (d = 80 ms) to illustrate
the instability condition above a certain delay level. In this
case the unstable case is scaled for representation purposes. In
the next subsection, a concise stability analysis is undertaken

Fig. 6. System step response with a constant communication delay of d3 =
75 ms (which is the stable limit regarding the delay), with (dLSP ) and without
delay compensation (dLNSP ). Also, the unstable case (dUNS ) is represented
for a case of d2 = 80 ms. For representation, the unstable power is corrected by
a factor of 0.005. R is the reference signal.

to complement the explanation and validate the importance of
implementing a delay compensation method.

C. Stability Analysis

In this section, a comparative stability study is conducted,
considering both the system without considering communica-
tion delays and those that include them, leading to the system
instability. This analysis is visually presented in Fig. 7, illustrat-
ing Bode diagrams for the different enumerated cases.

The stability response will be compared in two different sce-
narios: one where the system is operated without communication
delays (d1 = 0 ms) and another where communication delay is
introduced at the stability boundary (d2 = 75 ms). Those scenar-
ios are introduced in Fig. 7, where Bode diagrams are depicted.
Initially, the Bode diagram without communication delays was
approximated using the Frequency Response Function (FRF)
method, a frequency-based measurement function. It consists
in a frequency-based measurement function that expresses the
frequency domain relationship between an input and output of a
system [29]. In the Fig. 7, just the case without delay is included
with this method. However, considering that the response at
low frequencies closely resembles the transfer function obtained
from the system in Fig. 8 (due to the inertia control system being
slow and the rest being fast at low frequencies), the latter has
been employed for the subsequent stability tests. The three first
cases were analysed in the Bode by using the system from Fig. 8.
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TABLE I
STABILITY VALUES FOR THE DIFFERENT CASES FROM FIG. 9

Fig. 7. Bode diagram of the SCAC system considering no delay (d1 = 0 ms),
the limit delay which makes unstable the system (d2 = 75 ms), and the same
delay but compensated with the SP method (SP ). Furthermore the Bode diagram
extracted by FRF method is also presented (just for non delay case). (a) The
amplitude Bode is presented. (b) Shows the phase evolution for the different
cases, including the PMs. Notice the low-frequency ranges of the system (x-axis)
due to the emulated system inertia (10 s). Table I shows the stability values of
these cases.

Fig. 8. Simplified model of SCAC with one converter.

As observed in the Bode diagram of Fig. 7 and the data
presented in Table I, system stability is evident in the absence of
communication delays, with a Phase Margin (PM ) of 143.44
and an infinite Gain Margin (GM ). When the limiting delay (d2)
is introduced, the system is positioned at the stability boundary,
featuring a GM of 1.001 and a PM of 0.0038. Additionally,
upon the introduction of the SP, the system regains its stability
margin, displaying a GM of 6.86 and a PM of 97.7.

Taking advantage of the stability analysis conducted in the
baseline case, a brief assessment of the system’s stability sen-
sitivity has been carried out. Critical parameters such as inertia
(H), damping (τ ), and droop slope (Kp) were varied across
three different scenarios: A) without delay, B) with a limiting
delay, and C) limiting delay but employing SP as a compensation
method. These variations are reflected in Fig. 9. Furthermore,
the aim of this analysis is to emphasize the significance of
certain elements in the control system, demonstrating how they
influence the variation of stability margins.

Leveraging Fig. 9 and Table I, it can be observed that, in
the case A) without delays, the modification of H values a)
causes the system to become more underdamped but faster as
its value decreases. Increasing the value of τ b) results in a
more overdamped and slower system, while the variation of Kp

c) mainly affect to the position of the zeros, moving the root
locus to the right, as Kp is increasing. In case B), the system
behaves similarly, but with eigenvalues shifted to the right. It
is even noticeable that, by increasing H and decreasing τ , the
dominant poles can lead the system to the stability margin, as
detailed in Table I. In case C), after delay compensation with
SP, the significant eigenvalues return to the negative semi-axis,
ensuring system stability.

IV. RESULTS

In this section some results are presented to validate the
proposed compensation method, presenting different working
modes of the system. Those operations are tested in both local
Simulink simulations and real-time experimental proofs through
Speedgoat emulator. Real-time tests are based on Fig. 3, where
two 30 kW bidirectional dc/dc converters (CNG) from Cinergia
S.L are used. In this case, CNG-2 has three strings working as
power sources to emulate the power demand from the control
system, which will receive the commands from the simulation
(Pref1, Qref1, Pref2, Qref2). Those setpoints are sent and writ-
ten in CNG-2 through MODBUS TCP. The energy computed by
the control system will be obtained from CNG-1, which works
as a battery emulator in each string, which is running in battery
emulation mode to replicate the SCAC idea. As it was stated in
Section III, a HIL system is used for real-time simulation.

For the case of communication delays between the central
controller and the local units, the same variable time delay used
in the local simulations (computed in Section III) are used for
experimental tests. However, due to the CNG converter’s internal
delay in the processing of the power references and integration
windows used for the calculation of the active and reactive
power, additional delays are added to the control system (20 ms
for active power and 400 ms for reactive power). These delays
are also included in the model used by the Smith predictor to
achieve better results.

This is a critical step, as the Smith predictor will also tackle
the additional delays present in a real implementation.

For these tests, grid, and VSG models are taken from [4],
where the SCAC idea was first published. In this case, the
model includes three DEGs connected to a grid and considers
a battery locally connected per converter, which is the element
that provides/absorbs energy for frequency support. In this case,
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Fig. 9. Root locus of control system. Base case parameters shown in Table II. (a) Z-P map without delay. (b) Z-P map with delay. (c) Z-P map with SP compensation
delay. In the first row of the figure (a), the inertia (H) is varied. In (b) the damping (τ ), and in (c) the droop slope (Kp). In Table I the improved values are bold.

TABLE II
SCAC PARAMETERS AND SET-POINTS FOR THE SIMULATION

feeder impedance is considered, demonstrating that the system
could work in a real implementation with real feeders.

Fig. 10 shows an overview of the different tests that are
going to be evaluated, showing several operation modes to be
validated. Going from a simple active and reactive power refer-
ence tracking to a power support operation mode, depending on
the grid operator requirements modifying the power exchange
with the grid. Besides frequency support capability, by inject-
ing/absorbing energy through an ESS, validating the disturbance
rejection capability, which is one of the main purposes of the
system. Also the phase-jump reaction of the system and the
islanding mode operation are analysed in this paper, to show
other extra operations of the system. The cases I, II and III
can be seen in Fig. 11, but in terms of power signals in the
form of a complete simulation. Fig. 11(a) shows I, II, and III
working modes in terms of active power. Fig. 11(b) depicts
the behavior in Case I, injecting the required power by the
global controller. Fig. 11(c), depicts Case II, for active power
management. Besides, Fig. 11(d) and (e) show Case III, which
is the injected power when a frequency drop appears in the
grid, trying to reduce the frequency variation. These working
operations will be explained in more detail in the following
subsections. Worth noting that power is oddly shared among
the three converters in the next section, providing a distribution
shown in Fig. 12, for each DEG. Simulation parameters are given
in Table II.

Previous simulation is performed by using an ideal grid.
However, in order to validate and demonstrate how the SCAC
system works, the following simulations will be performed by

using a weak grid formed by a simple synchronous generator
(with real frequency variations), with a limited power (300 kW)
and inertia (0.116 kgm2). In these simulations, the five cases
from Fig. 10 are validated: I) active and reactive power injection,
II) supporting frequency changes, III) grid operator active power
reference tracking, IV) phase angle jump and V) islanding
operation.

A. Case I

Considering what is accounted in Figs. 10(b) and 11, active
and reactive power setpoints are established in order to control
the power exchange with the grid. This principle is the basis
for the other two working modes, showing how the SCAC
can manage the required power by the global controller. This
operation is tested by a simple local simulation, and also by a
real-time simulation. Besides, these power injections are varied
by adjusting the virtual admittance in control as Fig. 12 shows,
where the unit admittance is divided in 3, and it varies during
time.

1) Local Simulation: As it can be seen in Fig. 13(a), the
power setpoint is reached, sharing the energy among the DEGs,
regarding the power distribution between the DEGs shown in
Fig. 12. The same happens with the reactive power in b).

2) Real-Time Experimental Test: As it was aforementioned,
the control system is tested in real-time by using the Speedgoat
simulator and CNG converters. The experimental results are
presented in Fig. 14. As it can be seen active and reactive power
are tracked perfectly, quite similar to local results. It is important
to note that there is a different delay between active and reactive
power, which has to do with the integration window from each
variable in the power converter used in the HIL system [13]. In
case of c), the different steps that appear in the read power are
directly the delay of the integration window for active power.
Nevertheless, those delays are tackled by the Smith predictor
making the system controllable and stable. The difference in the
ripple between the local simulation and the real-time is because
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Fig. 10. (a) Power system scheme with three DEGs, showing global and local
controllers, battery (SCAC) and PV panels. (b) Working mode I: Active and
reactive power setpoints by each DEG, controlled by the SCAC. (c) Working
mode II: Power support operation, taking into account grid operator requests.
(d) Working mode III: Frequency support operation by power management
depending on frequency variations. (e) Working mode IV: Voltage angle step-
change. (f) Working mode V: Islanding mode.

the signals read by MODBUS TCP do not have the ripple data.
Although the power with ripple is sent, the converter used for
the experimental tests filters the component.

B. Case II

This case aims to demonstrate the main operation mode of
the SCAC system. As it was above-mentioned, SCAC system

Fig. 11. (a) Active power management for all working modes in each DEG,
taking into account the power-sharing between them. Legend G1 is the first
power converter, G2 is the second power converter, G3 is the third power
converter, DEG is the total power injected by the power plant and R is the
power reference. Case I shows the Active and reactive power setpoints by each
generator, controlled by the SCAC. Case II shows the power support operation.
Case III shows the frequency of support operation. (b) Zoom of case I for
active power injection. (c) Zoom of Case II for active power management.
(d) Grid frequency variation. (e) Zoom of Case III for Battery power injection
for compensating frequency change.

Fig. 12. Virtual admittance variation for Case I and Case II from this section,
in order to modify the output power of each converter. G1, G2 and G3 is the
designation of each power converter, as in Fig. 10.

adds virtual inertia capabilities, helping to reduce any frequency
disturbance in the grid. Two frequency variations (see Fig. 15(a))
are induced by forcing some abrupt load changes (8.5 kW at 12
and−12 kW 18 s) to observe the dynamic behavior of the control
system.

1) Local Simulation: In Fig. 15, the response of the system
is demonstrated, when a frequency variation is forced due to
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Fig. 13. Simulation validation: (a) Active power reference tracking injected
to the grid, taking into account the power-sharing between DEGs. (b) Re-
active power reference tracking injected to the grid, taking into account the
power-sharing between DEGs. G1, G2 and G3 is the designation of each power
converter. DEG is the power developed by the power plant, as Fig. 10 shows.
R is the reference power.

Fig. 14. Experimental validation: (a) Active power command, total power
injected to grid and power injected by each converter. (b) Reactive power injected
to the grid, showing the command and the actual reactive power. The same
legends as Fig. 13 are used in this plot. (c) and (d) Zoomed active and reactive
power values and sent references. Actual is the power read by MODBUS TCP.
Sent is the power sent by MODBUS TCP to the converter.

a load-step change. Fig. 15(a) shows the frequency variation
by using the SCAC system connected to the grid (showing the
frequency with and without SCAC system). With SCAC system,
the frequencies that appears are for two different rated power of
the SCAC system. So frequency is forced to change at 12 s. In
case of using the SCAC system, the ESS will inject active power
(Fig. 13(a)) to the system in order to help the grid to increase
its frequency, as it can be seen in b). On the other hand, if a
suddenly frequency increase appears, as it can be seen at 18 s,
the ESS-SCAC will absorb power from the system to decrease
the frequency. Therefore, the power injection/absorption by the

Fig. 15. Simulation: (a) Frequency variation of a weak grid due to a power
change demand (with and without SCAC), modifying the installed power in the
power plant. The higher power the lower frequency variation (f0 is for the case
without SCAC, f1 is for the case with SCAC and Sn = 6 kVA, and f2 is for
the case with SCAC and Sn = 10 kVA. (b) Power injected by each DEG, to
mitigate the frequency variation from the case f1 of b). G1, G2 and G3 are the
designations of each power converter and DEG is the power of the total power
plant, as Fig. 10 shows.

SCAC system will depend on the inertia emulated and also the
power installed in their ESS. It can be concluded from [13],
the more power installed in the system, the lower the frequency
variation will be.

2) Real-Time Experimental Test: In the case of real-time sim-
ulation, the SCAC system has been emulated by using the battery
module from CNG. Those results are presented in Fig. 16. As it
can be seen it works as the local simulation, when a frequency
dip appears (Fig. 18(a)), DEGs inject power trying to reduce
the frequency variation, respecting the power-sharing between
converters (Fig. 18(b)). In this case, as a battery emulator is used,
the SOC state of each battery is presented in c), showing how
the battery is charged or discharged.

C. Case III

This operation mode is controlled by the DEG operator
(central controller), in order to reduce or increase the power
injected by the power plant, depending on the grid requirements,
as long as the ratings of the power plant are not exceeded.
This means that if a power change is requested by the grid
operator, the power injected will vary, taking into account that
the RES are working normally at their maximum power point
(MPP), and the excess or lack of power regarding the new power
command will be managed by the SCAC-ESS. Once the grid
operator’s setpoint returns to normal state, the storage system
would stop absorbing energy, returning to zero power if there
are not frequency changes. Another possible scenario is that
the storage system reaches its maximum capacity and it cannot
absorb more energy. This would mean that the PV string has to
be taken out of its maximum power point to comply with the
conditions of the grid operator.

1) Local Simulation: The aforementioned effect can be ob-
served in Fig. 17, where at t = 40 s, grid operator active power
reference varies (PDEG, as shown in Fig. 15(a), forcing to inject
less power from the DEG system. In this situation, either an

B.1 Control of Aggregated Virtual Synchronous Generators for PV Plants Considering
Communication Delays. 187



RIVERO et al.: CONTROL OF AGGREGATED VIRTUAL SYNCHRONOUS GENERATORS FOR PV PLANTS CONSIDERING COMMUNICATION DELAYS 6521

Fig. 16. Experimental validation: (a) Frequency variation of a weak grid due
to a power change demand (with and without SCAC), modifying the installed
power in the power plant. The higher power the lower frequency variation (f0 is
for the case without SCAC, f1 is for the case with SCAC and Sn = 6 kVA, and
f2 is for the case with SCAC and Sn = 10 kVA. The same legends than Fig. 15
are used in this plot. (b) Power injected by each DEG, to mitigate the frequency
variation from the case f1 of (a). The same legends as Fig. 15 are used in this
plot. (c) State of Charge (SOC) of each ESS-SCAC emulated in CNG. The same
legends than Fig. 15 are used in this plot. For SOC information, colors match.

Fig. 17. Simulation: (a) Power injected to the grid. At 40 s, the required grid
power changes to 2.4 kW. R is the power reference, DEG is the total power
injected by the power plant, and PV is the power developed by the PV array. (b)
ESS-SCAC power absorption to obtain the required 2.4 kW power demand by
the PoC. G1, G2 and G3 is the designation of each power converter, as Fig. 10
shows.

inverter curtailment or a charging of the ESS is required. In this
case, the power set-point has been reduced by 2.4 kW, and as the
PV system is working at its MPP, the ESS-SCAC will absorb
the energy difference. However, in case the ESS-SCAC reach
their maximum capacity, the PV arrays will have to be moved
out of their maximum power point, in order to comply with TSO
requirements.

2) Real-Time Experimental Test: The same results are ob-
tained in real-time simulations as can be seen in Fig. 18. When

Fig. 18. Experimental validation: (a) Power injected to the grid, where at 40 s,
the power required by the grid changes to 2.4 kW. (b) Power absorbed by the
ESS-SCAC emulated with CNG to obtain the required power. c) ESS-SCAC
state of charge (SOC) increases due to the power absorbed by the SCAC system.
The same legends than Fig. 17 are used in this plot. For SOC information, the
colors match with the number of generators from Fig. 17.

there is a power setpoint requirement by the global controller,
the ESS-SCAC absorbs the extra power, charging the batteries
as can be seen in c). If the opposite were the case, the batteries
would be discharged.

D. Case IV

The conducted simulation aims to illustrate the operation of
the SCAC system in the presence of a phase-jump in the grid
voltage. In this specific test, a phase jump of 50 deg. Has been
triggered. Variable delay from Fig. 4 has been considered for
this test. Fig. 19 visually depicts this event. As observed, when
the event occurs at 6 s (see Fig. 19(a)), there is a decrease in the
frequency detected by the converter (see b). In response to this
variation, the inertia emulation system takes the task of injecting
active power, as it can be seen in c), to actively mitigate the
disturbance, working towards reducing the discrepancy until the
event completely dissipates. This detailed assessment not only
provides a deeper understanding of the SCAC system’s behavior
under specific conditions but also emphasizes the effectiveness
of the implemented strategy in maintaining stability and the con-
tinuity of electrical supply in the face of network disturbances.

E. Case V

In case V, the objective is to showcase the functionality of
the SCAC control system in island mode, demonstrating its
ability to create a proper grid, thus providing power to the
loads connected to that grid. The converters will power the
loads assuming different weights to their power injection (0.6
for G1, 0.1 for G2, and 0.3 for G3). As it can be seen in
Fig. 20(a) the grid is created, starting to feed the connected
loads by the VSG converter (see b). The delivered power (see
Fig. 20(c)) will vary with the load connected to the microgrid.
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Fig. 19. (a) Grid voltage evolution with angle-step at 6 s. (b) Frequency
evolution due to the voltage angle-step. (c) Power injection caused for the
frequency variation.

Fig. 20. (a) Grid voltage creation and evolution with different load changes.
(b) Feeding current by SCAC converter in islanding mode. (c) Power injected
by SCAC with some load variations.

For this case, the reactive power control loop depicted in Fig.
1(c) is employed, in order to add grid forming features to the
system. To achieve this, a proportional (P) gain of 0.05 has been
utilized, alongside a Proportional-Integral (PI) controller with a
P value of 0.27 and an I value of 8. This case has been tested
with a constant delay of 75 ms. This scenario underscores the
robustness of the SCAC system when operating autonomously,
ensuring the stability of the electrical supply even in instances of
disconnection from the main grid. The efficient management of
loads, considering the distinct characteristics of each converter,

highlights the versatility and effectiveness of the system in varied
environments.

V. CONCLUSION

This paper proposed a method for the implementation of the
aggregated VSG concept in industrial converters by removing
access to internal instantaneous variables (current/voltage) and
replacing them with a reconstruction technique from RMS val-
ues obtained by communications. Considering communications,
the effect of a stochastic delay has been addressed, measuring
the magnitude of the delay in a MODBUS TCP communication
protocol and then employing a delay compensation mechanism
to mitigate its effect on the control system performance. Besides,
the stability of the system with constant communication delays
has been studied, showing that the system remains stable up to
75 ms, although it does not have good dynamics, but the response
is significantly improved using the Smith predictor compensa-
tion. Furthermore, simulation and experimental results show
a satisfactory response with the considered constant and vari-
able delay, in which the effect of internal computational delay
and integration windows have been also considered. For that,
different scenarios were considered, to test different operation
modes, such as Case I, II and III, and they were validated in
local and in real-time simulations. In case of Case IV and V,
just local simulations. Both reference tracking and disturbance
rejection mechanisms have been considered for the system’s
overall performance evaluation.
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Abstract—In this paper, a new method for the delay com-
pensation when using an aggregation of virtual synchronous
generators is proposed. Lack of inertia in power converters
can potentially provoke stability issues that can be mitigated
by the use of virtual inertia techniques. Among those, the
Virtual Synchronous Generator (VSG) concept has received
strong impulse in the last years. This paper is focused on the
idea of using the distributed VSG concept in a renewable power
plant, in which a single Synchronous Central Control (SCAC) is
used for the power control exchange at the Point of Common
Coupling (PCC), while distribution control units are employed
for the local inverter control. This idea, already discussed in the
literature, is in here extended to consider the implementation
on industrial string-level commercial power converters, recalling
the importance of accessible measurements and communication
delays. In order to validate the proposal, firstly communication
delays are measured and modelled. Following, simulations with
different SCAC operating modes are conducted, and finally
experimental results with commercial converters are presented.

Index Terms—Virtual Synchronous Generator, Communica-
tion delay, Smith predictor

I. INTRODUCTION

Currently, worldwide power generation is going towards a
more sustainable and green approach, thanks to use distributed
energy generation (DEG) plants based in renewable energy
sources (RES), following a decline of fossil fuels due to
their high environmental cost (greenhouse emissions, lack of
source material, etc). Furthermore, most used RES, such as
photovoltaic (PV) and wind generation are getting cheaper,
providing a better levelized cost of energy (LCOE) indexes
[1]. However, the inclusion of this kind of generation systems
potentially provokes a weaker power system, mainly due to the
inertia reduction currently given by synchronous generators
with a rotating mass, to a power converter-based system with
no (or barely) inertia [1]–[3]. This issue potentially leads to
stability problems in the power grid, since power converters

This work was supported in part by the European Union’s H2020
Research and Innovation program under Grant Agreement No 864459
(UE-19- TALENT-864459) and by the Spanish Ministry of Innova-
tion and Science under Grant MCI-20-PID2019-111051RB-I00 funded by
MCIN/AEI/10.13039/501100011033.

have neither inertia nor damping. When considering massive
inclusion of DEG, with aggregated sizes compared to con-
ventional power plants, it is now recognized that grid-forming
and/or grid-supporting services have to be considered in the
design [4]–[6]. This is where the VSG approach arises. This
control technique allows to emulate the dynamic properties of
a real or arbitrary synchronous generator (SG) for the power
electronics-based DEG/RES units [2] [3].

The virtual inertia concept is implemented by using energy
storage systems (ESS) along power converters and a suitable
control mechanism, providing certain amount of inertia for
given (usually in the range of ms to few dozens of seconds).
Thus, VSG creates the basis for future large-scale implemen-
tation in RES systems without compromise the stability of
the system. In [1]- [7] several VSG techniques are presented.
Nevertheless, in this paper the strategy presented in [4] and
[7] is followed.

The Synchronous Central Control (SCAC) strategy pro-
poses to simultaneously drive several converters, emulating
an unique SG in the point of common coupling (PCC), giving
rise to an aggregated VSG. This concept introduces the idea
of a single virtual rotor, emulated at the PCC, where the elec-
tromechanical model of the SG is considered (central control
architecture). Therefore, the inertia and damped response are
emulated at the PCC. This control structure makes possible
to control the exchange of power (both active and reactive)
by the system operator at the PCC, regardless of the distances
among the local converters, being able to distribute the energy
to be delivered under different operation modes (power and
frequency support), by each of them independently. A more
detailed explanation can be found in the literature, where both,
central and local control systems are detailed [7].

Fig. 1 shows a scheme for a n-converters structure, where
a central controller which commands the local controllers at
each converter is considered. As it can be seen in the shown
dynamic model and control loops, it is possible to control the
exchanged active and the reactive power independently. The
key control system is implemented in the central controller,
where the inertia is emulated by the swing equation of a virtual
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Fig. 1. a) SCAC scheme for n-converters. b) Simplified Local control scheme. Light green control loop is implemented in the central controller. Orange
control loop is implemented in the local controller.

synchronous generator,(1) and (2).
dδsm
dt

= ∆ωr (1)

J
d∆ωr

dt
=

Pm − Pe

ωB |
−D∆ωr =

∆P

ωB
−D∆ωr (2)

Where δsm is the power angle, ∆ωr is the angular speed
deviation of the rotor, J is the SG inertia, Pm is the mechanical
power, Pe is the electrical power, D is the damping constant
and ωB is the base frequency. In [5] the electromechanical
control has been studied and a frequency analysis has been
considered to obtain the power loop control HM (3), being kp,
ki and KD designed according to the required inertia constant
and frequency droop slope, respectively.

HM =
∆ωr

∆P
=

kp + kis

s+ kD





kp =
ω2

n

Pmax

kD =
ω2

nD
Pmax

ki =
2Pmaxξωn−ω2

nD
P 2

max

wn =
√

PmaxωB

2HSN

H =
Jω2

B

2SN

(3)

In (3), H is the inertia constant, Pmax is the maximum active
of the converter, SN is the nominal power, ωn is the natural
frequency and ξ is the damping factor.

However, this control system assumes there is access to
the converter internal time-domain variables and control-
loops (current/voltage). In case of already existing installed
commercial converters, only active and reactive power set-
points are usually externally available, typically through a
communications interface. Hence, an adaptation of this control
is needed for a more extensive application. For that, MODBUS
TCP is proposed as the communication system due to its large
widespread as the preferred solution in industrial installations
[8]. In the following sections, it is proposed a modification
of the control system architecture according to the previous

motivation based on a communication-based implementation.
The proposed control system is initially validated by local
simulation and then, by using a real-time hardware controller
with commercial converters. A focus on the effect and mod-
elling of the communication delays (measuring actual delays
in MODBUS TCP systems) and their compensation are the
main paper contribution.

II. PROPOSED CONTROL SYSTEM

Most of the VSG strategies integrate their controllers as a
firmware add-on in each converter. However, as it has been
aforementioned, in case of the SCAC approach, it requires
to have access to different control actions and sensors mea-
surements (current, voltages). In this paper, it is intended to
change the control structure to have an approach that can be
applied to already existing commercial converters, by requiring
only access to active and reactive powers set-points and
measurements obtained from MODBUS TCP communications
and the dictionary variables included in the SunSpec DER
specification [9]. Thus, this proposal will not include unnec-
essary measurement elements, such as additional voltage and
current sensors, which would increase the difficulty and cost of
the implementation. Hence, this approach, makes the proposal
appealing for the standardization of the VSG concept for a
massive implementation in future and existing DEG’s. The
needed communication-based readings are the RMS voltage,
frequency as well as active and reactive power values from
each converter.

For the application of this concept, instantaneous voltage
signals for each converter and PCC are built from the RMS
values as shown in Fig.2.a), b). Those signals are used as
feedback variables in the control system (as a replace of
bold and circled variables in the original scheme shown in
Fig. 1b). Besides, as it was mentioned above, commercial
converters typically require power set-points. However, for
the implementation of the VSG concept, current commands
computed from the control system are needed instead. In
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calculation.

this proposal, the power references are obtained from the
reconstructed voltage signals and the current references as
shown in Fig. 2c) in the α− β reference frame.

III. DELAY COMPENSATION

In the proposed renewable power plant application, each
converter control unit connects with the central controller
through MODBUS TCP communications. Considering MOD-
BUS TCP is not a real-time protocol, and depending on the
number of elements in the bus and the distance, a variable
delay will often occur in the communication between the
central controller and each of the distributed units. These
delays directly affect the control actions sent from the central
controller and the provided feedback information, thus com-
promising the performance of the close-loop system. In the
following subsections, the delay distribution will be modelled,
as well as a method for compensating the delay is presented.

A. Delay modelling

In the literature, there are several proposals to model random
delays. One of those is based on the Markov chain [11], [12].
Markov chain is a stochastic model which describes in a dis-
crete way some possible states or events (in this case delays).
Those possible events have a probability which depends only
on the state attained in the previous event. However, for this
paper the communication delay has been measured in the
laboratory in order to model the communication delays that
are available in the local network through MODBUS TCP
communication protocol. For this, a 30 kW bidirectional dc/dc
converter (CNG) from CINERGIA SL (as the one shown
in Fig. 4) has been used. This power supply can operate
as voltage/current/power source and also includes different
emulation units, such as batteries and PV panels. It will be
used for the experimental tests in section V. For performing
the measurements a hardware-in-the-loop (HIL) system has
been used (SPEEDGOAT target machine), with the aim to act
as a communication gateway between the control system on

d3d2d1

Fig. 3. a) Instantaneous delay measurement in the lab (PWM is the sent
reference signal and I is the actual current the converter develops). b) Delay
histogram from experimental tests. c) Time variation of delay. d) Probability
density function of the communication delay (M.D) in comparison to Poisson
distribution (P.D) with λ of 68 ms.

Matlab and the converters in a real-time simulation. Those
elements are also shown in Fig. 4.

In order to measure the delay, a digital square reference
signal of 0.25 Hz has been sent simultaneously to the current
converter set-point (both are measured by an oscilloscope).
Both signals can be seen at Fig. 3a), where a variable delay
between them can be seen. In fact, that delay varies between
a much wide range, as it can be seen at Fig. 3b), with a
mean value of around 68 ms. In Fig. 3c), time variation of
the delay during all the experiment can be easily appreciated.
Taking into account the shape of the delay variation obtained
during the test, and considering proposed queuing theory delay
models [13], [14] in a communication network, a Poisson
distribution as expressed in (4) is selected for the delay
modelling. In (4), λ parameter allows the calculation of the
distribution for each delay case (X = k).

f(k, λ) = Pr(X = k) =
λke−λ

k!
;λ > 0; k = 0, 1, 2... (4)

By using the Poisson distribution, the distribution from Fig.
3.d) is obtained.
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B. Delay compensation. The Smith predictor

Several delay compensation methods have been studied,
such as the Smith predictor (SP) and their modifications
[15] [16], as well as scattering transformation [17] [18]. The
Scattering Transformation, is a method that passivates the
control systems in order to mitigate the delay effects and
contribute to the stabilization. However, for this paper, the
Smith predictor is selected due to its simplicity and correct
operation. It is field of current research alternative delay
compensation methods more suitable for the stochastic nature
of communication-based delays. The Smith predictor removes
the delay component from the system’s control loop by using a
model of the delay structure, as well as a fairly exact modeling
of the system plant.

In the SCAC system, the delay is presented in the control
actions sent to the local converters. The Smith predictor
compensates the plant delay, through an plant model (Ĝp) and
an estimated delay (êtps). Plant model shall be the one between
the control actions (δm, ∆E) and the output (Pout, Qout) (see
Fig. 5a). However, for the proposed communications-based
control system finding the transfer model is not an easy task.
The proposed solution is to execute a replica of the local
control in the central controller for each converter. Fig. 5c)
shows the simulated plant for SP which is considered as the

affected plant by the delay. Besides, δm and ei outputs of the
emulated local model are used for computing the output power
using the power equations (5). Finally, the error between the
predicted active and reactive power and the values given by
the local control units is used to compensate the delay (see
Fig. 5).

Pi =
EiVi

Xi
sin(δm); Qi =

Vi

Xi
(Ecos(δm)− Vg) (5)

IV. SIMULATION RESULTS

Simulation results are presented for validating the proposed
compensation method. For these tests, grid and VSG models
are taken from [4], where the SCAC idea was first published.
In this case, the model includes two DEGs connected to a
grid and considering a battery locally connected, which is
the element providing/absorbing energy for frequency support,
and no-feeder impedance is considered in the simulations. In
this first simulation, power is oddly shared between the two
converters, providing the first converter 60 %, and the second
one the remaining 40 %. Active and reactive power set points
are established in order to control the power exchange with the
grid. Disturbance rejection capability is analyzed by including
a variation in the grid frequency. Simulation parameters are
given in Table I.
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TABLE I
SCAC PARAMETERS AND SET-POINTS FOR THE SIMULATION.

Variable H (s) τ Sn (V A) Vg (V ) fg (Hz)
Value 10 1 2000 400 50

Variable Rv (Ω) Xv (Ω) Pset (W ) Qset (V ar)
Value 8 0.48 2000 2000

The first simulation results considering variable delay com-
pensation are present in Fig. 6. In there, both the operation
under reference tracking for active and reactive power set-
points variations as well as the disturbance rejection capability
when a grid frequency variation is forced is demonstrated.
As it can be seen in Fig. 6a), b), the control system works
properly, delivering the required active and reactive power
to the grid with a sharing between both DEG’s when the
SP concept is applied. Otherwise, if no delay compensation
is present, the system becomes unstable, as it can be seen
in Fig. 6d). Under a grid-frequency variation (see Fig. 6d)),
the DEG’s maintain their power injection while the batteries
try to compensate for the frequency drop, by increasing the
power injected to the grid (see Fig. 6e)). Otherwise, if the
grid frequency increases, the opposite effect can be seen.
Furthermore, different time delays have been applied for each
local converter and also for SP estimation. Fig. 6f) shows the
time delay distribution for each converter.

Previous simulation works without problems with an ideal
grid. However, in order to validate and demonstrate that SCAC
system works as it must, two simulations are included, where
the SCAC system is connected to a weak grid formed by a
simple synchronous generator (with real frequency variations),
with a limited power and inertia. In these simulations, two
system operating modes are validated: 1) supporting frequency
changes, and 2) grid operator active power reference tracking.

A. Frequency support

This simulation aims to demonstrate the main operation
mode of the SCAC system. As it was above-mentioned, SCAC
system adds virtual inertia capabilities, helping to reduce any
frequency disturbance in the grid. Several frequency variations
are induced by forcing some abrupt load changes (at 15, 25
and 36 s from Fig. 7a), power variations can be observed) in
order to observe the dynamic behavior of the control system.
In Fig. 7b) frequency variation by using the SCAC system
connected to the grid (with several installed power converters),
and the frequency variation by feeding the load by only the
grid are shown. As it can be seen in Fig. 7a), a load change
is forced at 15 s, absorbing power from the system, and
forcing the frequency to decrease. In case of having the SCAC
system (blue and red traces in Fig. 7c)), the ESS will inject
power to the system in order to help the grid to increase
its frequency (blue and red traces in Fig. 7b)). On the other
hand, if a suddenly load decrease appears, as it can be seen
at 36 s, frequency increases, making the ESS-SCAC to absorb
power from the system in order to decrease the frequency.
Furthermore, this power injection/absorption by the SCAC
system will depend on the inertia emulated and also the power
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installed in its ESS. As an example, the simulated SCAC
power is tripled, being noticeable lower the frequency variation
(see Fig. 7b)), and hence higher the power injection/absorption
by the ESS as it can be seen in Fig. 7b).

B. Power support

This operation mode is controlled by DEG operator (central
controller), in order to reduce or increase the power injected by
the power plant, depending on the grid requirements, as long
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as the ratings of the power plant are not exceeded. This means
that if a power change is requested by grid operator, the power
injected will vary, taking into account the RES are working
normally at their maximum power point (MPP), and the excess
or lack of power regarding the new power command will be
managed by the SCAC-ESS. This effect can be observed in
Fig. 8, where at certain moment (t=30 s), grid operator active
power reference varies (PDEG at Fig. 8a)), forcing to inject
less power from the DEG system. In this situation either an
inverter curtailment or a charging of the ESS is required. In
this case, the power set-point has been reduced by 1 kW, and
as the PV system is working at its MPP, the ESS-SCAC will
absorb the energy difference.

V. EXPERIMENTAL RESULTS

In this section, experimental results of the proposed system
will be shown and explained in order to demonstrate the
control system works as it has been presented in the simula-
tions. For these experimental results, two 30 kW bidirectional
dc/dc converters (CNG) from CINERGIA SL will be used
(as shown in Fig. 4). In this case, CNG-2 has two strings
working as a power source to emulate two different converter
strings, which will receive the commands from the simulation
(Pref1, Qref1, Pref2, Qref2). Those setpoints are sent and
written in CNG-2 by sending them through MODBUS TCP.
The power developed will be inject the power to CNG-1,
which is working as parallel voltage source in all its terminals.
Power readings from communication channel will be used for

49.7

49.8

49.9

50

50.1

b
) 

F
re

q
u
en

cy
 (

H
z)

25 30 35 40 45 50
-1000

-500

0

500

1000
c)

 P
o
w

er
 (

W
) SCAC

1

SCAC
2

time (s)

-2000

0

2000

4000

a)
 P

o
w

er
 (

W
)

P
G

P
L

P
DEG

P
PV

Fig. 8. a) Frequency variation of a weak grid due to a power change demand.
b) ESS-SCAC power absorption to obtain the required 1 kW power demand
by the PCC. c) Active power from grid, load and 6 kVA DEG-SCAC system.

feedback-control loop. As it was stated in III, a HIL system
is used for the real-time simulation. Besides, for the control
implementation, the CNG mains RMS-voltages are read and
used for the reconstruction of the grid instantaneous voltage
used in the control system, as shown in Fig. 2. The need
of GPS clock for the synchrophasors calculations is here not
needed as a single HIL system is used for the reconstruction.

For the case of communication delays between the central
controller and the local units, the same variable time delay
used in the simulation has been employed here. However,
due to the CNG converters internal delay in the processing
of the power references and integration windows used for the
calculation of the active and reactive power, additional delays
are added to the control system (20 ms for active power and
400 ms for reactive power). These delays are also included
in the model used by the Smith predictor in order to achieve
better results. It is considered this to be a remarkable result
since most of the commercial power units will include similar
additional delays.

In Fig. 9, the experimental results are depicted, where
two local DEG converters are emulated with CNG, providing
different power sharing, as performed in Section IV.A. Those
results are obtained from the HIL system, being the power
readings from MODBUS TCP the actual power injected by
CNG. As it can be seen, a power set-point is applied at 3 s,
sharing the power injected by both inverters in a 60 % and
40 % ratio. In the case of reactive power, it is only controlled
by a single converter, injecting 2 kVAr at 14 s.

Furthermore, as it can be seen in Fig. 9b) and c), there is a
different delay between active and reactive power, which has
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to do with the integration window from each variable. Never-
theless, those delays are overcome with the Smith predictor,
making the system controllable and stable.

VI. CONCLUSION

This paper has proposed a method for the implementation of
the aggregated VSG concept in industrial converters by remov-
ing access to internal instantaneous variables (current/voltage)
and replacing them by a reconstruction technique from RMS
values obtained by communications. Considering communi-
cations, the effect of a stochastic delay has been addressed,
measuring the magnitude of the delay in a MODBUS TCP
communication protocol and then employing a delay com-
pensation mechanism for mitigating its effect in the control
system performance. Simulation and experimental results show
a satisfactory response with the considered variable delay, in
which the effect of internal computational delay and inte-
gration windows have been also considered. Both reference
tracking and disturbance rejection mechanisms are considered
for the system overall performance evaluation.
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Abstract—In this paper, the integration of a PV ramp-rate
compensation is presented, taking advantage of behaviour of an
aggregated virtual synchronous generator (VSG) method. This
method can be used for virtually increasing the inertia of the
power converters connected to a grid, reducing potential stability
issues, as well as enhancing the behaviour of a PV power plant
during transients, such as cloud passing or temperature variation,
avoiding sudden reduction in the power injection to the grid,
complying with grid requirements. The proposal is validated by
simulation tests. Furthermore, a little economical study based in
LCoE index is done in order to analyze if it is worth including
this method in an application with VSG, considering parameters
and generation of a real PV plant.

Index Terms—Virtual Synchronous Generator, Communica-
tion delay, Smith predictor, Ramp-rate Compensation

I. INTRODUCTION

Currently, the usage of distributed energy generation (DEG)
is increasing, which are based on renewable energy sources
(RES), trying to decline the usage of fossil fuels due to their
high environmental cost (greenhouse emissions, lack of source
material, etc). So, power generation is going towards a more
green and sustainable generation. That kind of RES, such as
photovoltaic (PV) or wind generation, are getting cheaper,
providing a better Levelized Cost of Energy (LCOE) indexes
[1], being controlled in a fairly easy and cheap way.

One of the most important energy resources (in terms of
installed power along the power systems) is photovoltaic solar
energy. Nevertheless, this kind of generation systems provokes
a weaker power system due to the inertia reduction, which
is currently given by synchronous generator with rotating

This work was supported by Grant MCINN-22-TED2021-129796B-C21
funded by MCIN/AEI /10.13039/501100011033, by the European Union
NextGenerationEU/ PRTR and by the Principality of Asturias, FICYT, FEDER
funds under Grant SV-PA-21-AYUD/2021/57546.

mass, whereas the power converter-based system barely has
no inertia [1]–[3].

Since power converters lack both inertia and damping, this
problem could affect the power grid stability, and it is here
where the Virtual Synchronous generator approach arises. This
control technique allows to emulate the dynamic properties
of a real or arbitrary synchronous generator (SG) for the
power electronics-based DEG/RES units [2] [3]. Thus, the
virtual inertia concept is implemented by using energy storage
systems (ESS) along power converters, and a suitable control
mechanism, providing certain amount of inertia for given
(usually in the range of ms to few dozens of seconds). Thus,
VSG creates the basis for future large-scale implementation in
RES systems without compromise the stability of the system.

However, the lack of inertia in the power converters is
not the only problem that a RES can suffer. The energy that
comes from renewable resources typically have an intermittent
behaviour, which depends on the surrounding weather condi-
tions. This is the case in PV systems, where the irradiance and
temperature can vary abruptly causing a corresponding varia-
tion in the delivered power. These issues can be the perfect mix
for having severe power quality (PQ) problems. Specially for
very fast fluctuations, where the transmission system operator
(TSO) has an extremely limited response capacity and the
power fluctuations exceed the permitted limits, giving rise to
frequency or even voltage stability problems [4]–[6].

In order to mitigate those problems, TSO’s have developed
different regulations in their grid codes by tying down the
maximum permitted rate of change for PV collectors. There
is not a common rule for all of them, in fact, nowadays there
are some TSO’s which do not contemplate this problem in
their grid codes. However, in some countries like Mexico,
which has the most restrictive scenario [7], the ramp rate
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Fig. 1. Virtual synchronous generator scheme with n-PV plants and batteries, working with a ramp-rate compensation method.

TABLE I
RR RESTRICTIONS FOR RELEVANT COUNTRIES AND REGIONS. ORDERED

FROM MORE TO LESS RESTRICTIVE.

Mexico Atlanta (USA) Puerto Rico (USA) Germany
1%/min 3.3%/min 10%/min 10%/min

(RR) limit is set to 1%/min. This means that the PV power
only can vary 1% of this rated power from one minute to
the next one. Other countries such as Puerto Rico [8] or
Germany [6] grid codes, are a bit less restrictive. Table I
shows a summary for some relevant countries and regions.
Other TSO’s are also concerned about this matter, with even
more restrictive ramp rates [9]. The RR limit of 10%/min
will be the basis for the development of this paper. In order
to allow ramp-rate limitations, PV collectors are required to
have some additional reserve power. This can be achieved by
local energy storage systems (ESS). The most used technology
being Li-ion batteries thanks to their technical development,
performance and continuous decrease in prices [10]. These
ESS solutions allow to absorb or inject power rapidly in order
to compensate the possible ramp-rate violation.

For traditional PV ramp-rate control strategies, there are
normally two types, which are the classical ramp-rate control
[4] and the moving average filter [11], although other kind of
techniques are being developed currently. For this paper, the
classical RR strategy is proposed for eliminating these kind of
fluctuations

The RR mitigation design is an economic decision having
which need to be carried out during the PV collector design
stage to properly size the ESS meeting the RR requirements.
As explained, the RR constraints depend on the country-level
or region-level grid-code directives. In the case RR violations
occur, penalty fees will be applied to the PV plant operator.

Taking into account what has been discussed above, it is
crucial to carry out an economic study in order to verify not
only the effectiveness of these systems to reduce RR penalties,
but also to size them in an optimal direction. For this, LCoE
is often used. It represents the sum of the costs of an energy
generation asset during its lifetime.

So in this paper, the integration of a RR method within an
aggregated VSG will be implemented. The proposal includes
an adaptive weight distribution technique for the ESS power
delivery based on a variable virtual admittance technique. The
proposal is analyzed from a techno-economic perspective by
using the LCoE as an indicator.

.
In the following sections, the main content of the paper

will be developed. In Section II, the explanation of the
smoothing method using for compensating the ramp variations
will be explained. In Section III, the explanation about how
the VSG control system is operated together with the ramp-
rate compensation method is explained. Simulation results
will be presented in order to validate the idea in Section IV.
Following, in Section V, the use of the LCoE for determining
the economical impact of the proposed control system is
included. Finally, in Section VI, the main conclusions of the
article will be exposed.

II. RAMP RATE METHODS

Currently, there is no consensus on the calculation method
to obtain the RR violation from the TSO side, so different
ramp-rate calculation methods are reported. Literature collects
different approaches to overcome the RR violations, such as:
moving average (MA), which is the most extensively used;
exponential moving average (EMA); or method based on low-
pass-filters (LPF) [6]. Additionally, it has to be considered
that the method can be dependent on the grid code from the
country where the plant is installed.

The RR violation range can be computed by using in-
stantaneous values or per minute values. However, for the
development of this paper a system similar to Puerto Rican or
Germany grid codes, with a maximum variation of 10%/min
is used. In these grid codes, the RR violation is calculated
with a time window of 60 s, according to (1). It is important
to note that 10% is calculated for the total amount of installed
power of the PV collectors.

RR(t) =
PPoC(t)− PPoC(t− 60)

t(t)− t(t− 60)
(1)
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Fig. 2. a) Ramp-rate limiter algorithm, as presented in Section II. b) SCAC controller. c) Virtual admittance calculator, where the algorithm in Section II is
implemented.

where PPoC(t) and t(t) are the grid power and time at
the current instant and the index (t− 60) represents the time
interval 60 seconds ago.

The proposed strategy attenuates the fluctuations of the
power injected into the grid (PPoC) during a predefined time
window (normally 1 minute), evaluating the PV power varia-
tion in order to inject or absorb power when the predefined RR
limit (rmax) is exceed. This strategy allows direct control of
the ramp rate in contrast to other techniques. This will allow
injecting or absorbing power from the ESS when it is strictly
necessary, resulting in a lower cycling of the batteries [4].

a) Description of the method: As it was aforementioned,
TSOs normally impose the time window (tw) for deciding if
there is a violation or not. However, a quicker RR evaluation is
in here considered by using a lower time window (tw = 12 s).
The algorithm is executed at half the window size (ts = 6 s),
thus allowing to obtain the values of PPV (t) and PPoC(t−tw)
to be compared against the ramp rate limit [12], [13].

The method can be summarized in the following statements:
• If PPV increases too fast, the ESS will absorb the excess

of power (Pbat < 0), so PPoC will comply to the
maximum ramp rate.

• Otherwise, if PPV decreases too fast, in this case the
battery will deliver the lack of power (Pbat > 0) so PPoC

will comply to the minimum ramp rate.
• If PPV (t)−PPoC(t− tw)is within the ramp rate limita-

tion, the battery will not inject power (Pbat = 0).
In this paper, the investigation is directed to incorporate the

RR compensation strategy within a VSG control scheme while
evaluating the performance of the RR compensation method
simultaneously with the VSG control when grid-frequency
deviations occur.

III. VSG-BASED RAMP-RATE COMPENSATOR

VSG approaches arise to mitigate lack of inertia in modern
high-populated DER grids, emulating the dynamics of a real
or arbitrary synchronous generator (SG) in a power converter
[2], [3]. That virtual inertia is normally implemented through
ESS along power converters and a suitable control mechanism,
providing certain amount of inertia for a given time.

For this paper, the Synchronous Central Control (SCAC)
strategy is used, which proposes to simultaneously drive
several converters, emulating an unique SG in the Point of
Coupling (PoC), giving rise to an aggregated VSG [14], [15].

This concept introduces the idea of a single virtual rotor
emulated at the PoC, where the electromechanical model
of the SG is considered, emulating the inertia and damping
response at the PoC. This structure makes possible to control
the power exchange (both active and reactive power) by the
TSO, for injecting/absorbing power or for frequency support
from an external control system (see Fig. 1), regardless of
the distances among local converters due to the use of the
virtual admittance concept [14]. This is the key point for the
implementation of RR mechanisms, because through a simple
power set-point (calculated by the RR method), the power
ramps at the PoC can be smoothed easily without losing the
ability of frequency compensation. The integration of both
control systems is depicted in Fig. 2, where the RR limiter
block is connected to the SCAC controller as it has been
aforementioned. Furthermore, the virtual admittance concept,
that determines the proportion of power each converter can
deliver, can be used for a local adaptive ramp compensation
at each PV collector. This is implemented by modifying the
value of the admittance depending on the local RR violations.
Fig. 2 c), shows a flowchart for the admittance calculation
considering two converters. It can be described as:

• If the slope for one PV panel exceeds the limit (rmax),
and the other not, during this event, the total amount
of power is delivered by the local converter. The local
converter is the converter which is close to the PV
generation where the ramp is violated.

• If none PV panel surplus the limit, the admittances are
set fairly (kn = 1).

• Otherwise, if both converters exceed the limits, the cal-
culation is done by weighting the slopes (kn = |mn|).

• In case of having more than two converters, the algorithm
can be calculated using a small truth table (1-0) to select
the cases in a simple way.

This variable virtual admittance concept is following eval-
uated in the simulation results sections. In Section V, the
cost-effectiveness of this method is also evaluated using the
proposed LCoE metric.

IV. SIMULATION RESULTS

Simulation results are presented in this section. Grid and
VSG models are taken from [14], where the SCAC idea was
first published. In this case the model includes two PV DEGs
connected to a grid, considering a battery locally connected
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TABLE II
SCAC PARAMETERS AND SET-POINTS FOR THE SIMULATION.

Variable Value Variable Value
H(s) 10 τ 1

Sn (kV A) 20 Zv 8.014∠3.4
PnPV /PV (kW 28 rmax (%/min) 10

to each one. This element will provide/absorb energy for
RR compensation and for frequency support. The simulated
system is similar to the one shown in Fig. 1, but considering
two PV collectors and their respective ESS.

The PV profile is extracted from a real plant in Oruro,
Bolivia, down-scaled for simulation and final paper validation.
However, the simulation is done in per unit (pu) values, so it
can be scaled to any value. The base power is 56 kW, for
the PV installation. Those profiles are displaced 20 minutes
in order to emulate the cloud evolution in the sky of a larger
solar plant. Taking into account the RR violation is at PoC
level, the RR limit is 10%. Main simulation parameters are
given in Table II.

a) Ramp rate simulation: In this subsection the classical
ramp rate strategy is applied in order to smooth the ramps
of the PV collector. A small zoom of the PV profiles for
each PV collector are presented in Fig. 3 a). In Fig. 3 b),
the power injected at the PoC is depicted. The resulting power
without the RR compensation method is labelled as PGr, while
the corrected one is PGc. As it was explained in Section II,
the algorithm compensates the ramps when they exceed the
ramp limitation. In Fig. 3 c) the limits (yelow and purple
discontinue lines) , the ramp for total PV power rpv and the
ramp for PoC power rG are depicted. It can be seen rG is
within the limits. Fig. 3 d) shows the power injection by each
battery. As it has been told, these batteries will inject more
or less power depending on the PV collector that violates the
ramp conditions represented in Fig. 3 e), that considers the
10%/min limit with respect to the nominal power of each of
them. So, the virtual admittance values will vary (see Fig. 3f)).

b) Frequency compensation by VSG: In this subsection,
a grid frequency variation is forced, in order to see the
simultaneous operation with the ramp controller. As it can
be seen in Fig. 4, even when a frequency variation appears
(see a)), the power ramps are compensated by the ramp-rate
violation. Fig. 4b) shows the ramp evolution that during the
frequency event violates the restriction. Fig. 4c) depicts the
power evolution of each ESS. However, the SCAC prioritizes
the frequency compensation. In Fig. 4 d), the ramp rate
variation are shown in Fig. 2. Those PV ramp power variations
are used for computing the admittance weights which manage
the injected power by the ESS.

V. LEVELIZED COST OF ENERGY

The inclusion of a RR mitigation strategy is mainly an
economical decision that must be taken during the design stage
of the PV plant. So, it is critical to determine the size of the
ESS in order to meet the requirements for RR compensation,
keeping the cost as low as possible.
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Fig. 3. a) Active power injected by each PV collector. b) PPoC injected to
grid. PGc is by applying the ramp rate compensation (ΣPPV n) and PGr

without. c) power ramp for PV power (rPV ), and ramp for PPoC (rG) and
the limits. d) Injected power for each battery (PC1 and PC2). e) Power ramps
for each PV collector and the limits. f) Virtual admittance calculation for
each converter. Y1 is the admittance calculated for PC1. Y2 is the admittance
calculated for PC2. e) and f) have a small to better see the variation of ramp
and admittance.

The LCoE index will be determined for this application,
considering the incorporation of the RR method described
in Section IV by means of using a variable admittance
compensating the RR violation locally. Also, same index will
be obtained with the incorporation of the RR method but
maintaining a constant admittance and delivering the same
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the Y admittance.

energy of all ESS. Finally, the LCoE is obtained considering
the non-inclusion of any compensation method. With these
indexes, in summary, the proposed metric looks for a trade off
between ESS operation, installation costs and the penalization
costs because of RR violations.

With the aim to obtain the LCoE index, some parameters
must be computed, considering the characteristics of the
system. In order to analyse the minimum required ESS, the
associated PV plant costs, CPV ,(2), and the ESS, CESS (3),
are considered in the LCoE (4) [16]. CPV includes the annual
investment cost (IPV ) considering the PV plant investing
stage, the fixed operation and maintenance costs (O&M ) and
the annual charge due to RR violations (RRc). The charge
associated with the violation of the RR is estimated to be
10cents/s/MWp, where MWp is the installed power of the
plant [17]. So taking into account the maximum power of this
plant, it corresponds to 5 e/s [17].

CESS considers the energy storage installation cost (IESS)
which includes the associated cost of the ESS power con-
version stage, considering a dc-link coupling mechanism,
common cost for grid connection among others [1], [5], and

TABLE III
LCOE TERMS.

Type I
[C/kW]

O&M
[C/kW/year]

N
[year]

Cdis

Cch
η [%]

PVutility 800 11.5 25 - [18]
LFP 400 8.2 12 1.2− 1 92
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Fig. 5. a) Power profile with and without ramps. PGr is the power with
RR correction, and PGc is the power without RR correction. Data in pu.
For analysis lets assume a 50MW base power. b) Power demand of batteries
for case with varying admittance. PC1, PC2, PC3 is the power injected
for each converter respectively. c) Power demand of batteries for case with
constant admittance. PC1, PC2, PC3 is the power injected for each converter
respectively. Same power for all of them. d) Ramp violations for the PV
power injection without RR (rpv), with RR at constant admittance (rG1),
and varying admittance (rG2).

its O&M annual costs. In the present case IESS investments
are assumed to be during the first year of operation. However,
O&M are paid with some interests.

CPV =

k=NPV∑

k=1

IPV +O&MPV +RRc

(1 + r)k
(2)

CESS =

k=NPV∑

k=1

IESS +O&MESS + ChESS

(1 + r)k
(3)

LCoE =
CPV + CESS

Σk=NPV

k=1
Egrid(1−d)k

(1+r)i

(4)

1126

Authorized licensed use limited to: UNIVERSIDAD DE OVIEDO. Downloaded on April 04,2024 at 09:05:54 UTC from IEEE Xplore.  Restrictions apply. 

C.2 Integration of Ramp-Rate Compensation in a Distributed Virtual Synchronous
Generator Schema for Hybrid PV Plants. 205



100 200 300 400 500 600 700 800

time (min)

70

80

90

100

 (
%

)

v1

v2

v3

c1

c2

c3
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ηc1, ηc2, ηc3 are the efficiency for PC1, PC2 and PC2 taking into account
constant admittance. Average efficiencies are 87.2471%, 87.2195% and
87.2533% respectively.

The discount rate r considered in (4) is 4% [19]. N is the
technology lifespan and Egrid is the grid energy injected in
the year base-case presented. Furhtermore, the PV system is
expected to degrade each year at a rate d equal to 0.8% [20].
Regarding battery technology, a LFP cathode battery is assume
for the application, because it has a cheaper price in terms of
energy. Table III shows the LCoE parameters for the PV and
the battery.

To calculate the LCoE, a daily the profile shown in Fig.
5 a) will be assumed and repeated along the years used for
the economic study. This power profile is the same than the
one in Section IV, but extended for a complete day, with
a total energy production of around 7 hours. The data is
calculated in pu, but for the analysis, a base power of 50
MW will be assumed, for the entire power plant. In this case,
the simulated system replicates the one in Section IV, but
using three PV strings, converters and their respective ESS.
In addition, in order to observe the behavior of the system
operating at constant admittance and at variable admittance,
the results of power injection by each one of the converters
are presented in Fig. 5 b) and c). It can be seen in b) that the
power at variable admittance changes as needed, and in c) it
is the same for all converters. In addition, it can be seen in
Fig. 5 d) how the ramps of the PV collectors vary, violating
the 10% norm, and by introducing the compensation method,
these violations drop drastically.

The data from Fig. 5 b) and c), beside the power injected by
each PV string is used for calculating the power injected to the
grid. However that power is ideal without considering power
converters. So the total amount of power generated by the PV
system beside the efficiency of both methods (variable and
constant admittances) will be computed taking into account the
efficiency curve of the power converter from [18], assuming
that the efficiency (η) curve belongs to the power inverter and
DC/DC converter. Then, η is calculated in Fig. 6, for each
PV string and battery. Table IV show the average η values,
showing a best performance in the variable admittance case.
Note that in this case feeder impedance is considered.

It must be accounted this example is only for demonstration
purposes, so the batteries are sized taking into account the
energy demand of each day. Taking into account these data,

TABLE IV
EFFICIENCY RESULTS FOR VARIABLE (Yv ) AND CONSTANT (Yc)

ADMITTANCE METHODS.

Yv Yc

ηv1 ηv2 ηv3 ηc1 ηc2 ηc3
87.48 87.42 87.39 87.34 87.37 87.36

TABLE V
ECONOMICAL RESULTS FOR THE APPLICATION WITHOUT RR

COMPENSATION, WITH RR AND CONSTANT ADMITTANCE (Yc), AND RR
WITH VARYING ADMITTANCE (Yv ).

Cases ESS
[MW]

LCOE
[e/MWh]

tRR

[s]
RRc

[Me]
PV 74.22 841 30711

PV+ESS+Yc 4.95 57.61 161.5 5897
PV+ESS+Yv 5.61 56.44 89.23 3257

and by using the aforementioned formulas the LCoE can
be computed approximately. Table V shows the calculation
results of the LCoE, taking into account the data from Fig.
5. As can be seen in the Table IV, the ramp-rate violations
(RRc) are reduced by 90% and 80% using a variable RR and
constant RR admittance method respectively, with respect to
no use none. Having a lower expense for ramp violations, as
well as less time breaking the rule. The variable admittance
method is more economical by calculating the LCoE index.
Also, as explained, Yv is more efficient. From here it arises
an interesting optimization problem for the calculation of the
Yv value. Depending on the line impedances connecting each
collector to the PoC and the ramp violation location, the
Yv should be optimally calculated. This is concern of future
research by the authors.

VI. CONCLUSION

This paper has proposed the inclusion of a ramp-rate com-
pensation method within an aggregated virtual synchronous
generation technique, fulfilling both working principles. Sim-
ulation results are presented showing a satisfactory response
for both operation modes. Furthermore, an economical study
has been conducted, taking into account the LCoE figure. It
has been demonstrated that the ramp-compensation technique
implies a real saving of money, especially when handling
larger amounts of energy. Even in the absence of a more in-
depth study, it is considered that the proposed method, based in
variable admittances is more economical than using classical
constant approach. Moreover, during the efficiency analysis
performed to be used in the LCoE calculation, it has been
demonstrated that the variable admittance method has a higher
efficiency for a given converter.
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Abstract—This paper investigates the feasibility and opera-
tional considerations of green hydrogen production in islanded
hybrid photovoltaic (PV) plants. These plants operate exclusively
during daylight hours, using solar energy as the main source.
To mitigate power fluctuations in PV generation, a battery
energy storage system (BESS) is integrated to supplement the
plant’s power during periods of low solar irradiation. Key
considerations include the operation of power converters via com-
munication links, specifically addressing the challenges associated
with communication delays. These delays will be managed to
minimise their impact on system stability. In this study, voltage
commands will be sent remotely and used to calculate power
references locally to feed the loads. Additionally, the challenges
that arise when working with commercial converters that only
allow the reception of active and reactive power commands
are highlighted. Strategies are discussed to maintain system
stability and optimise the performance of the hybrid plant,
ensuring efficient and reliable operation. This work contributes
to the technical knowledge necessary for the development green
hydrogen production through distributed generation plants.

Index Terms—Electrolyzer, Green Hydrogen, Virtual Syn-
chronous Generator, Communication delay, Smith predictor

I. INTRODUCTION

The utilization of solar photovoltaic (PV) energy for green
hydrogen production emerges as a key solution in the quest for
a cleaner and more sustainable energy matrix. This innovative
method involves using PV plants to drive water electrolysis

The present work has been partially supported by the
Spanish Ministry of Economy and Competitiveness funded by
MCIN/AEI/10.13039/501100011033 under Grants MCINN-23-PID2022-
139479OB-C22, MCINN-22-TED2021-129796B-C21, in part by the
European Union NextGenerationEU/PRTR and by the Principality of
Asturias, FICYT, FEDER funds under Grant SV-PA-21-AYUD/2021/57546.
Also this work was supported partially funded by EV-Hubs – Spanish
Research Agency - PID2022-142372OB-C21, and the European Commission
under project iSTENTORE HORIZON-CL5-2022-D3-01 with ID-101096787
and We-Forming HORIZON-CL5-2022-D4-02-04 with ID-101123556.

processes, yielding green hydrogen devoid of carbon emis-
sions, thus contributing significantly to mitigating greenhouse
effects [1], [2]. Green hydrogen finds versatile applications
across various sectors. It plays an important role in trans-
portation, where it can power fuel cell vehicles, offering a
zero-emission alternative to traditional fossil fuels. In the
industrial sector, green hydrogen can serve as a feed-stock
for various chemical processes, reducing the carbon footprint
of manufacturing operations. Moreover, in power generation,
green hydrogen can be used in fuel cells or combined with
natural gas to enhance the sustainability of the energy mix
[3], [4] The process of producing green hydrogen leverages
renewable energy sources and abundant water resources, en-
suring long-term energy security and diversification [5]. This
is particularly important in the current context of finite fossil
fuel reserves and the need for energy systems that are resilient
to geopolitical and environmental uncertainties. Furthermore,
because of the growing concern about climate change and the
urgent need to reduce greenhouse gas emissions. Therefore, the
green hydrogen production and utilization align with global
efforts to transition towards a cleaner and more sustainable
economy, reducing greenhouse gas emissions.

This paper proposes a control scheme for the production
of green hydrogen by using solar energy, primarily through
an isolated hybrid microgrid comprising PV generation and
battery energy storage systems (BESS), where one converter
is fed by a battery and the other is assumed to be fed by
a hybrid PV with dc coupling. This microgrid considers a
central controller, which remotely controls the entire power
plant, taking into account the different limitations due to the
variability of the solar production. In Section II, the system
plant is described, where the central controller will manage the
power distribution among the converters, via local controllers.
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Considering the isolated condition, grid-forming operation is
considered by the PV and BESS power converter control,
while the electrolyzer is the system main load, neglecting any
other ancillary load. With this setup, detailed in Section III,
it is underscored the importance of the Virtual Synchronous
Generator (VSG) architecture in maintaining the grid stability
while adapting power reference to available resources.

Additionally, the control is communications-based, which
reduces the number of sensors which requires addressing
communications delays and signal reconstruction challenges
[6], [7]. As this control system is communication-based, it
is needed a way to compensate possible delays that can
appear in the system, in order to ensure the stability of
the system. Moreover, the electrolyzer will feature a droop
control, discussed in Section III alongside the VSG system, to
adjust energy consumption based on grid power limitations.
Finally, Section IV will present simulation results to enhance
understanding of the discussed concepts. Finally, Section V is
concluding the paper.

II. SYSTEM DESCRIPTION

This section provides a description of the different com-
ponents of the microgrid system, considering PV generation,
BESS and the electrolyzer system. Those elements are de-
picted in Fig. 1.

The figure shows different control layers distinguishing be-
tween external and internal control. Starting with the external
control layers, the central controller located at the point of
connection (PoC) between the two distributed generators and
the electrolyzer, whose functionalities will be explained in
Section III and also explained in [7], [8], will calculate the
polar voltage values. Those values will be sent via MODBUS
TCP, to the local controllers associated to each converter.
There, the received commands feed a virtual impedance model
that calculates the Active and Reactive power setpoints for the
inner loops of the converter, and inject the necessary power
into the grid.

The considered power plant is based on a hybrid PV plant,
with dc-coupled BESS, and an inverter based BESS. In here is
remarkable also the fact that an ac grid is used to interconnect
the electrolyzer with the energy resources. Although a DC grid
interconnection would present clear benefits for this applica-
tion, nowadays there are not suitable commercial alternatives
for DC connection of hybrid PV plants.

In the proposed system, to mitigate the additional installa-
tion costs associated with measurement sensors (see Fig. 2
a)), internal variables accessible within the converters (such
as frequency, RMS voltages, active and reactive power) will
be leveraged. These variables can be transmitted via communi-
cation protocols, enabling their reconstruction and integration
into the control system (see Fig. 2 b)). Such variables are
standardized and included in the SunSpec DER specification
[9].

The power converters are driven by the local controllers,
which deliver the active and reactive power commands (see
Fig. 2 c)). These power set-points are calculated assuming as
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a main constraint the use of commercial inverters, only relying
on external calculated active and reactive power commands.
For that, as it can be seen in the figure, the output voltage
of each converter, and the reference current calculated by the
local controllers are used.

These converters are strategically distributed at varying
distances from the PoC, collectively forming a resilient and
adaptable grid which is important for the operation of the
electrolyzer. This integrated approach ensures seamless op-
eration and scalability while minimizing costs associated with
additional sensors and hardware.

The central controller serves as the nerve center, dynami-
cally adjusting the frequency and voltage references, that will
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TABLE I
SYSTEM PARAMETERS

Variable Value Variable Value Variable Value
Vg 400 V Cfilter 200 µF H 10 s
S 8 kVA Rp 0.01 τ 1
f 50 Hz Rv 2.2918Ω Lv 0.0218 H
y1 0.6 y2 0.4 Iv 2π2
L1 10µH L2 10µH L3 10µH
R1 10µΩ R2 10µΩ R3 10µΩ

be used in the local controllers for computing the power refer-
ences based on real-time generation levels. For that, the control
system will employ a distributed VSG architecture, based in
Synchronous Central Angle Controller (SCAC), which could
control multiple converters, emulating a single synchronous
generator at the PoC, resulting in an aggregated VSG [6], [7]
creating, in this case, an isolated grid. The main simulation
parameters are shown in Table I, where S is the rated power of
the converters, H is the emulated inertia, Rp is the droop slope
(δf/δP ), τ is the damping factor, Rv and Lv are the resistance
and inductance of the virtual admittance respectively. y1 and y2
the corresponding weights of the virtual admittances for each
converter and Iv is the gain of the integral voltage controller.
Also the parameter of the lines are included.

In the case of the load, which has been explained to be an
electrolyzer used for the generation of green hydrogen, it is
noted to have relatively slow dynamics and its behaviour can
be varied depending on the energy available in the system.
The operating dynamics of the electrolyzer is characterised
by a time constant of 2.85 s. This value has been derived
from the dynamic model of an electrolyzer, as detailed in [11],
[12]. This dynamic model is based on the Randles-Warburg
electrical equivalent circuit, which is widely used to represent
the electrochemical behaviour of electrolyzers.

Furthermore, the inclusion of a VSG method not only
assists in establishing a grid with a certain level of inertia,
thereby enhancing system stability, but also enables automatic
adjustment of the energy consumed by the electrolyzer based
on voltage and frequency readings, through the incorporation
of a dual droop system. These considerations will be further
expanded upon in Section III.

III. CONTROL SYSTEM

The proposed control system is based on a distributed VSG
concept for driving the PV and BESS converters, taking into
account the possible communication delays can appear in
the system, whilst a dual power-frequency and power-voltage
droop control are used at the electrolyzer level. The main idea
is to make a functional grid-forming control system in the
generation units and a flexible controller at the load units,
so the hydrogen production can be adapted to the generation
levels, thus helping in the system stability.

A. Virtual Synchronous Generator

Considering what has been explained previously, the control
system represented in Fig. 3 is applied to drive the entire
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power plant. This control structure is based on the SCAC-
VSG scheme, which simultaneously drives several converters,
emulating a unique Synchronous Generator (SG) in the PoC,
giving rise to an aggregated VSG. This concept presents the
idea of a single virtual rotor, emulated at the PoC, where
the electromechanical model of the SG is considered (central
control architecture). Hence, the SG inertia and damping
response are emulated at the PoC. In the case of this paper, it
is based on 2-aggregated power converters, however it can be
expanded to n-converters.

In recent research, the SCAC system of this article has been
implemented in grid-feeding/supporting systems. However, in
this paper, modifications have been implemented in the voltage
calculation loop to adapt it to a grid-forming control structure.
The proposed control system alternative replace the reactive
power droop control loop by the direct calculation of the
stators’ voltage module. In this manner, the voltage magnitude
in PoC can be manipulated through an integral controller [7],
[13].

As can be seen in the Fig. 3, the stator voltage is sent
from the central controller in polar coordinates (stator angle
θe and voltage magnitude ∆E) to each of the converter‘s local
controllers, via MODBUS TCP. Those voltage components are
obtained from the PoC voltage loop, and the VSG dynamic
model. These polar voltage components are used to drive the
Voltage Controlled Oscillator (VCO), computing the local sta-
tor voltage, which, subtracted from the voltage at the converter
terminals, gives the voltage drop across the virtual impedance
of the VSG. By using the virtual admittance concept, the
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reference current to drive the converter are obtained. These
admittances (Yi) can be used to select the weight of the power
share in each of the converters.

At the local converter control system, these values are
transformed into active and reactive power set-points, as
illustrated in Fig. 3. Finally, these set-points are sent to
the internal converter control, responsible of the close-loop
reference tracking.

As mentioned before, this system is designed for an applica-
tion where instantaneous voltage and current readings from the
converters are not available, necessitating control and readings
through communications. The available measurements by the
communication link are the terminal RMS voltage at each
converter, grid frequency and active and reactive power (see
Fig. 2 a). As instantaneous voltage values are needed for the
control system, these must be reconstructed from RMS and
frequency values, as shown in Fig. 2 b).

B. Communication delays treatment

Since the system is based on communications, it will be
subject to communication delays that may cause the control
system to become unstable, thus necessitating compensation.
Therefore, the Smith predictor (SP) compensation method [14]
has been chosen, as depicted in Fig. 4 a). It illustrates that
the angle and voltage computed by the central controller are
subject to delays, and by employing a model of the local
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control and plants, these delays can be compensated for. The
delay compensation will be carried out only for the voltage
control loop, and not at the active power control loop. This
is because although it is a variable load, which will depend
on the existing generation level, this variation is very slow
and does not have much effect on the control system. In
order to do so, as it can be seen in 4, two replicas of the
local controllers are used in the SP, using the scheme from
Fig. 4 b), in order to estimate the voltage at the PoC. Those
replicas are used to calculate the active an reactive set-points
of each converter. The references are transformed into currents
by using (1) and (2). However, the voltage value that will be
used for the calculation is the estimated voltage at PoC that
comes from equations (3) and (4). Once this is done, (5) is
used to calculate the voltage module to be used in the SP
compensation.

Although the system stability withstands relatively high
values of the communication delay without compensation,
increased delay values have been used to test the system
behavior under certain conditions that can show-up in a real
application. Fig. 5 shows the evolution of the voltage envelope
by using a delay of 300 ms, by applying S.P. or without. As it
can be seen, a noticeable compensation effect clearly improves
the transient response when the SP is considered.

id =
2(Pvd +Qvq)

3(v2d + v2q )
(1)

iq =
2(Pvq −Qvd)

3(v2d + v2q )
(2)

dvd
dt

=
id

Cequ
+ ωvq (3)

dvq
dt

=
iq

Cequ
− ωvd (4)

|Vg| =
√
v2d + v2q (5)

C. Droop Control of Electrolyzer

As mentioned above, a minor adaptation is implemented
in the control system of the electrolyzer to obtain a better
adaptability of the energy to the power available in the grid. It
is known that this type of load is mainly constant, in order to
get the greater amount of hydrogen, but it is expected to vary
according to the demand and the power available in the grid.
There are different kind of controllers to make the electrolyzer
behaving as a flexible load as in [15]. However in this case,
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a dual frequency and power voltage droop is implemented
[16], as shown in Fig. 6. A dual droop has been selected to
make the system more flexible to any variation in generation,
allowing operation, although more variable, also more stable.
These droops come into effect when the frequency or voltage
of the grid changes due to a mismatch between the power
generated and consumed, resulting from a decrease in the
power generated by any of the converters. In normal situations,
when there is no significant frequency or voltage variation,
the implemented scheme remains inactive. However, when the
available power decreases, both frequency and voltage drop,
leading to a reduction in the electrolyzer’s power consumption.

This adjustment is critical to ensure grid stability while
sustaining hydrogen production, allowing the electrolyzer to
operate as a flexible load. The droop control parameters in
this system are kf1 = 100 W/V and kv1 = 600 W/Hz.
These parameters have been selected to enable proper system
operation. In future research, more realistic and studied droop
values will be explored to optimise the performance of the
system.

The principle of operation of this dual droop controller will
be demonstrated in Section IV, where detailed results and
analysis will be presented. This adaptation allows a dynamic
response to power variations, ensuring that the electrolyzer
effectively contributes to the stability of the power system.
By adjusting consumption according to power availability, the
system increases resilience to unforeseen fluctuations in power
generation.

IV. SIMULATION RESULTS

In this section, simulation results are presented in order
to demonstrate the performance of the proposed system. The
results are presented with a reference frame set by a base
scenario in which the generation capability is enough to supply
the load. From there, applying limitations in the generation
capability, the effect of the the dual V-f droop to improve
system stability. All the simulation results are presented, taking
into account a communication delay between the central and
local controller of 160 ms, which is in the range of typical
values found in industrial applications.

A. Base case. Normal operation

The simulation results of the nominal operation of the
system are depicted in Fig. 7. In this simulation, the hybrid
PV is used for creating the ac grid to feed the electrolyzer.
Fig. 7 a) shows the three-phase grid voltage established by the
two converters. In this simulation, these two converters share
the power delivered to the load by using different weights
in their control, with 0.6 pu for converter 1 and 0.4 pu for
converter 2. The virtual admittance values are updated based
on the selected sharing weights, as explained in [7]. As it can
be seen in Fig. 7 b) and c), the electrolyzer starts to demand
power, so the power converters start to inject the shared power
to feed the load.
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B. Limited generation case

This simulation presents the common case where the power
of one of the converters is limited for various reasons. In
this particular case, a drop in the generation of converter 1,
which corresponds to the PV-hybrid converter, is considered.
This generation drop occurs due to a ramp-down event, which
can be triggered by varying environmental conditions, such as
passing clouds or a sudden drop in temperature.

As depicted in Fig. 8 a) shows the voltage created by the
microgrid, which barely varies in this case and in b), when the
ramp-down event in generator 1 appears at 11 s. Under those
circumstances, the BESS plays an important role, compen-
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sating the generation decrease of the PV-hybrid converter by
increasing its energy injection to maintain supply to the load.
This dynamic response of the batteries is essential to ensure
stability and continuity of power supply in situations where
primary generation is intermittent or undergoes significant
fluctuations.

C. Unstable case

In this case, shown in Fig. 9, the main reason for the
implementation of the dual droop concept in the electrolyzer is
demonstrated. This idea becomes essential in scenarios where
there is a very abrupt ramp in the solar generation, or when
the battery cannot deliver the necessary balancing power to
the system due to its own limitations, such as being partially
discharged.

In such circumstances, the system cannot meet the power
demand, leading to instability. This situation can be clearly
seen in Fig. 9. In a), the system voltage up to the point of
instability is shown, illustrating how abrupt fluctuations can
affect system stability. In b), the power injected or absorbed
by each of the power converters is shown, providing a detailed
view of how each component of the system responds to
variations in generation and demand.

The implementation of the dual droop concept in the
electrolyzer mitigates these instability issues. By dynamically
adjusting the operation of the electrolyzer in response to
sudden changes in solar generation or battery capacity, the
system can maintain a more stable and reliable power supply,
as will be demonstrated in the next subsection.

49.6

49.8

50

f 
(H

z)

0

0.5

1
P

 (
k

W
)

P
f

P
v

P

5 10 15 20 25

time (s)

0

2

4

6

P
 (

k
W

)

P
L

P
G1

P
G2

0.95

1

1.05

V
 (

p
u

)

a)

b)

c)

d)

�P = Pf+Pv

Fig. 10. Ramp limitation with electrolyzer droop controller: a) Module of
voltage at load level used for droop control. b) PV panel ramp generation in
converter 1, compensating the power for the battery and reducing the load
power as a flexible load. c) frequency variation used for droop control. d)
∆P which is subtracted to the load set-point, in order to keep the stability
of the system.

D. Ramp limitation with droop controller

To mitigate the unstable operating region, the proposed dual
droop control is introduced. The results of this implementation
are shown in Fig. 10, where the effect of the dual frequency
and voltage droop can be observed.

As mentioned before, the inclusion of this droop is used to
safeguard the grid stability by adjusting the load consumption
as a flexible load when one or more converters cannot deliver
the required power to the load. In Fig. 10, several key aspects
of this process are presented.

In a), the system voltage variation is observed. This varia-
tion is critical to understanding how fluctuations in generation
or consumption affect voltage stability. In b), the frequency
variation of the grid is depicted. Frequency fluctuations are
equally important, as they can indicate instabilities in genera-
tion or power demand. These voltage and frequency variations
are read by the electrolyzer, which feeds them into the droop
controller to modify the load consumption. This mechanism
allows the electrolyzer to act adaptively, responding to chang-
ing system conditions to maintain stability. In c), the powers
calculated by the system can be seen. These powers are
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subtracted from the power limit of the electrolyzer, which
allows the consumption to be adjusted precisely according to
the current operating conditions.

Finally, in Fig. 10 d), the effect of a ramp on the PV
generation is depicted. This ramp alters both the grid voltage
and frequency, which in turn modifies the power command of
the electrolyzer. This adaptive behaviour is crucial to maintain
grid stability in the face of rapid and unexpected fluctuations
in renewable energy generation.

The implementation of dual droop control proves to be an
effective strategy for managing system stability in the presence
of significant variations in generation and consumption. By
allowing dynamic adjustments in load consumption, it ensures
that the system can operate stably and efficiently, even under
challenging conditions.

E. Additional considerations

One of the critical points for the correct system operation,
was the selection of the references sent from the central
controller to the local controllers. Two alternatives approaches
can be used, as shown in Fig. 11: 1) polar coordinates (∆E and
θe ) or, 2) rectangular coordinates (Pref , Qref ). A preliminary
numerical evaluation has been carried out under the simulation
environment for the two options. The obtained results are
shown, respectively, in Fig. 11 a) and b). As it can be seen, the
use of polar coordinates leads to an stable operation, whereas
the rectangular ones can not guarantee it. Not obvious reasons
have been found about this behavior, being currently under
study.

V. CONCLUSION

This paper has proposed a centralised control structure
based on distributed VSGs to operate multiple converters,
creating a stable network for green hydrogen production.
The implementation of this system is based on the use of
communications for the integration with the local converter
control system. This approach reduces the need for physical
sensors, but introduces the challenge of communication delays.

The delay effect has been addressed by compensation tech-
niques to improve the stability of the control system, using
the Smith predictor. In addition, a local dual droop control
has been incorporated at the electrolyzer side, which allows

that in an event of a generation variation, due to an energy
mismatch, the energy consumption of the electrolyzer varies
taking into account variations in voltage and frequency, acting
as a flexible load.

In addition, several possibilities have been tested in global
control, such as sending voltage levels in rectangular coor-
dinates to a local controller or sending the reference power
directly from the global controller, taking into account com-
munication delays. It is only stable when the voltage is sent
and not the power, for no obvious reason. This behavior is
currently under study.
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Abstract—This article presents a real-time cosimulation bet-
ween two OPAL-RT simulators, utilizing the eMEGAsim system
for simulations in the time domain and the ePHASORsim system
for simulations in the phasor domain. It focuses on simulating a
distributed Virtual Synchronous Generator control system with
real power converters connected to a power system, facilitated
by the interface through a high-speed DOLPHIN communica-
tion cable. The control system and interface configuration for
cosimulation are detailed, along with the results obtained from
the simulations. This real-time cosimulation approach provides
an effective tool for the analysis and development of control
systems in power environments.

Index Terms—Virtual Synchronous Generator, Real-time simu-
lation, Co-simulation, OPAL-RT

I. INTRODUCTION

In recent years, there has been a significant increase in the
number of power converters and generation elements, such as
photovoltaic (PV) systems, wind generation, offering improved
Levelized Cost of Electricity (LCOE) indices [1]. These new
Distributed Energy Generation (DEG) facilities are mainly
based on Renewable Energy Sources (RES). This surge implies
a gradual replacement of conventional generation plants with
renewable generation systems. While this shift aids in reducing
pollution levels, greenhouse gas emissions going to a more
environmentally friendly approach [2]. However, it also poses
additional challenges in power systems that must be addressed.
These emerging challenges arise from the increase in the
weakness of energy systems, resulting from the decrease in
the inertia present in the network, traditionally provided by
Synchronous Generators (SG) with rotating mass, compared
to the inertia provided by systems based on power converters,
which is significantly lower or absent [1], [3], [4]. The absence
of both inertia and damping in power converters can threaten
the stability of the power grid. Consequently, various control
strategies are imperative to counteract this inertia reduction

The present work has been partially supported by the
Spanish Ministry of Economy and Competitiveness funded by
MCIN/AEI/10.13039/501100011033 under Grants MCINN-23-PID2022-
139479OB-C22, MCINN-22-TED2021-129796B-C21, and in part by the
European Union NextGenerationEU/PRTR.

and, to some extent, emulate the behavior of synchronous
generators [5]. Considering this, it’s now acknowledged that
the design of grid-forming and grid-supporting services is cru-
cial, especially with the substantial integration of Distributed
Energy Generation (DEG) units, whose aggregated capacities
rival traditional power plants [6]–[8]. This is where the concept
of Virtual Synchronous Generator (VSG) approach arises.
For the power electronics-based DEG/RES units, this control
strategy allows for the emulation of dynamic characteristics,
addressing the aforementioned challenges [3], [4].

The virtual inertia concept is realized through the integra-
tion of energy storage systems (ESS), power converters, and
appropriate control mechanisms, which contribute a specific
amount of inertia typically ranging from milliseconds to
several seconds. This establishes the foundation for extensive
integration of Virtual Synchronous Generators (VSG) into Re-
newable Energy Systems (RES) without compromising system
stability. While various VSG techniques have been explored in
literature [1], [6], [7], this paper adopts the strategy outlined
in references [6] and [9].

The Synchronous Central Control (SCAC) strategy proposes
synchronizing multiple converters to emulate a single syn-
chronous generator (SG) at the point of connection (PoC),
creating an aggregated Virtual Synchronous Generator (VSG).
This approach introduces the concept of a unified virtual rotor,
emulated at the PoC, where the electromechanical model of the
SG is considered (central control architecture). Consequently,
inertia and damped response are replicated at the PoC. This
control structure enables the system operator to manage power
exchange (both active and reactive) at the PoC, regardless of
the distances between local converters, allowing for energy
distribution under various operation modes (e.g., power and
frequency support) independently for each converter. Further
details on both central and local control systems can be found
in the literature [9], [10].

This inertia emulation control system will be incorporated
into the control system of switched power converters connec-
ted to real high-power grids. However, accurately emulating
its behavior through traditional offline simulations is not
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feasible, as simulating such large systems can lead to numeri-
cal problems like runtime and convergence errors, especially
when detailed models are used. Therefore, to test it, real-time
simulations are proposed to enhance accuracy. These types
of simulations are commonly used to employ real hardware
to improve system accuracy, with rapid control prototyping,
as well as to utilize detailed models for large-scale electrical
grids research.

This paper utilizes the real-time simulation OPAL-RT to
perform real-time simulation of power grids with integrated
power converters. As the number of inverters increases, so
does the calculation time, potentially reaching the limit for
real-time operation. To accelerate calculations, two approaches
are proposed: parallel computing, where the main calcu-
lation system is divided into subsystems, and the use of
acceleration elements from the OPAL-RT library, such as
the ARTEMiS toolbox. Additionally, two extended methods
are introduced to further speed up simulations: co-simulation
[11], which combines detailed equivalent models (DEM) or
average value models (AVM) with phasor models (PM) [12],
[13]. The OPAL-RT simulation modules ePHASORSIM and
eMEGASIM can simulate large-scale overlapping grids in the
phasor domain and DEM power converters, respectively, and
interacting between them. Thus, this paper will be focused
on the co-simulation strategy, where a real power system
will be simulated in real time by using PM, and this will
interact with real models of power converters in order to check
their interaction and proper functioning of the control system,
allowing the obtaining of certain phasor results, with certain
dynamics included by the time-domain simulation, and vice
versa. Furthermore, a small explanation about how to perform
these kind of simulation is done in section III. The results of
the real-time simulation will be demonstrated through some
simulations in section IV.

II. MODELS

In this section, the employed systems for real-time simu-
lations (VSG and KUNDUR2AREA) are described. These
systems will be elucidated by focusing on their most repre-
sentative parameters, aiming for simple understanding.

A. VSG converter

The power converters to be used for simulation in the
time domain are controlled by an inertia emulation system
called SCAC. This system will control two battery converters
distributed in a microgrid connected to a KUNDUR grid. Both
converters have the same power, filters, and transformers, but
are located at different distances from the connection point,
considering different feeder impedance. This control system
features a virtual admittance (Yi) characteristic that can be
utilized to distribute the injected power generation among
different converters, depending on their respective rated power.
This is done by applying different weights on the admittance.
Fig. 2 illustrates a schematic of the distribution of these
systems (a), as well as the control system implemented within

TABLE I
POWER CONVERTER AND VSG PARAMETERS.

POWER CONVERTER VSG
Variable Value Variable Value Variable Value

Converter Control system
Power 100 kVA VDC 750 V H 10 s
fsw 3.150 kHz VAC 400 Sn 200 kVA

Filter Kp 0.1
Lf1 777 µH Rd 0.5 Ω τ 1
Lf2 200 µH C 66 µF f 50 Hz

Transformer Rv 1.5 Ω
V1 400 V V2 20 kV Xv 0.7709 Ω

Lines Y1 0.4 %
L 0.76 H/km R 0.61 Ω/km Y2 0.6 %

Line1 0.6 km Line2 1 km Vg 400 V

TABLE II
KUNDUR 2 AREAS PARAMETERS

Generator Parameters
Xd=1.8 Xq=1.7 Xl=0.2 X′

d=0.3
X′

q=0.55 X′′
d =0.25 X′′

q =0.25 Ra=0.0025
T ′
d0=8.0 s T ′

q0=0.4 s T ′′
d =0.03 s T ′′

q0=0.05 s
ASat=0.015 BSat=9.6 ΨT1=0.9 kD = 0

H=6.5 (for G1 and G2) H=6.174 (for G3 and G4)
Line Parameters

Impedances r=0.0001pu/km xL=0.001pu/km bC=0.00175pu/km
Powers and voltages

G1 P=8 pu Q=2.86 pu Et=1.03∠20.2°
G2 P=8 pu Q=4.28 pu Et=1.01∠10.5°
G3 P=7.16 pu Q=2.48 pu Et = 1.03∠− 6.8°
G4 P=7 pu Q=3.49 pu Et = 1.01∠− 17°

Bus 7 PL=8.56 pu QL=0.59 pu Qc=0 pu
Bus 8 PL=2.99 pu QL=0.59 pu Qc=0 pu

Bus 13 PL=22.73 pu QL=1.15 pu Qc=0 pu
BASE

S 100 MVA V 20 kV

it [10] in b). Furthermore, in Table I, the different parameters
for the converter simulation are described.

B. Kundur 2 Areas model

The grid employed for the phasor simulation is known as
the 2-area Kundur system. This system emulates the electri-
cal grid with two distinct areas, each resembling real-world
power systems. These areas are interconnected by a weak tie,
mimicking the connections found in actual power networks.
Within each area, there are two power units, each boasting
a rating of 900 MVA and operating at 20 kV. In addition,
transmission lines are working at 230 kV. This setup reflects
the typical configuration of power generation units in large-
scale electrical grids. For further details and specifications of
this system, please refer to the provided reference [14], also
in Table II, the main parameters of the grid are presented. The
simulated converters in eMEGASIM are included in the model
within the bus 8 of Fig. 3.

III. SIMULATION PROCESS

Two OP5600 simulators have been used for simulations,
as shown in Fig. 1, controlled by Matlab version 2017a and
OPAL RT-LAB version 2019.2.3.176. Each simulator will run
a different type of simulation. In the case of the OP5600
slave, the simulation will run on eMEGASIM, and in the
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Fig. 1. Co-simulation structure with both simulators. Each of them will simulate one part of the system. The Master will simulate the ePHASORSIM
simulation, and the slave will simulate the eMEGASIM simulation.
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Fig. 3. Kundur’s two-area system used for simulating the power grid with
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km.

case of the master, the simulation will run on ePHASORSIM.
Both simulations will be synchronized using the DOLPHIN
DXH510 communication cable. As is depicted in Fig. 4 a),
to perform any simulation on any of the simulators, it is needed
to follow the model structure. The model in each simulator,
must include a subsystem called ”SM NAME”, where M,
besides S indicates that it is the master model, and slave
model respectively. From here, the monitoring signals will go
to ”SC NAME”, where the real-time signals can be monitored.
Furthermore, this same system can also be used as a simulation
control, sending different setpoints to the simulated model,

changing parameters in real time. Considering this, a brief
explanation of each simulator as well as the interface is
performed in this section, to merge both in an unique model
of co-simulation, explaining the procedure.

A. eMEGASIM

EMEGASIM is a real time simulator from OPAL-RT Tech-
nologies. This simulator is a tool specifically designed for the
analysis and simulation of power systems in real time. With the
ability to simulate complex electric power systems, including
distribution grids, transmission systems and renewable energy
generation, eMEGASIM is widely used in research, deve-
lopment and validation of electric power technologies [15].
It is important to highlight, that for performing a real-time
simulation its mandatory to use a discrete simulation with the
POWERGUI block.

B. ePHASORSIM

EPHASORSIM is a real-time simulator also developed for
OPAL-RT Technologies. This simulator is used for carrying
out real-time simulation of electrical power systems based on
phasors [16]. It allows to model and analyse those system
in large-scale, including transmission and distribution lines,
as well as including different generation elements. This tool
can be crucial in the research and development of different
technologies. To perform a simulation in ePHASORSIM, the
model of the grid must be included in the ”.xls” template with
the input and outputs of the system, and a ”.raw” file with
all the characteristics of the system, and it must be included
in the solver RT-LAB block to work (this configuration will
depend on the simulator version). The model initialization
block is important to include all the simulation characteristics
and parameters of both simulations. In Fig. 4 a), a scheme
example is shown.

C. Dolphin interface

Dolphin interface (DXH510) is a technology used for real-
time simulations, as the OPAL-RT simulators, in order to
facilitate the co-simulation of complex systems. This interface
builds a bridge between different simulators, allowing the
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synchronization of data between them. In OPAL-RT context,
DXH510 is used for integrating real-time control systems
with models of electrical power systems. To configure Dol-
phin, it is important to make the physical connection between
both simulators correctly, following the instructions provided
in the OPAL-RT manuals. A small scheme of the connection
is depicted in Fig. 5.

D. Co-simulation

In order to carry out the co-simulation between the two
simulators, specific steps must be followed. First, for the
system addressed in this article, the structure depicted in Fig.
4 b) will be followed. In this environment, the master simula-
tor is implemented in ePHASORSIM, which exchanges data
with the slave simulator in eMEGASIM through the Dolphin
interface, as previously mentioned. Due to both systems are
set in parallel, a memory block it is needed at the output of
each subsystem to allow a propper simulation.

The signals from both systems are monitored by the HMI
subsystem, which sends the setpoints to both simulators. As

shown in Fig. 4 b), to construct the power grid voltage in
eMEGASIM and feed the simulation in the time domain, V8

is read from bus 9, as well as the frequency at that point. In
addition, the power injected to the PoC is sent to the PM to
interact with the simulation.

In order to be able to run the simulation in real time, in
addition to the configurations made so far, it is important to
transfer the corresponding cluster information file, known as
”dishosts.conf”, to each of the ”etc/dis/” directories of both
simulators. This configuration file is used to set some global
interconnection properties and the position of each node within
the interconnection topology used. It is crucial to use the same
file on both simulators and to make sure that the IP addresses
used in the file match the IP addresses of the simulators. Once
this is done, the simulation can be run following the next steps:

1. Lunch RT-LAB 2019.2.3.176 in admin mode.
2. Check the Target number: PFXXX − XXX − S01

(OPAL2) and PFXXX −XXX −S02 (OPAL1) for
both simulators.

3. Check the RT-LAB Version 2019.2.3.176 is installed in
both targets.

4. Set the Real-time simulation mode to Hardware synchro-
nized and Real-time communication link type to Dolphin
under Execution Properties tab.

5. Assign the subsystems SM ePHASORSIM to OPAL2
and SS eMEGASIM to OPAL1. Make sure that XHP
mode is enable for both nodes.

6. Load the model in RT-LAB and check the display tab for
compilation.

7. Once the model is successfully loaded with no errors,
execute the model.

IV. SIMULATION RESULTS

In this section, some results obtained from the co-simulation
between both simulators are presented, showing three scena-
rios such as: A) Power support, B) Frequency support and
C) Voltage support. In each of them, the power converter is
connected to the bus 8.

A. Power support

In this first scenario, the active and reactive power setpoints
are set in order to control the power injected into the grid. To
demonstrate one of the main features of the co-simulation, a
phasor simulation has been performed in which only the bus
voltages are shown. In ePHASORSIM, the load is modified
without dynamics at the same timing, achieving practically
same results in steady state as when introducing dynamics.
This can be seen in Fig. 6 a) and b). In addition, Table
III presents the steady-state results of p.u. voltages for three
specific cases, using only phasor simulation and cosimulation:
1) when no power is injected, 2) when 100 kW of active power
is injected, and 3) when 50 kVar of reactive power is injected.
The result of this comparison is assumed to be the same for
the other scenarios.

Fig. 6 a) and b) show the different mains voltages in
p.u., with special attention to V8, which is the voltage at
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TABLE III
PHASOR VOLTAGES WITH PHASOR SIMULATION AND WITH COSIMULATION, ADDING CONVERTER DYNAMICS FOR CASES A AND B.

Voltage V1 V2 V3 V4 V5 V6 V7 V8 V9 V10 V11 V12

A

Phasor
1) 1.03 1.01 1.03 1.01 0.9921 0.9484 0.9138 0.9146 0.93 0.9593 0.9975 0.8785
2) 1.0444 1.0243 1.0444 1.0243 1.0067 0.9618 0.9246 0.9255 0.9388 0.9714 1.0114 0.8775
3) 1.0381 1.0183 1.038 1.0179 1.0029 0.9621 0.9304 0.9313 0.9364 0.9669 1.0057 0.8829

Cosim
1) 1.03 1.01 1.03 1.01 0.9921 0.9484 0.9137 0.9145 0.93 0.9594 0.9976 0.8783
2) 1.0443 1.0242 1.0442 1.0242 1.0065 0.9615 0.9245 0.9253 0.9387 0.9712 1.0112 0.8776
3) 1.0379 1.0181 1.0377 1.0177 1.0027 0.962 0.9302 0.9311 0.9362 0.9667 1.0055 0.8830

B

Phasor
1) 1.0303 1.0103 1.0304 1.0104 0.9924 0.9488 0.9142 0.915 0.9304 0.9597 0.9978 0.8788
2) 1.0141 0.994 1.0141 0.9942 0.9741 0.9292 0.8938 0.8959 0.9183 0.9449 0.9816 0.8738
3) 1.0307 1.0107 1.0307 1.0107 0.9927 0.9491 0.9145 0.9153 0.9307 0.96 0.9961 0.8792

Cosim
1) 1.0303 1.0103 1.0304 1.0104 0.9924 0.9487 0.914 0.914 0.9302 0.9596 0.9977 0.8786
2) 1.014 0.994 1.014 0.994 0.974 0.929 0.8937 0.8957 0.9182 0.9448 0.9814 0.8736
3) 1.0306 1.0106 1.0306 1.0106 0.9926 0.9490 0.9144 0.9151 0.9306 0.959 0.996 0.879
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Fig. 6. a) Voltages in p.u. of all buses of KUNDUR2AREA model without
cosimulation, just phasor simulation. b) Voltages in p.u. of all buses of
KUNDUR2AREA model with cosimulation, introducing the dynamics of c)
and d). c) Active power injection of VSG system. d) Reactive power injection
of VSG system.

the connection point of the power converter and is used to
construct the local three-phase voltage used in eMEGASIM.
As can be seen in Fig. b) and c), the injection of 100 kW of
active power at 10 s and 50 kVar of reactive power at 25 s into
the grid increases the voltage. As it was aforementioned, the
power is oddly shared between the two converters, providing
the first converter 60 %, and the second one the remaining 40
%, by means of the virtual admittance weights.
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Fig. 7. a) Voltages in p.u. of all buses of KUNDUR2AREA model without
cosimulation, just phasor simulation. b) Voltage in p.u. of all buses of
KUNDUR2AREA model. c) Frequency variation provoked by a load change.
d) Active power injection of VSG system.

B. Frequency support

In this scenario a frequency variation is forced by a load
variation in the grid. As case A, to demonstrate one of the
main features of the co-simulation, a phasor simulation has
been performed in which only the bus voltages are shown. Fig.
7 a) shows the voltage of each buses in a phasor simulation
and b) in a co-simulation, with a special focus in V8, which is
the voltage where power converter is connected. However, in
this case the dynamics does not change in excess, because

C.4 Real-Time Cosimulation of Power Systems Integration of eMEGASIM and
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a 0.85 p.u. voltage sag appears. b) Actual voltage at the PoC in Volts. c)
Reactive power injection due to the voltage variation.

the power injected in comparison with the grid power is
very small. Table III shown the stationary voltage at different
point, seeing that the final results are the same. There is a
generalized decrease in voltage in the network, which also
causes a reduction in frequency in it, as it is seen in c), where
a negative frequency variation appears, which provokes that
the VSG system injects some active power in order to try to
compensate the variation, as it can be seen in d).

C. Voltage support

In this scenario, a voltage sag is induced in the power grid
at 3 s with a duration of 0.5 s, aiming to verify the operation of
the VSG control system. The control system until now had be-
haved like a grid feeding, however for voltage compensation,
a Q-V droop must be included in the reactive loop, in order
to inject reactive energy for voltage compensation, behaving
as a grid-supporting controller. The Q-V droop used for this
implementation following the equation (1).

V = (0.95− 0.95− 0.85

20 · 104 (Q+ 20 · 104)) · 400 (1)

As it can be seen in Fig. 8 a), the voltage evolution of all
important buses are shown. Taking into account the bus under
study, which is V8. In Fig. 8 b), the three-phase PoC voltage
is shown. As the Q-V droop controller is implemented, the
system follows (1) to inject reactive power into the system to
attempt to compensate for the voltage drop, as evident in Fig.
8c).

V. CONCLUSION

In this paper, the procedure for conducting a co-simulation
between two OPAL-RT simulators is described. It considers

the utilization of eMEGASIM (for detailed system simulation
in the time domain) and ePHASORSIM (for phasor domain
system simulation) together, enabling the simulation of large
systems that would otherwise require significant real-time
resource consumption, being able to add some dynamics to
the phasor simulation. A small comparison between phasor
simulation and cosimulation is done in cases A and B. Three
base scenarios have been simulated: A) injecting arbitrary
power into the grid; B) injecting active power for frequency
compensation; C) injecting reactive power for voltage com-
pensation.

For future work, the development of the simulated models
can be extended to consider different contingencies and the
grid-forming operation of the power converter under isolated
bus conditions.
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