
Spectrochimica Acta Part B: Atomic Spectroscopy 216 (2024) 106949

Available online 21 May 2024
0584-8547/© 2024 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC license (http://creativecommons.org/licenses/by-
nc/4.0/).

Spatially resolved spectroscopical characterization of one- and 
two-component structured femtosecond laser induced plasmas 

Cristina Méndez-López , Cristina González-Gago , Jorge Pisonero , Nerea Bordel * 

University of Oviedo, Department of Physics, Federico García Lorca 18, 33007 Oviedo, Asturias, Spain   

A R T I C L E  I N F O   

Keywords: 
LIBS 
Femtosecond ablation 
Spatio-temporal resolution 
Plasma diagnostics 

A B S T R A C T   

Femtosecond-laser ablation is becoming increasingly popular due to its advantageous characteristics such as 
reduced fractionation and improved lateral resolution. However, since the emission from the resulting laser- 
induced plasmas is reduced and relatively short-lived, optical spectroscopy analyses with fs lasers (LIBS) are 
often carried out with enhancement strategies, such as double-pulse LIBS. For orthogonal double pulse set ups, 
characterizing the spatio-temporal excitation of the fs-LIP can be useful to fully optimize the scheme. This work 
aims to characterize the structure of a fs-laser induced plasma in atmospheric pressure, illustrating the general 
behavior of the plasma plume for different target materials (metals and dielectrics), and further obtain insight 
about the emission and excitation characteristics of the plume for pure copper and PVC samples. The results show 
a clear two-component structure of the metallic plumes, composed by a fast-displacing upper component that 
presents higher excitation and higher ionization degree and a slow, almost static component that remains near 
the sample surface throughout the complete evolution. On the contrary, PVC presented only one fast-displacing 
component which was seen not to be homogeneous in terms of excitation. As a general feature, in the present 
study conditions, all the plasma plumes induced in different samples presented an intensity-dominating fast 
component, with discrepancies in the presence and relative intensity of the slow component.   

1. Introduction 

Laser-Induced Breakdown Spectroscopy (LIBS) is a well-stablished 
analytical technique that consists in the use of a pulsed laser that, by 
focusing it onto a sample, produces a transient plasma, whose emission 
is analysed. LIBS stands out by its intrinsic versatility [1]; it can deal 
with samples of vastly different nature, and it is instrumentally very 
flexible in terms of complexity, portability, and hyphenation with other 
techniques (e.g. LIBS-Raman [2–4] or LIBS-LA-ICP-MS [5–7]). Despite 
the simplicity of its operating principle, the physics behind the laser- 
matter interaction process as well as the laser-induced plasma dy
namics are complicated. Many experimental parameters are relevant in 
this regard, one of them being the laser pulse duration [8,9]. 
Nanosecond-lasers are undoubtedly the most frequently utilized sources 
of excitation in LIBS, but femtosecond lasers have attracted increasing 
interest during recent years [10]. 

Nanosecond-pulsed ablation is an intrinsically thermal process 
characterized by sequential mechanisms such as melting, fusion, subli
mation, and vaporization, with heat diffusion increasing the area of 

damage [11]. Moreover, the vaporized matter further interacts with the 
laser beam increasing ionization and excitation but also eventually 
resulting in a shielding process due to inverse Bremsstrahlung (more 
pronounced for IR wavelengths), which prevents energy being deposited 
on the sample, reducing ablation rate. The effect of shielding, however, 
is not entirely undesirable as it results in a bright, excited, and long-lived 
(tens of microseconds) plasma [12]. The ultrashort pulse regime, on the 
other hand, is characterized by energy deposition taking place faster 
than the lattice relaxation time. This has several consequences both in 
the solid ablation process and in the resulting plasma characteristics. 
The most important aspect is that the laser energy is absorbed in a 
reduced area of interaction, resulting in a high ablation rate and well- 
defined craters (i.e. lateral resolution improvement). The lack of laser- 
plasma interaction, however, means that fs-LIPs often must be some
how re-excited to improve the emission signal (e.g. in double-pulse LIBS 
arrangements [13]). As for the mechanisms responsible for the ablation 
in this regime, thorough discussions can be found in [10,14,15] and will 
be described only briefly here. Said mechanisms vary depending on 
pulse energy and sample characteristics (i.e. conducting, dielectrics). 
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For metals, free electrons are notably excited through inverse Brems
strahlung and multiphoton (MP) absorption, which will be favored for 
longer and shorter wavelengths, respectively. The energized electrons 
can undergo collisions with other electrons, or even leave the solid 
target and produce an electrostatic field in the vicinity of the surface 
that, in turn, pulls ions out of the solid (“electrostatic ablation”). 
Coulomb explosion, caused by the repulsive forces of the positively 
charged ions in the surface of the sample, is also regarded as one of the 
main mechanisms in the ablation of dielectrics, whereas high irradiance 
values are needed for its occurrence in metals. Another important 
mechanism is thermal vaporization, which results from the temperature 
increase due to electron-phonon collisions at timescales (ps) longer than 
the laser pulse width. 

The resulting plasma plume is conditioned by the several mecha
nisms that might have taken part in the ablation [16–19]. Time-of-flight 
studies carried out in vacuum on a Ti sample by Albert et al. showed the 
presence of three differentiated components consisting on fast ions, 
slower neutrals and very slow nanocluster population emitting charac
teristic blackbody radiation at long delay times (>μs) [16]. Grojo et al. 
ablated Ti, Zr and Hf samples in a low-pressure helium atmosphere, 
observing a fast-displacing component containing ions and atoms and a 
slow component with emitting nanoparticles [17]. Noël et al. studied fs- 
LIPs on Au and Cu samples, reporting a clear dominance in emission 
intensity of the lower region of the plasma plume, which was induced in 
vacuum. Spectroscopical analysis of the copper plasma highlighted 
spatially separated predominance of nanoparticles, neutrals and ions 
[18]. For dielectric materials, Axente et al. observed the formation of a 
single component when ablating fused silica in vacuum, lacking pres
ence of nanoparticles [19]. Recent works by Kautz et al. dealt with the 
ablation of a zircaloy sample in a He low-pressure environment, also 
noting the absence of continuum emission from nanoparticles and 
additionally reporting higher excitation temperatures region of the 
plasma plume closer to the sample surface [20,21]. 

Aside from sample nature, the plume dynamics are also affected by 
experimental conditions such as ambient pressure [22], lens-to-sample 
distance [21,23] and fluence [24]. The expansion of the plume is, of 
course, very dependent on the former, observing a greater extent of 
expansion as well as a spherical symmetry in vacuum as compared to 
confined, cylindrical plumes at atmospheric pressure [22]. However, 
displacement of the sample from the focal plane (modifying fluence and 
spot size) in a vacuum result in narrower angular distribution [23]. 
Notable variation of the relative intensity and lifetime of the fast 
component in the plasma plume was also reported [21]. Increasing 
fluence at a fixed spot size allowed for higher emission intensities of both 
atoms and ions, also providing a higher ionization degree in a copper 
plume. On the other hand, electron density was seen to rapidly maxi
mize at an intermediate fluence (10 J/cm2), slightly decreasing with 
greater fluences. Similarly, excitation temperature could be increased 
with pulse energy until it plateaued at a similar fluence [24]. 

A partial or complete plume splitting in atmospheric environment 
can be attributed to an ambipolar electric field as a consequence of the 
spatial separation of charged species, as modelled and experimentally 
demonstrated utilizing a brass sample by Zhang et al. in a recent work 
[25]. Particularly, they reported an increased separation between 
components for shorter pulse durations and higher fluence, as well as 
earlier split of the plume with smaller spot sizes. Additionally, fs-laser 
filamentation can also occur and result in weak ionization of air along 
the laser propagation path due to non-linear process of filamentation if 
laser power is sufficient to result in self-focusing. This effect was studied 
by Hou et al. on a Zr sample, noting that the lower density region created 
by the filament promotes a narrow vertical plume expansion that can 
result in a clear split of the plume, depending on the lens-to-sample 
distance, creating a high temperature environment with low contin
uum emission [26]. An analogous work by Xu et al. performed on a 
copper sample detailed the dependance of both temperature and elec
tron density with lens-to-sample distance, also observing the 

simultaneous increase/decrease in excitation temperature/electron 
density, despite lacking spatial resolution in the spectral analysis [27]. 
Thus, focusing conditions and laser power have to be taken into account 
in order to attribute plume splitting to either mechanism. 

In the present work, an infrared (1028 nm) fs-LIBS system operated 
at ambient pressure conditions is utilized to perform, as a first step, a 
general comparison of the plasma plume behavior at few shots per spot 
for several targets of different nature (metallic and dielectric), exploring 
the extent of potential differences in their spatio-temporal evolution 
with regard of plume splitting as well as relative intensity of plume 
components. Afterwards, a > 99% copper target and a PVC sample are 
chosen as representative samples to further explore changes in the 
plumes due to an increased number of shots per spot as well as to 
thoroughly characterize the spatio-temporal distribution of emission 
intensity, excitation (by means of neutral copper Boltzmann plots, in the 
case of copper, and vibrational temperature of the cyanide molecule, in 
the case of PVC) and electron density, aiming to adequately characterize 
and understand the fs-LIP behavior in the present experimental condi
tions with the purpose of future exploitation in other experimental ar
rangements (e.g. depth profiling, orthogonal double pulse scheme…) 
particularly regarding multi-matrix samples. 

2. Experimental set-up 

The experimental setup includes a Yb:KGW fs-laser (<290 fs, Pharos, 
Light Conversion), integrated inside a modified ablation unit 
(NWRFemto UltraCompact, ESI). The unit is fixed to an optical table (RP 
Reliance, Newport) in order to ensure the preservation of optical 
alignment. The laser beam can be extracted out of the ablation chamber 
and is redirected by a set of custom mirrors (CVI Optics) towards a 
focusing objective (35 mm working distance, model LMH-5×-1064 from 
Thorlabs). The laser wavelength is the fundamental 1028 nm, and the 
frequency is set to 10 Hz. Its maximum energy per pulse, 1.5 mJ, is used 
throughout this work. Spot size is 60 μm (sample surface on the focal 
plane of the objective), estimating a fluency of 53 J/cm2 and an irra
diance of 1.8⋅1014 W/cm2. No significant filamentation-related effects 
are expected in these conditions. 

Light from the plasma plume is directly focused onto the entrance slit 
of a Czerny-Turner spectrometer with two available diffraction gratings 
of 1200 and 2400 lines/mm (Andor Technology, Shamrock SR-500i-D1) 
coupled to an ICCD (Andor Technology, iStar DH334T-18F-E3) via two 
Ø50.8 mm plano-convex lenses of 100 and 300 mm focal lengths 
(LA4545-UV and LA4855-UV from Thorlabs, respectively) that result in 
a 3:1 magnification of the image. The lenses are mounted on a motorized 
linear stage (Dover Motion) with motion parallel to the spectrometer, 
allowing for a precise placing of the plasma image so that its vertical axis 
of symmetry is well-centered over the entrance slit. The spatial resolving 
power of the experimental set-up is determined using a USAF 1951 
resolution test chart, being 32 line pairs per mm (~16 μm). The scale of 
the images that are acquired with the iCCD is also obtained, corre
sponding to 4.25 μm/pixel. The spectral response of the detection, 
characterized with a calibrated Tungsten (Bentham Instruments 
Limited) lamp utilizing the same optical elements as in the present work 
(e.g. lenses, gratings, detector), is properly accounted for. Sample 
positioning is controlled with a motorized stage (Dover Motion) on the 
XY plane and with a vertical translation stage (MVS010/M, Thorlabs) on 
the Z direction. The focusing distance is monitored with an optoNCDT 
1420 laser-meter from Micro-Epsilon. Except where otherwise stated, 
data treatment was carried with home-made MATLAB2022a software. 

2.1. Fast photography 

The entrance slit of the spectrometer was opened to its full aperture 
(3 mm) and the 1200 lines/mm diffraction grating is centred at 0th order 
to obtain spectrally integrated images of the plasma plume. Considering 
the quantum efficiency of the CCD intensifier, as well as the spectral 
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response of all other relevant elements of the set-up, the wavelengths 
composing the images are approximately within the 200–800 nm range. 
According to the lifetime of the plasma in our experimental conditions, 
fourteen temporal windows were defined (Table 1) covering a range 
from 10 ns to 15 μs of acquisition delay. The integration times were kept 
as short as possible in order to obtain more accurate snapshots of the 
plume evolution, and detector gain was adjusted as necessary to 
improve SNR. 

A set of eight samples (Table 2) was explored at this stage. The 
reference samples that were used throughout this work, a high-purity 
copper plate and a PVC plate, were compared to other metals and di
electrics in order to identify potential differences arising from the nature 
of the matrix being ablated. For the comparison of matrices, four pre- 
shots were carried out and the following four shots were accumulated. 
All measurements were done by triplicate. For the purpose of having a 
more precise reference for the spectrally-resolved measurements on Cu 
and PVC, the evolution of the plasma plume in these matrices was also 
studied in different conditions of ablation, namely 40 pre-shots and 40 
accumulated shots per spot (from now on named ‘reference conditions’); 
this also allows for a comparison of the plume resulting from different 
degree of damage on the sample. 

2.2. Spectrally resolved images for emission intensity and diagnostics 

A thorough study of discreet emission was carried out on copper and 
PVC. Detection was made utilizing a 100 μm slit aperture and a 1200 
lines/mm grating. Acquisition delays were maintained with respect to 
the previous section in order to correlate information from these mea
surements with fast photography results, but integration times (Table 3) 
were increased to improve SNR in the spectral images; the time windows 
at this stage still did not overlap. When comparing measurements car
ried out at different integration times and/or gain values, the intensities 
are corrected by approximating a direct proportion with respect of 
integration time (given that gate times are kept reasonably short) and by 
normalizing to the corresponding gain factor (which was previously 
determined with a continuous light source). As previously stated, forty 
pre-shots were carried out, followed by forty-shots that were accumu
lated to obtain a single spectral image. 

The excitation temperature diagnostics were carried out through Cu I 
emission. For this study, three spectral windows containing up to 9 
copper lines with known spectroscopic parameters available in NIST 
database [28] covering a relatively broad range of upper-level energies 
were chosen as shown in Table 4. Aside from the relevant spectroscopic 
parameters of the lines, the time intervals in which they could be 
observed and/or be adequately resolved are also indicated in Table 4. At 
the latest considered delay (5 μs), only lines 510, 515 and 521 nm could 
be observed and utilized to build a Boltzmann plot; these three lines are 
often used for excitation temperature diagnostics in the literature 
[27,29,30] due to their considerable energy gap and wavelength 
proximity. 

Excitation temperatures were obtained from the well-known Boltz
mann plot method given by Eq. (1) [31]: 

ln

(
Iji

Ajigj

)

= −
1

TexckB
Ej + ln

(
FC

ℤ(T)

)

(1)  

where Iji is the line intensity (corrected by instrumental sensitivity at the 
corresponding wavelength), Aji is the transition probability, gj is the 
degeneracy of the upper-level involved in the transition, Texc is the 

excitation temperature, kB is the Boltzmann constant, Ej is the upper- 
level energy, F is an experimental factor, C is the relative molar con
centration of the considered species (Cu I) and ℤ is the partition function 
at the given excitation temperature. 

Various species of neutral, ionic and molecular nature were also 
selected to explore the emission distribution in the PVC plasma. These 
are summarized in Table 5, where the spectroscopical information of 
atomic and ionic lines has been taken from NIST Atomic Spectra Data
base (atomic and ionic lines) [28] and information about the molecular 
emitting species, from Pearse and Gaydon (1976) [32]. The CN experi
mental emission was fitted to simulated spectra by means of LIFBASE 
software [33], in which rotational and vibrational temperature were 
explored with a coarse resolution of 100 K. 

2.3. Electron number density evaluation 

The Cu I line at 515.32 nm was utilized to study the electron number 
density in the Cu plasma. Due to its moderate Stark broadening, a slit 
aperture of 70 μm and the 2400 grooves/mm diffraction grating were 
utilized (covering a 507.2–526.8 nm range). Acquisition was made with 
the same temporal parameters stated in Table 3. The instrumental 
broadening was measured with an Ar-Hg lamp and was determined to be 
a Voigt-shaped profile with a Gaussian width of 0.19 Å and a Lorentzian 
width of 0.36 Å at the considered wavelength. Consequently, the copper 
line was fitted to a Voigt profile with a fixed gaussian width equal to the 
instrumental broadening (using the built-in function of Origin 8.5 soft
ware). The Stark component of the broadening was then obtained by 
subtracting the corresponding instrumental broadening from the 
computed Lorentzian width. Electron density was finally calculated, 
assuming that collisions with ions were negligible, according to Eq. (2) 
[34]: 

ΔλStark
FWHM = 2ω

(
Ne

Nref
e

)

(2)  

where ω is the electron impact parameter of the transition, given for a 
reference electron density. The broadening parameter for the studied 
line (FWHM = 1.9 Å) was taken from [35], where it is given with ac
curacy of 30–50% for a temperature of 10,000 K and an electron number 
density of 1017 cm− 3. 

The results from excitation temperature and electron number density 
diagnostic studies in the copper plume were used to obtain the ionic- 

Table 1 
Acquisition windows for spectrally integrated measurements. Note that delay time could be set with a precision in the order of nanoseconds; decimal places of longer 
delays were omitted for clarity.  

Delay (μs) 0.010 0.05 0.1 0.2 0.3 0.5 0.75 1 1.5 2 2.5 5 10 15 
Gate (μs) 0.005 0.025 0.05 0.1 0.25 0.5  

Table 2 
Composition of the eight studied samples. *The PTFE and the PVC samples 
contain an undetermined amount of Ca (detected on the surface and in bulk, 
respectively).  

Sample CRM Main components (%) Other (%) 

Cu (ref) – Cu > 99.9 – 
Zn SRM 628 Zn: 94.657 Al: 4.950, Cu: 

0.611 
Brass 31×- 

7835.4 
Cu: 67.130, Zn: 30.360 Pb: 1.049, Al: 

0.525 
Fe alloy 13×-NSD1 Fe: 49.091, Mn: 23.530, Cr: 24.510 Mo: 1.120 
Ni alloy BS 625 B Ni: 59.820, Cr: 21.285, Mo: 9.583, Fe: 

4.511 
Al: 0.332, Cu: 

0.225 
Mg 68×- 

MGH6 
Mg: 98.093 Al: 0.230 

PTFE – (C2F4)n *Ca 
PVC – (C2H3Cl)n *Ca  
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neutral Cu ratio (NCu II/NCu I) via the Saha equation (Eq. (3)) [34]: 

FC(Cu II)
FC(Cu I)

≈
NCu II

NCu I
=

1
Ne

2⋅
ℤCu II(T)
ℤCu I(T)

⋅
(

2πmekBTion

h2

)
3
2e−

Eion − ΔEion
kBTion (3)  

where ℤCu I/II(T) are the partition functions, obtained from NIST [28], 
for ionic and neutral copper, Eion is the ionization potential of copper and 
ΔEion is the Debye shielding correction. 

On the other hand, emission from the Hα line was used to estimate 
the electron density in the PVC plasma. Measurements were carried out 
as described in Section 2.2 (Table 4), for which the instrumental 
broadening was contributed by a Gaussian width of 0.6 Å and a Lor
entzian width of 0.7 Å (at the considered wavelength). The Stark 
component was obtained as described for copper and corresponded to an 
electron density relying on Gigosos and Cardeñoso’s database [36]. 

3. Results and discussion 

3.1. General behavior of the plasma plumes for different matrices 

The evolution of the plasma plumes induced on each of the 8 samples 
is shown in Fig. 1, where each of the images has been normalized to the 
maximum intensity in the spectral window after subtracting the value of 
counts attributed to reading noise, which was obtained as an average of 
the signal from pixels not illuminated by the plume. It can be pointed out 
that most of these plumes are characterized by a two emitting compo
nent structure, as previously stated and in agreement to the literature 
[18,19,21,37]. In the present work, a higher component quickly moving 

upwards is always present and dominates intensity-wise at the early 
stages of evolution (≲1 μs) regardless of sample nature (metallic or 
dielectric), whereas a slow component remains near the sample surface 
(<0.5 mm) throughout the plume evolution, undergoing a radial 
expansion while remaining otherwise stationary. 

Moreover, if focusing on the dielectric samples, it can be seen that 
PTFE does not present a clearly separated slow component, whose lack 
was explicitly pointed out in the literature for a sample of silica [19] as 
opposed to various metals [17]. However, PVC appears to have a similar 
structure to metallic samples. This seemingly slow feature is only 
apparent for the first superficial shots, whereas analogous measure
ments performed in so-called reference conditions (40 accumulated 
shots, after an equal number of pre-shots) reveal an isolated fast 
component without any accompanying emitting component in the lower 
region. The copper plasma maintains the same structure as in Fig. 1 
despite the significantly greater number of shots and, in fact, the lower 
component very slightly increases its relative importance, intensity- 

Table 3 
Acquisition windows for spectrally resolved measurements.  

Delay (μs) 0.01 0.05 0.1 0.2 0.3 0.5 0.75 1 1.5 2 2.5 5 
Gate (μs) 0.01 0.05 0.1 0.2 0.5 1  

Table 4 
Spectroscopic parameters of the utilized lines obtained from NIST database.  

Spectral window 
(nm) 

Line 
(nm) 

Aji (⋅107 

s− 1) 
gj Ej 

(eV) 
Time interval 
(ns) 

450–470 

453.08 0.84 2 6.552 300–1000 
453.97 2.12 4 7.883 

50–1000 458.70 3.2 6 7.805 
465.11 3.8 8 7.737 

507.2–526.75 
510.55 0.2 4 3.817 

50–5000 515.32 6.0 4 6.191 
521.82 7.5 6 6.192 

565.4–584.5 
570.02 0.024 4 3.817 

50–2500 578.21 0.165 2 3.786  

Table 5 
Studied atomic, ionic and molecular species in PVC plasma.  

Spectral window 
(nm) 

Species Signals Time 
interval 
(ns) 

377.8–398.2 

CN Violet system, B2Σ − X2Σ (Δv = 0) 50–2000 

Ca II 
Doublet 393.37 and 396.84 nm, with 
upper-level energies 3.151 and 3.123 

eV, resp. 
50–1000 

510.2–529.75 

C2 Swan system, A3Πg − X 3́Πu (Δv = 0) 50–2000 

Ca I 
Multiplet (526.17, 526.21, 526.42, 
526.56 and 527.03 nm) with Ej ~ 

4.877 eV 
50–750 

583.5–602.45 
Na I 

Doublet 589.00 and 589.59 nm, with 
E j = 2.104 and 2.102 eV, resp. 

50–5000 

CaCl Orange system B2Σ − X2Σ (Δv = 0) 50–5000 

647–665.5 H I Balmer α (656.28 nm), with Ej =

12.088 eV 
50–200  

Fig. 1. Temporal evolution of the plasma plume for each of the 8 samples.  
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wise. A Figure depicting the evolution of the Cu and PVC plumes in 
reference conditions is available in Supplementary material (Supp. 
Fig. 1.a-b). It can additionally be noted that lowering the laser fluence 
also resulted in a decrease of the upper component brightness and the 
extent of its vertical displacement, as illustrated with the copper sample 
in Supp. Fig. 2. Similar results were reported by Anoop et al. in vacuum 
[24] and by Zhang et al. in atmospheric air, both experimentally and by 
plasma modelling [25]. 

Another feature that distinguishes the plumes in Fig. 1 is the 
expansion dimension. While metallic matrices (Cu, Zn, brass, Fe- and Ni- 
alloys) are characterized by an elongated expansion (one dimensional) 
of the fast component, a radial expansion becomes evident (three 
dimensional) in PTFE and PVC. This is also clearly observed in Supp. 
Fig. 1. Interestingly, the Mg plume also presents a radial growth of the 
fast component, which also moves at a lower speed, barely reaching 1 
mm of distance from the sample surface. On the contrary, the upper 
component of the Zn plume displaces further than those of any other 
matrix, reaching up to 1.5 mm. 

The differences in the behavior of the fast component can be quan
tified by monitoring the position of the maximum intensity with respect 
to the delay time. This is shown in Fig. 2 for six matrices, omitting brass 
(which is analogous to copper) and the Ni-alloy (analogous to the Fe- 
alloy). The fittings of the fast component displacement of all matrices, 
including reference conditions, are available as Supplementary material 
(Supp. Figs. 3 and 4a-b). The perpendicular displacement was modelled 
according to two regimes of evolution. The initial propagation (t < 200 
ns) is well modelled by a blast wave model (point explosion), as given by 
Eq. (4)  

d(t) = α(ξ)⋅t2/(2+ξ) (4)  

where α(ξ) comprises various experimental parameters (namely the 
density of the surrounding gas and the fraction of laser pulse energy that 
takes place into the plasma state conversion) and ξ is a dimension factor 
(1 for a one-dimensional expansion, 2 for a cylindrical expansion, and 3 
for a spherical expansion) [8]. All matrices except Mg, PTFE and PVC are 
well described by a linear propagation (∝ t2/3), while the former are 
better described by a spherical propagation (∝ t2/5). This is coherent 
with the evolutions observed in Fig. 1, as the component in these three 
matrices appear to be rounder (radially expanded) than the rest. After
wards, the displacement is notably slowed down due to the increased 
collisions with background gas and can be described by the drag model, 
as given by Eq. (5). 

d(t) = dmax(1 − exp( − βt) )+d0 (5)  

where β is the slowing coefficient [38,39], d0 accounts for the position of 
the component when the change of regime occurs and dmax is the 
maximum distance travelled afterwards. 

Additionally, the displacement speed was estimated for all samples, 
obtaining initial values between ~6 km/s (Mg) and ~ 8 km/s (PTFE and 
PVC). 

The fitting parameters for all matrices are shown in Table 6 with 
their corresponding uncertainties. It is interesting to note that the 
slowing coefficient of Zn is notably lower (1.7 ± 0.9 μs− 1) than the 
average value of all samples ablated in analogous conditions whether Zn 
itself is included (4.0 ± 1.2 μs− 1) or excluded (4.4 ± 0.8 μs− 1) from the 
computation. The reason why the fast component of Zn continues dis
placing at a higher speed for a longer time is not clear and will be object 
of study in a future work. On the other hand, the α(ξ) coefficient of the 
blast wave model is similar for most metals ablated in analogous 

Fig. 2. Displacement of the fast component for six matrices.  

Table 6 
Coefficients of the fits from Fig. 2. The initial expansion of samples marked with 
* are better described by a spherical shockwave (ξ = 3) rather than planar (ξ =
1).   

Blast wave model Drag force model 

Sample α(ξ) (mm⋅μs-2/ 

(2+ξ)) 
R2 dmax 

(mm) 
β (μs− 1) d0 (mm) R2 

Cu 3.4 ± 0.5 0.988 0.9 ±
0.3 

6 ± 3 0.3 ±
0.3 

0.987 

Zn 3.1 ± 0.6 0.979 0.92 ±
0.17 

1.7 ±
0.9 

0.58 ±
0.19 

0.957 

Brass 3.0 ± 0.2 0.996 1.0 ±
0.2 

4.9 ±
1.8 

0.3 ±
0.2 

0.990 

Fe-alloy 3.3 ± 0.6 0.978 0.92 ±
0.19 

4.0 ±
1.3 

0.4 ±
0.2 

0.977 

Ni-alloy 3.1 ± 0.4 0.992 1.0 ±
0.2 

3.6 ±
1.5 

0.4 ±
0.2 

0.964 

Mg* 1.43 ± 0.09 0.996 0.74 ±
0.03 

4.0 ±
0.3 

0.33 ±
0.03 

0.999 

PTFE* 1.72 ± 0.16 0.992 0.91 ±
0.09 

4.0 ±
0.7 

0.38 ±
0.10 

0.995 

PVC* 1.5 ± 0.4 0.949 1.11 ±
0.11 

4.1 ±
0.7 

0.23 ±
0.12 

0.995 

Cu (ref.) 2.1 ± 0.7 0.961 0.79 ±
0.14 

4.3 ±
1.5 

0.21 ±
0.16 

0.992 

PVC 
(ref)* 

1.5 ± 0.4 0.949 0.99 ±
0.15 

6.1 ±
1.3 

0.08 ±
0.16 

0.997  
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conditions, averaging to α(ξ) = 3.3 ± 0.2 mm⋅μs-2/3), suggesting similar 
deposition of energy in all cases. The samples better described by the 
spherical propagation, on the other side, have an average α(ξ) coefficient 
of 1.55 ± 0.15 mm⋅μs-2/5. 

If we compare the evolution of Cu and PVC plasma in both studied 
conditions, it can be pointed out that in both cases initial speed is lower 
(5.0 ± 0.1 and 6.5 ± 0.4 km/s, resp.) than what is obtained for fewer 
shots (6.7 ± 0.3 and 7.6 ± 0.3 km/s, resp.). In the case of Cu, fast 
component displaced up to 1 mm of height rather than up to 1.2 mm. 
Moreover, the α(ξ) coefficient is slightly lower (2.1 ± 0.7 mm⋅μs-2/3), 
which could be explained by a less efficient laser energy deposition 
when ablating over a deeper crater, as interaction with the walls as well 
as defocusing will occur to an extent (ablation rate on the copper sample 
was roughly estimated to be 1 μm/shot from the complete drilling of a 
100 μm thick copper sheet with 100 laser shots). However, both the α(ξ) 
coefficient and the maximum distance to sample surface remain prac
tically unchanged in the dielectric sample. Within uncertainty, β co
efficients for both samples are compatible with the previous results. 

3.2. Spectrally resolved emission intensity of Cu plasma 

Emission from the copper plasma was further studied with spatial 
and spectral resolution. Fig. 3.a shows the spatially resolved spectra 
from the copper plasma preserving the spatial resolution along the 
entrance slit for three given acquisition delay times, while Fig. 3.b shows 
the manually integrated spectra in order to illustrate the time-evolving 
broadening of the lines. At the earliest delay at which a measurement 
was performed (10 ns) no discreet emission is observed, but rather a 
continuous emission localized very close to the sample surface. After
wards, discreet emissions completely dominate the spectral windows. 

The intensity distribution along the entrance slit of four represen
tative Cu I lines (Table 4), chosen to illustrate various upper-level en
ergies, as well as continuum emission (intensity from a spectral region 
lacking discreet emission, after reading-noise subtraction) is shown in 
Fig. 4.a-e. For each case and acquisition delay, a normalization of the 
intensity profile was carried out. For all discreet lines, differentiated 
upper and lower components at coherent spatial positions can be 
pointed out. 

If emission distributions of the lines under study are compared, after 
the fast initial expansion (>0.2 μs), the transitions arising from the lower 
laying multiplet [3d104p]2P1/2,3/2 (510.55 and 578.21 nm, as well as 

570.02 nm, not shown here) behave analogously: intensities in the upper 
and lower components remain comparable throughout the plasma 
plume evolution (Fig. 4.a. and 4.c.). On the other hand, transitions 
involving the intermediate upper-level energies [3d104d]2D3/2,5/2 
(515.32 nm, Fig. 4.b. and 521.82 nm, omitted) are roughly 50% brighter 
in the upper component, with an outlier at a time delay of 1.5 μs, in 
which they become comparable. Finally, deexcitation from the higher 
upper-level energies (458.70 nm, in Fig. 4.d, as well as all other lines 
detected in the corresponding spectral window) is remarkably localized 
within the upper component up until it cannot longer be detected (>1 
μs). This qualitative analysis suggests lower temperatures in the slow 
component. Moreover, given that the highest levels are prone to be 
populated through recombination processes, the ionization degree of the 
upper component could also be higher. 

On the other hand, the continuum emission (Fig. 4.e) shows an 
evolution quite analogous to what is seen in the fast photography images 
(profiles shown in Fig. 4.f), with a switch of maximum intensity position 
from the top to the bottom component at 0.75–1 μs. This behavior is not 
seen for any of the considered discreet lines. Increased continuum 
emission is expected in presence of hot nanoparticles, which are known 
to be present near the sample surface for metallic targets, such as copper, 
and favored at higher fluences (> 1 J/cm2) at the expense of less 
atomized matter [17,18,40]. Hence, the relative predominance of con
tinuum in the lower component at later stages of the plasma evolution 
could be attributed to nanoparticles being present only in that region of 
the plume. Note that contour plots analogous to Fig. 4.f build from the 
plume images shown in Fig. 1 are also available in the Supplementary 
material (Supp. Fig. 5). 

In order to quantify the apparent differences in excitation, two 
spatial regions (shown overlayed in Fig. 4.a-f) are defined. Both are set 
to cover a total height of 255 μm (60 iCCD pixels). The bottom one 
comprises the slow component in an almost static spatial interval (white 
dotted lines), whereas a steeply varying position is set at each time for 
the fast component (black dotted lines). It is considered that the two 
distinct components are defined from 200 ns onwards, whereas they 
overlap at earlier stages. By summing the intensity of the regions, a 
single spectrum is obtained in each region for each acquisition delay. 
The shape of the spectral lines was attributed to the convolution of Stark 
(Lorentzian) and instrumental broadening, neglecting other sources of 
broadening. The resulting convoluted profile was considered to be a 
Voigt profile, and all emission lines seen in the spectra were fitted to 

Fig. 3. (a) Three examples of spatially- and spectrally-resolved measurements and (b) five examples of spectra after manually integrating along the entrance slit 
corresponding to copper plasma emission. All spectra are individually normalized. 
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pseudo-Voigt profiles to obtain the line areas of interest free of spectral 
interferences. 

The computed intensity decays of the example Cu I emission lines are 
plotted in Fig. 5.a-d for each component of the plasma plume. The values 
have been normalized to integration time and detector gain. The relative 
uncertainties of the areas are typically <10%. As expected, lines 510.55 
and 515.32 nm are the most persistent in time. The temporal decay of 
the former is, of course, very similar to that of line 578.21 nm. Moreover, 
the corresponding intensities in the fast and slow components are 
consistent, indicating that the [3d104p]2P1/2,3/2 levels are being simi
larly populated in either component. On the other hand, the intensity of 
transition 515.32 nm remains higher in the upper component 
throughout the plasma evolution (minus the anomalous point at 1.5 μs 
and the value at 5 μs, where the two components are no longer clearly 

distinguishable) but the deexcitation rate is analogous. Finally, the 
458.70 nm shows the greater discrepancy among plasma regions not 
only in terms of relative intensity but also regarding the deexcitation 
rate, which appears to be quicker in the lower component, suggesting 
that potential repopulation mechanisms of the involved upper-level (e.g. 
collisions and recombination processes) are not as efficient in that 
region. 

3.3. Excitation conditions in the components of the Cu plasma 

The results obtained from the Boltzmann plots (available in Supp. 
Figs. 6-8) indicate that excitation temperatures in the fast component 
are indeed higher than in the slow component throughout the 200–5000 
ns dataset. Moreover, the temporal evolution was well fitted to a power 
decay model of the form T ∝t-b (Fig. 6.a) for the purpose of quantifying 
the observed difference. In the ideal case of an adiabatic expansion of a 
plasma expanding in vacuum, the coefficient b equals 2; a slower decay 
(b = 1) is expected when excitation is sustained by three-body recom
bination processes that result in the population of the higher-laying 
levels of the neutral species [41,42]. Slower deexcitation than either 
of those models has been reported in works dealing with femtosecond 
ablation in ambient air [8,29,30,43,44]. The fitting of the experimental 
data in the present work resulted in moderately increased deexcitation 
of the slow component (b = 0.98 ± 0.09), which was 32 ± 11% greater 
than the value obtained for the fast component (0.66 ± 0.09). Although 
the decay of the slow component approaches the case sustained by 
recombination, this scenario requires a high degree of ionization, and fs 
ablation experiments have generally shown the opposite [45,46]. 

Electron densities were determined to be analogous for the upper and 
lower components throughout the whole temporal range that was ana
lysed (Fig. 6.b). The decay could also be modelled by a power decay 
model, ne∝t-b, with a decay constant of 1.67 ± 0.09. This value was 
computed separately for each component and the value given here is the 
average of the two, with the total uncertainty propagated taking into 
account both the statistical deviation of the mean as well as the indi
vidual uncertainties given by the fitting procedure in each case. At the 
earliest considered time, electron number density in the not-yet-split 
plume is approximately 7⋅1017 cm− 3 and decreases in two orders of 
magnitude after 1 μs, to 9⋅1015 cm− 3. The decay constant is higher than 

Fig. 4. Contour plots (level step = 0.1) of the intensity distribution from Cu I lines at (a) 510.55, (b) 515.32, (c) 578.21 and (d) 458.7 nm, from (e) continuum 
emission and from (f) spectrally integrated images. Note that, for visualization purposes, the x-scale is not linear. The spatial ranges used for intensity integration of 
the upper and lower components are shown overlayed. 

Fig. 5. Decay of integrated intensities, at each component, of Cu I lines (a) 
510.55, (b) 515.32, (c) 578.21 and (d) 458.70 nm. Note that all plots cover the 
same x, y intervals for ease of comparison. Continuous lines serve as a guide to 
the eye. 
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other reported values [8,29,30,43,44], albeit still reduced with respect 
to what would be expected from an adiabatic expansion (b = 3) [42]. 

As a necessary, although not sufficient, requirement to ensure LTE, 
the McWhirter criterion [47] was applied to evaluate if the electron 
density in the plasma is high enough to allow the dominance of colli
sional processes given the calculated excitation temperatures. The 
largest energy gap of the considered transitions was utilized to compute 
these values, which were the same (within uncertainties) for both 
components and varied between 2.5⋅1015 and 1.8⋅1015 cm− 3 from 50 ns 
to 1 μs, consistently lower than the determined values of Fig. 6.b. 

It is also possible to estimate the neutral copper density in both 
components from the Boltzmann plots, given that the spatial regions are 
equally sized and an equal F factor in the intercepts can be assumed (see 
Eq. (1)). The subsequent analysis is done with caution, as the relative 
uncertainties of the FC values are considerable (30%) and uncertainty 
intervals from both components overlap significantly, but results suggest 
that the density of neutral atoms is similar (see Fig. 7.a.) in both com
ponents. Hence, the extent of excitation, rather than the number of Cu I 
atoms present in each component, seems to be responsible for the 
different intensity in the components. Of course, it must be noted that 
ionic copper is not being accounted for when comparing the population 
of each component. The ratios of total copper densities might be 
different particularly considering that, under the LTE conditions that are 
being assumed, higher excitation temperature implies an equally higher 
ionization temperature. To explore this, the degree of ionization was 
evaluated through the Saha equation (Eq. (3)), considering the previ
ously obtained excitation temperatures and the electron number den
sities. The obtained ionic-to-neutral ratios are shown in Fig. 7.b., 
highlighting the increased ionic-to-neutral ratio in the fast component. 
However, in agreement with the previously mentioned literature 
[45,46], the ionization degree is very low overall, with ionic population 

being moderately larger than its neutral counterpart only at delay times 
<200 ns, approaching a 10% of ionization degree at a delay time of 500 
ns. 

3.4. Spectrally resolved emission intensity of PVC plasma 

The PVC plasma was analysed in a similar fashion. Intensity profiles 
along the entrance slit were obtained for all measurements (plasma 
plume and the various analyte signals), normalized at each acquisition 
time and arranged as contour plots depicting their qualitative distribu
tion (Fig. 8.a-h). The plume profiles present a well-defined single 
component (Fig. 8.a), for which a 255 μm-wide region centred on its 
maximum emission intensity position has been noted with white 
markings. These are maintained in the remaining plots for the sake of an 
accurate spatial comparison. Continuum emission (Fig. 8.b), obtained 
analogously as for copper plasma, very strongly resembles the former 
distribution with no outstanding features. Highest emission intensity of 
most species considered (Fig. 8.c,e-g, corresponding to CN, C2, Ca I and 
Na I, respectively) is within the limits of the defined region, with 
moderate discrepancies arising at longer delays at which the dynamics 
of the plume become chaotic and plasma-shape reproducibility is 
significantly worsened. On the contrary, a notable spatial separation can 
be pointed out for Ca II (Fig. 8.d) and CaCl (Fig. 8.h) at the early stages of 
the plasma evolution. Their respective maximum emission positions 
(black dots) are separated by as much as 370 μm. The distribution of 
ionic calcium is consistently localized at a moderately higher distance 
from the sample surface (note that this signal belongs to the same 
spectral window as CN, which lacks such a systematic discrepancy). The 
halogenated molecule, on the other hand, switches from emitting mainly 
from the tail of the plasma plume component to extending all over it, 
possibly due to recombination of neutral Ca and Cl atoms becoming 

Fig. 6. Temporal evolution of (a) excitation temperature and (b) electron density in each component.  

Fig. 7. Evolution, in each component, of the (a) neutral copper density estimated from the Boltzmann plots and (b) ionic/neutral ratios calculated with the pre
viously determined excitation temperatures and electron densities. 
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widespread as the plasma cools down. In order to further emphasize this 
difference, Fig. 9 includes the maximum emission position for Ca II and 
CaCl, as well as CN and Na I as emission references from their respective 
spectral windows. These are shown overlayed to the plasma plume 
distribution to aid visualization. This separation suggests that, despite 
the plasma consisting of a single component, this does not present a 
homogeneously distributed population and/or excitation. Notably, all 
molecular species (CN, C2 and CaCl) were seen in the earliest time- 
window (covering the 50–100 ns interval), even if not dominant over 
the nearby atomic or ionic emission. 

3.5. Excitation conditions in the PVC plasma 

The atomic emission in the PVC plasma is rather poor to build a 

Boltzmann plot out of any element, and self-absorption was apparent on 
the Ca II doublet, since the intensity ratio deviated from the theoretically 
expected given their transition probabilities and degeneracies. As an 
alternative approach, the cyanide violet B-X system (sequence Δv = 0) 
was utilized to compute rotational temperatures. Emission in the 
377.8–398.2 nm spectral window was spatially integrated following a 
similar procedure as explained for the Cu sample, obtaining a spectrum 
per acquisition time. Prior to fitting the molecular signal to a synthetic 
spectrum generated using LIFBASE, the slightly interfering (at 50–100 
ns delay times) emission from Ca II was fitted to pseudo-Voigt profiles 
and subtracted, and the molecular emission was corrected to the 
instrumental response of the system to prevent any distortion in the 
molecular bands intensity ratios. A Voigt instrumental profile, with a 
total width of 1.48 Å, was chosen in the fitting software. Vibrational and 
rotational temperatures were individually (this is, without assuming 
LTE) explored with a resolution of 100 K until the experimental spec
trum was well reproduced. Three representative examples of experi
mental and simulated emission can be found in Supp. Fig. 9. 

Correlation coefficients were R2 > 0.991 between 100 and 750 ns, 
and R2 > 0.977 for the earliest and latest acquisition windows in which 
SNR of the molecular system was lower. The resulting vibrational tem
peratures (Fig. 10.a) illustrate a slow decay, well described by a Tvib∝ 
t− 0.17±0.02 function. This is a considerably slower decrease than what was 
seen for the excitation temperature in copper plasma, although the 
temperatures are overall lower from the beginning (9600 ± 400 K) to 
the latest acquisition delay in which SNR was high enough to model the 
molecular emission (5900 ± 200 K). The uncertainty of the parameters 
was propagated considering both the temperature resolution of the 
fitting and the averaging of three repetitions. On the other hand, the 
rotational temperatures resulting from the best fit were consistently 
lower than their vibrational counterpart, varying between 4200 ± 300 K 
and 5900 ± 120 K, evidencing a lack of thermalization. It must also be 
pointed out that rotational structure is not well-resolved in the present 
spectra, compromising rotational temperature accuracy, although lower 
rotational than vibrational temperatures have been reported in femto
second ablation of organic matrices from temporally integrated spectra 
[48]. 

Taking advantage of the prominent Hα emission present at the 
beginning of the plasma evolution (Fig. 11), Stark broadening of the line 

Fig. 8. Contour plots (level step = 0.1) of intensity distribution of PVC plume, corresponding to (a) spectrally non-resolved emission, (b) continuum, (c) CN violet 
system, (d) resonant Ca II emission, (e) C2 swan system, (f) Ca I multiplet, (g) orange Na I doublet and h) CaCl orange system. Note that, for visualization purposes, 
the x-scale is not linear. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 

Fig. 9. Position of maximum intensity of (a) CN, (b) Ca II doublet, (c) Na I 
doublet and (d) CaCl overlayed to the plume intensity contour plot. 
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could be determined by means of Voigt fitting the spatially-integrated 
emission in the 50 to 200 ns time windows. The electron number den
sity (Fig. 10.b.) decayed at a marginally lower rate than in the copper 
plasma (dotted line), with ne∝t− 1.50±0.08. The initial Ne doubled the value 
obtained at an equivalent delay time in the copper plasma. Considering 
the similarity of excitation conditions in the dielectric and the metallic 
plumes, the absence of analogous Hα emission in the latter might be due 
to inefficient incorporation into the plume which, together with the 
considerable broadening of the line, make it indistinguishable from 
background emission. 

4. Conclusions 

A thorough characterization of a femtosecond-laser induced plasma 
has been carried out in this work. The fast photography measurements of 
plasma plumes generated on different matrices generally show a clear 
two-component structure after ~200 ns from the laser shot, with part of 
the plume evolving close to the sample surface and the remaining, 
brighter fraction quickly displacing upwards with initial speeds of 
several km/s. An exception to the clear two-component structure was 
PTFE, in which only the fast component was evident. The second 
dielectric matrix studied in this work, PVC, appeared to show a more 
obvious slow component that, upon further investigation, was seen to 
appear only for a reduced number of shots. Both matrices were similar 
regarding the behavior of the fast component in terms of speed and 
increased radial expansion as opposed to the linear expansion seen for 
all metallic matrices except Mg. A slightly slower initial velocity was 
observed when increasing the number of shots per spot both for the 

copper and PVC matrices, which could be attributed to drilling effects. 
The consistency of the plasma plume shape could be advantageous for 
applications and pure Zn and Mg matrices will be further investigated in 
subsequent works to understand their differing behavior, as no proper
ties of the samples could be reliably identified as cause. 

The spatially resolved spectroscopical analysis done on a copper 
sample utilizing Cu I emission allowed the exploration of excitation 
conditions in each component of the metallic plasma plume both qual
itatively and quantitatively. The relative intensity corresponding to 
transitions arising from different upper-level energies provided consis
tent evidence of higher excitation in the fast component, which were 
then confirmed by means of Boltzmann plot procedure. Electron number 
density was evaluated from the Stark broadening of Cu I emission line at 
515.32 nm and, on the contrary, was determined to be equal in both 
components within our experimental precision. Neutral copper density 
was also determined to be comparable in the fast and slow components. 
However, the ionic-to-neutral copper was seen to be consistently higher 
in the fast component, although the ionization degree was overall low, 
as often seen for fs-plasmas. The population differences between the 
components, albeit generalized, are not drastic. 

The analogous study carried out on PVC revealed a certain degree of 
inhomogeneity in the population distribution of the single component, 
particularly regarding ionic calcium and molecular calcium chloride 
emission, which were clearly separated at the front and the tail of the 
plasma plume at the early stages of evolution whereas all other species 
(Ca I, Na I, CN, C2) maximized their emission at a similar position than 
that of the general plasma plume emission. The violet B-X system of 
cyanide was utilized to estimate the temperature of the plasma via the 

Fig. 10. Temporal evolution of (a) vibrational temperature (CN molecule simulation) and (b) electron density derived from Hα broadening (PVC plasma) compared 
to results obtained from Cu I (copper plasma). 

Fig. 11. (a) Spatially- and spectrally-resolved emission of Hα and (b) spatially-ntegrated emission.  
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vibrational temperature of the molecule, which was determined to be 
moderately lower than that of the copper plasma but also to decay much 
slower. On the contrary, electron density obtained from the Hα broad
ening (native component of the matrix) was slightly higher, but within 
the same order of magnitude, than that of the copper plasma and the 
decay was practically analogous. 

The parallel studies carried out in different matrices can be useful in 
the context of multi-matrix samples, such as printed circuit boards, 
especially if the spatial distribution of matter and emitters is important 
as is the case of orthogonal double-pulse systems or detection arrange
ments which require to limit the studied region for the sake of increasing 
operating frequency (as fs-lasers can be easily operated in the kHz). In 
this sense, it is first seen that even for metallic samples notable differ
ences in the extent of the plume expansion can take place, with the most 
extreme cases being Mg (closest to the sample surface and more radially 
expanded) and Zn (furthest). Hence, the optimum detection region 
suffers considerable variation and optimization of an orthogonal re- 
excitation set-up cannot be easily done simultaneously for a variety of 
materials. In the case of dielectrics, it is seen that there is some presence 
of matter in the bottom region of the plume for a small number of shots 
(PVC) whereas it is concentrated in a single component after an 
increased number of shots. However, considering the mechanisms in 
femtosecond ablation, it should also be considered that lower emitting 
regions are not necessarily depleted of ablated matter. In this sense, 
absorption and shadowgraphy experiments could be of interest to gain 
further insight. 
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