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legal repository. The LSTM + CNN model has shown prom-
ising results in obtaining sentiments and records from mul-
tiple devices and sufficiently proposing practical guidance 
to judicial personnel regarding the regulations applicable to 
various situations.
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1  Introduction

Over the years, digitizing government services and opera-
tions has increased public interest and participation in gov-
ernment affairs. Many staff members must coordinate facts 
and legislation for specific cases. People are increasingly 
vocal and active in opining on different state and federal 
issues. One branch of the government that has experienced 
the highest level of public interest is the judiciary. The 
increased digitization in the judiciary has led to an increase 
in the number of people evaluating different court rulings 
to understand the law better. A large pool of personnel is 
required to coordinate the arrangement of facts and support 
legislation for specific cases [1].

Many legal practitioners have begun adopting data min-
ing and Artificial Intelligence (AI) systems as resources 
for evaluating other cases [2]. Through machine learning 
(ML), legal practitioners can quickly analyze data related 
to past decisions about cases similar to those they cur-
rently handle [3, 4]. Analyzing data within the judiciary 
has enabled better collaboration among court staff and 
improved access to information that facilitates prompt 
legal decision-making, thus reducing the duration taken 
to analyze and classify cases [5]. Legal firms have started 
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employing deep learning technology to evaluate their 
cases. Deep learning is an aspect of computer science that 
enables the extraction of archival data and the outcome 
prediction of a case based on the facts presented and data 
derived from court databases. As a result of ML and deep 
learning approaches, legal professionals can use computa-
tional techniques to collect and analyze large amounts of 
data to guide maritime decision-making [6, 7].

One of the main problems that the Canadian judicial 
system faces is court delays. Court delays occur when the 
courts take longer to resolve a case and cause backlogs 
when incoming cases exceed the decided cases. The issue 
of delays is most prevalent in the Federal Court and pri-
marily concerns matters relating to maritime law. Disputes 
are common in maritime transactions. They generally 
arise when a party fails to address its contractual obliga-
tions during shipping, cargo clearing, purchase of goods, 
or cargo supply at the agreed time [8, 9]. This delay is 
because judges at the Federal Court handling maritime 
cases face significant challenges regarding issues and laws 
that can be referenced when resolving maritime disputes. 
The ML model can analyze past cases and draw insights 
to guide future decision-making [10, 11]. The Court must 
effectively employ digital systems to expedite decision-
making and ensure the public is better informed of mari-
time laws.

A systematic review of deep learning research in the 
legal arena has been conducted. The International Confer-
ence on Artificial Intelligence and Law, IEEE Conference 
on Knowledge and Systems Engineering, ACM Conference 
on Knowledge Discovery and Data Mining, and Journal of 
Machine Learning (Springer) are among the most influential 
publications.

We studied sentiment analysis using SVM (support vec-
tor machine), Naïve Bayes, and logistic regression. The 
model was trained on the dataset using three algorithms and 
approaches. AI algorithms were used to support automated 
processes in court cases and retrievals. Thus, they reduced 
workforce needs and related costs. Simultaneously, AI algo-
rithms were applied in maritime law to help understand the 
patterns of sentimental texts related to Canadian maritime 
court cases. The result of the sentiment analysis of court 
cases in the sea should assist decision-making depending 
on the available data.

The development of this study’s machine-learning-based 
sentiment analysis system has been organized into the fol-
lowing sections. Further, in Sect. 1, the development of the 
sentiment analysis system is contextualized. Section 2 covers 
the data-handling operations conducted to develop the ML 
model. Section 3 discusses the model development activi-
ties. The results and analysis of the experiment are detailed 
in Sect. 4, followed by the Future works and conclusion of 
this study.

1.1 � Sentiment analysis

Sentiment analysis is a data analysis technique that involves 
extracting information from an entity and identifying its 
subjectivities, such as whether the text expresses positive, 
negative, or neutral perspectives regarding a topic [12]. 
The levels of sentiment classification include aspects, sen-
tences, and documents. The three commonly used sentiment 
analysis approaches are lexicon-based ML and hybrid. The 
lexicon-based approach is subdivided into the dictionary and 
corpus-based methods [13]. A dictionary-based approach to 
sentiment analysis involves categorizing sentiments using a 
dictionary of terms.

ML methods include traditional and deep learning mod-
els. Examples of conventional learning models include the 
Bayes classifier and the maximum entropy classifier [14]. 
They use inputs, such as lexical features, parts of speech, 
lexicon-based words, adjectives, and other parts of speech. 
Compared to traditional models, deep learning provides bet-
ter results. Deep learning models can analyze sentiments 
at the document, sentence, and aspect levels. In contrast, a 
corpus-based approach involves statistical analysis of the 
contents of selected documents using techniques such as 
k-nearest neighbors (k-NN), hidden Markov models (HMM), 
and conditional random field (CRF).

1.2 � Related works of sentiment analysis

In the legal area, AI enables the rapid evaluation of docu-
ments required for due diligence. It facilitates the retrieval of 
specific clauses and the detection of irregularities or altera-
tions in legal documents [15]. Recent improvements have 
enabled AI to design legally binding contracts [12], provide 
predictive insights, and assist in legal decision-making pro-
cesses such as bail determinations, increasing attorney pro-
ductivity and reducing errors [16]. In deep learning, senti-
ment analysis mainly employs particular neural networks for 
image identification, such as Convolutional Neural Networks 
(CNNs). Another significant category is recurrent neural net-
works (RNNs), with connection nodes that create a temporal 
series graph. With its deep hidden layers, the Deep Neural 
Network (DNN) considerably improves machine learning by 
enhancing accuracy and lowering loss [17].

Pillai and Chandran [18] highlighted the pivotal contribu-
tion of Convolutional Neural Networks (CNNs), a subset of 
Deep Neural Networks (DNNs), in the realm of Indian judi-
cial law cases, showcasing their impressive 85% accuracy 
in predicting charges, discerning the nature of offenses, and 
ultimately providing approximate judicial decisions based on 
the Indian Penal Code (IPC) (Figs. 1, 2). Singh and Thanaya 
[19] Utilized Long Short-Term Memory (LSTM) networks 
as a subset of RNNs that specialize in learning long-term 
dependencies, making them particularly useful for sequential 
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prediction tasks. Also, Alghazzawi et al. [20] it employed an 
LSTM + CNN model to predict court judgments, achieving 
a remarkable accuracy of 92.05%. Previous research con-
ducted in 2015 extensively investigated sentiment analysis 
[21].

For each timestep t , the activation a⟨t⟩ and the output y⟨t⟩ 
are expressed as follows:

wherewax , waa , wya , ba , by are coefficients that are shared 
temporally and g

1
 , g

2
 activation functions.

Similarly, Lam et al. [22] conducted sentiment analy-
sis by embedding and categorizing sentiments, similar to 
discussions on the importance of Machine Learning (ML) 
in sentiment analysis [23]. Parts of Speech (POS) were 
used as text features in these experiments to weigh words. 
Deep learning has been used in various fields, including 
banking, weather forecasting, travel warnings, and movie 
reviews [23]. Text extraction from diverse sources and 
analytical techniques such as Word2vec aid in insightful 
text classification [21]. Another study Ghorbani et al. [12] 
utilized sentiment analysis to categorize customer-gener-
ated data on social media. This analysis serves to tracks 
[24] shifts in customer preferences within rapidly evolving 
business landscapes [25]. Multi-layered architectures have 
been deployed to conduct deep learning sentiment analysis 
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on tweets across various languages [3], focusing on textual 
sentiment polarity and customer review sentiment ratings. 
Moreover, extensive sentiment analysis has been applied 
to recommender systems, employing demographic-based, 
content-based, hybrid, or Collaborative Filtering (CF) 
[26]. Content-based social media sentiment analysis uti-
lizes subscriber profiles, including gender, age, nationality, 
and occupation.

2 � Data

This section introduces the critical aspects of datasets and 
delves into the sentiment classification process. Data are 
crucial in machine learning as the foundation for model 
training and evaluation. Additionally, the selection and 
preparation of datasets, considering factors like size and 
relevance, are discussed here. The essentials of sentiment 
classification, unravelling the methods used to analyze and 
categorize sentiments in textual data, are explored. We aim 
to provide a concise yet comprehensive overview, empow-
ering readers to navigate sentiment analysis effectively.

2.1 � Data collecting, processing, analysis of relevant 
legislation data, and analysis of court judgments

Data collection is an essential aspect of all research pro-
jects. The nature of the collected data should be relevant 
to the type of research being conducted. Data from the 
2000 maritime court cases obtained from the Federal 
High Court website were used to analyze Canadian mari-
time law [27]. The data collection process was performed 
manually because all cases had to be read to identify the 
majority court opinion. All court cases used in conducting 
the research were part of public records; hence, no permis-
sion was required to evaluate and collect the data used in 
the study. Data anonymization, a critical data management 
practice, was not performed for the present work because 
personal information was not collected. This implies that 
the collected data could not be used to personally identify 
any of the participants involved in the case. The terms 
plaintiff and defendant were used to represent the people 
involved in the case. The features identified in the data 
collection were as follows (Table 1).

Court decision legislation data include the cited regula-
tions and past rulings that judges use to make decisions. The 
relevant legislation was found using the Federal High Court 
website filter option during the data-collection evaluation. 
We used the search filter option to narrow our search to rul-
ing on maritime law. This ensured that only the relevant 
cases were chosen.

Fig. 1   Architecture of sentiment analysis.  Source: Stanford.edu

Fig. 2   A brief overview of recurrent neural networks (RNN), analyt-
ics Vidhya, Debasish Kalita—updated on November 7th, 2023
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2.2 � Dynamics of court judgment

The nature of the Court primarily determines its judgment 
dynamics and the case under consideration. The Federal 
Court in Canada hears many maritime law cases where the 
judge can agree with either the defendant or the plaintiff. 
Individuals dissatisfied with the verdict sometimes file an 
appeal [29]. During the research, the dynamics of a court 
judgment were classified as either affirmative or negative. 
A judgment is classified as affirmed when a higher court 
agrees with the lower court’s decision or when the judge 
agrees with the plaintiff’s claims. The judgment status will 
change if a higher court reverses a lower court’s decision or 
agrees with the defense.

2.3 � Analysis of differences between court judgments

There are insufficient reviews regarding the separate opin-
ions in legal linguistics literature today. Little attention is 
allotted to the linguistic and communicative elements from 
which judges determine their disagreements. This paper 
attempts to evaluate the entity of votum separatum, or sepa-
rate opinions, using a relative and cross-language dimen-
sion using a linguistic approach. Evidence reveals a concise 
similarity in integrating unique opinions within macrostruc-
tures of the US SC opinions and the Constitutional Tribu-
nal verdicts. This review shows how judges typically utilize 
highly formulaic expressions when expressing their disa-
greements despite the deficiency of concise frameworks to 
relay such instances. Evaluating regular phraseology reveals 
that declaring votum separatum and giving justification are 
unique linguistic and legal practices, specifically in terms of 
formulaicity. American and Polish justifications are different 
in showing regular phraseology of judicial verdicts and the 
availability of noteworthy examination issues.

The disparities in court judgments were evaluated 
according to the facts of the various case decisions. Such 
investigation typically requires using updated literature 
from peer-reviewed articles on judicial decisions. The cho-
sen articles must have been published in the past 10 years 
to enhance relevance. After evaluating findings in differ-
ent reviews, the common theme is that legislation is cru-
cial in making verdicts. Judges must analyze appropriate 

legislation and decide if the claim violates the legislation, 
which examines whether the claim depends on the case. 
Sentiment analysis showed that variations in case facts 
led to differences in verdicts since decisions are primarily 
founded on the attributes defining claims and the legisla-
tion applicable to the case.

2.4 � Analysis of court decision data and machine 
learning methods

After evaluating the different ML models, a decision 
was made to utilize the LSTM + CNN model. The model 
employs LSTM and CNN functionalities to evaluate the data 
and predict potential rulings based on the facts of the case. 
The system can evaluate the judge’s opinion of a case and 
predict likely rulings. The first component involved a CNN 
enhanced with a word-embedding architecture for classify-
ing texts in the input data pre-processing stage. The sec-
ond stage involved deploying an event detection model that 
employed an RNN to learn the data feature occurrence time 
series by identifying temporal information.

2.5 � Model hypermeters

Experimenting with 70–30%, 80–20%, and 90–10% splits 
for training and testing, we meticulously changed the data-
set distribution in our CNN and LSTM model analysis. The 
CNN architecture we developed has three convolutional lay-
ers with 3 × 3 filter sizes, a 2 × 2 pooling layer, and ReLU 
activation functions. The number of filters increases from 
32 to 128 in a sequential fashion. A learning rate of 0.001, a 
batch size of 64, categorical cross-entropy loss, and Adam 
optimization were all used during CNN training. At the same 
time, our LSTM models were set up with two 64-unit LSTM 
layers and a 0.2 dropout rate for sequential data processing. 
This LSTM model was trained using Adam optimization, 
using 32 batches, 50 epochs, a learning rate of 0.001, and 
binary cross-entropy loss for binary classification tasks. Cer-
tain hyperparameter combinations were carefully discovered 
through iterative experimentation to maximize the model’s 
performance for our specific tasks and datasets.

Table 1   Features identified in 
the data [28]

Case year The year the case was registered

Majority opinion Opinion of the majority of judges engaged in the case
Minority opinion Opinion of the minority of judges engaged in the case
Number of judges The total number of judges hearing the case
Court judgement Final court judgment on the case (whether it is affirmed or not)
Number of cited documents (court deci-

sion legislation data)
The number of laws and judicial jurisprudence cited by the 

judges to support their decision on the matter
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3 � Experiments

In sentiment analysis, the current landscape is character-
ized by the widespread utilization of ML-based models. 
As indicated in the previous section, the study employed 
an LSTM + CNN model to evaluate the data. The model’s 
effectiveness was evaluated by comparing it with several 
other models.

3.1 � Model selection and experiment setup

The proposed model was compared with logistic regres-
sion, Multinomial Naïve Bayes, and Linear SVM model. 
This comparison helped gauge the success of the proposed 
model in predicting judgments when evaluated against 
other models. The insight drawn from this comparison is 
essential because it enhances the credibility of the proposed 
model. The ML model used in this study was developed 
using Python. The experiment was conducted in the Jupyter 
Notebook, providing an interactive coding operation plat-
form. The experiment consisted of five stages:

•	 Data loading: This stage covers loading the test data into 
the model. Data were loaded into the model as a data 
frame.

•	 Data preparation: This stage involved eliminating null 
and empty values in the dataset.

•	 Exploratory data analysis: This stage covered the activi-
ties conducted to obtain more insight into the nature of 
the data. The activities included counting the total num-
ber of entries left in the dataset after the data preparation 
stage.

•	 ML-based predictive modeling: This stage was develop-
ing an ML model.

•	 Deep learning-based predictive modeling: This stage 
incorporated deep learning functionalities into the ML 
model.

The first step in developing the model was to load all the 
Python libraries used in the experiment. Loading libraries 
is crucial to ensure the efficient operation of the experiment. 
The full functionality of the model is explained using com-
ments in the provided code.

4 � Results and analysis

We followed a step-by-step process to achieve the best results, 
starting with Data Loading and Feature Extraction and then 
analyzing Word Distribution and Judgments. After compar-
ing various Machine Learning Models, we identified the most 

effective one. This thorough approach ensured that the chosen 
model was well-informed and yielded optimal outcomes.

4.1 � Data loading and feature extraction

The exploratory analysis section of the experiment included 
feature extraction, and the data were analyzed to determine the 
number of affirmations and reversals in the dataset. The posi-
tive and negative sentiments from the text data were collected 
using the script shown in Fig. 3. Affirmations were represented 
as positive, whereas reversals were represented as negatives.

There were 41% positive and 59% negative reviews, indicat-
ing no neutral reviews. The next step was to select data for vali-
dation and training. The sample top and bottom datasets are 
shown in Fig. 4. We also evaluated the distribution of words 
used when making judgments to understand key features in 
the decisions. By evaluating the distribution of words, we can 
identify some of the keywords used when judges affirm a deci-
sion and some of the keywords used when judges reverse a 
judgment. Some of the keywords used by the judges when 
making affirmations and reversals were identified using Word 
Cloud. The Word Cloud provides insight into some of the 
judges’ most famous words when they write their opinions. 
The second stage involved separating positive and negative 
words. A sample of words appearing in cases with affirmations 
and reversals is shown in Fig. 5a and b.

4.2 � Word distribution and judgments

From the word distribution of the judgments, the images 
show that several words were commonly shared between the 
negative and positive reviews. The reversals represent nega-
tive reviews or sentiments, whereas affirmations represent 
positive reviews. A comparative analysis of affirmations and 
reversals is presented in Fig. 6. The distribution of characters 
in texts from cases with reversals was greater than those with 
affirmations.

4.3 � Comparative analysis of different machine learning 
models

When employing the ML approaches of logistic regression, 
Multinomial Naïve Bayes Classifier, and Linear Support Vec-
tor Classifier, the accuracy scores obtained were 50% for all 
tests. Figure 7a–c provide evidence of this.

The confusion matrix results in the logistic regression 
showed that the classification accuracy was 99%. The result 
of the confusion matrix in the Multinomial Naïve Bayes 

Fig. 3   Positive and negative reviews
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Fig. 4   Top five and last five rows

Fig. 5    a Words in positive reviews. b Words in negative review

Fig. 6   Comparison of count 
of words in affirmations and 
reversals
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Classifier showed that the classification accuracy was 99%. 
The Linear Support Vector Classifier results showed that the 
classification accuracy was 99%.

To create the deep learning LTSM + CNN model, we 
used a tokenizer to establish the vocabulary of the dataset. 
Subsequently, the model was trained using the sigmoid, 
ReLu, and Adam optimizers. At a minimum of 20 epochs, 
the deep learning model had a training score of 49.56% and 

a validation score of 50.51%. The score indicated that the 
model correctly predicted 50% of the test cases. The model 
had an accuracy level of 1.00, indicating that the predicted 
models were 100% accurate. The effectiveness of the model 
is shown in Fig. 8.

According to the findings, the proposed model could predict 
judgment almost 50% of the time based on the judge’s opinion. 

Fig. 7   Confusion Matrix of a logistic regression. b Multinomial Naïve Bayes classifier. c Linear support vector classifier

Fig. 8   Execution of the training 
and validation
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The learning curve in Fig. 9a shows that the model’s accuracy 
increased as the number of epochs and data size increased.

Accuracy analysis (Fig. 9a) of the validation and training 
showed that the validation accuracy was constant at 92.5%. 
In comparison, the training accuracy increased rapidly 
between 91 and 93.5% and remained consistent across the 
rest of the epochs.

The validation and training loss analysis’s accuracy analy-
sis (Fig. 9b) showed that the validation loss was reduced 
from 34.5 to 30% and remained constant. In contrast, 
the training loss decreased rapidly from 52.5 to 27% and 
remained consistent across the rest of the epochs.

5 � Conclusion

This study highlighted the use of ML-based sentiment analy-
sis as a resource for enhancing the efficiency of the Canadian 
judicial system and presented an ML module built on LSTM 
and CNN algorithms. The module was created using judg-
ments from 100 court cases derived from the Canadian Mar-
itime Court. Deep learning models extracted court records 
with relevant sentiments or statements for making maritime 
court judgments. The model can predict decisions based on 
judicial opinions. It evaluates judicial opinions, classifies 
them as positive or negative, and determines how that senti-
ment influences the overall judgment. Sentiment analysis of 
historical judicial decisions provides a mechanism to expe-
dite the analysis of judicial jurisprudence. This enhances the 
capacity of judges to oversee maritime cases, listen to them 
expeditiously and fairly, and make judgments. The improved 
ability to analyze judicial records will help improve the effi-
ciency of the Canadian Maritime Court system.

6 � Future work

Future versions of this study will need to examine the appli-
cation of the CNN + LSTM model in other legal contexts, 

include other feature selection methods, and explore the 
application of pre-trained models, such as Glove and fastText 
Word2Vec. Future studies will also use a comparative analy-
sis of deep learning methods for recommending court rul-
ings with the traditional approach to identify more advanta-
geous techniques for accurate judgment. The LSTM + CNN 
model is a tool for forecasting judgments [21]. However, 
the efficacy of this model varies over time. Furthermore, the 
relevance of the input data may change over time, and the 
model may recommend incorrect judgments if the data needs 
to be updated. Other factors that could influence the mod-
el’s outcomes include public opinion, disagreements among 
branches of law, changes in views of justice, and changes in 
the standards used to prosecute Canadian maritime cases.

Funding  Open Access funding provided thanks to the CRUE-CSIC 
agreement with Springer Nature.

Data availability  The datasets generated and/or analyzed during the 
current study are available in the Mendeley Data repository, accessible 
via the following citation: Abimbola B (2023). Sentiment analysis of 
Canadian maritime case law: a sentiment case law and deep learn-
ing approach. Mendeley Data. Available at: https://​doi.​org/​10.​17632/​
7v4jm​bjwvc.1

Open Access  This article is licensed under a Creative Commons 
Attribution 4.0 International License, which permits use, sharing, adap-
tation, distribution and reproduction in any medium or format, as long 
as you give appropriate credit to the original author(s) and the source, 
provide a link to the Creative Commons licence, and indicate if changes 
were made. The images or other third party material in this article are 
included in the article’s Creative Commons licence, unless indicated 
otherwise in a credit line to the material. If material is not included in 
the article’s Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will 
need to obtain permission directly from the copyright holder. To view a 
copy of this licence, visit http://creativecommons.org/licenses/by/4.0/. 

Fig. 9   a Validation and training accuracy. b Validation and training loss

https://doi.org/10.17632/7v4jmbjwvc.1
https://doi.org/10.17632/7v4jmbjwvc.1
http://creativecommons.org/licenses/by/4.0/


3409Int. j. inf. tecnol. (August 2024) 16(6):3401–3409	

1 3

References

	 1.	 Undavia S, Meyers A, Ortega JE (2018) A comparative study of 
classifying legal documents with neural networks. In: 2018 fed-
erated conference on computer science and information systems 
(FedCSIS). IEEE, pp 515–522

	 2.	 Guo S, Zhang G (2020) Using machine learning for analyz-
ing sentiment orientations toward eight countries. SAGE Open 
10(3):2158244020951268. https://​doi.​org/​10.​1177/​21582​44020​
951268

	 3.	 Ateş EC, Bostanci GE, Serdar M (2020) Big data, data mining, 
machine learning, and deep learning concepts in crime data. J 
Penal Law Criminol 8(2):293–319. https://​doi.​org/​10.​26650/​
JPLC2​020-​813328

	 4.	 Jeyananthan P, Bandara K, Nayanajith Y (2024) Protein data in the 
identification and stage prediction of bronchopulmonary dysplasia 
on preterm infants: a machine learning study. Int J Inf Technol 
16(1):387–392. https://​doi.​org/​10.​1007/​s41870-​023-​01571-6

	 5.	 Kaur A, Bozic B (2019) Convolutional neural network-based auto-
matic prediction of judgments of the European Court of Human 
Rights. In: AICS, pp 458–469

	 6.	 Li X, Kang X, Wang C, Dong L, Yao H, Li S (2020) A neural-
network-based model of charge prediction via the judicial inter-
pretation of crimes. IEEE Access 8:101569–101579

	 7.	 Jeyananthan P (2024) Machine learning in the identification of 
phenotypes of multiple sclerosis patients. Int J Inf Technol. https://​
doi.​org/​10.​1007/​s41870-​024-​01735-y

	 8.	 Priya CSR, Deepalakshmi P (2023) Sentiment analysis from 
unstructured hotel reviews data in social network using deep 
learning techniques. Int J Inf Technol 15(7):3563–3574. https://​
doi.​org/​10.​1007/​s41870-​023-​01419-z

	 9.	 Yadav V, Verma P, Katiyar V (2023) Long short term memory 
(LSTM) model for sentiment analysis in social data for e-com-
merce products reviews in Hindi languages. Int J Inf Technol 
15(2):759–772. https://​doi.​org/​10.​1007/​s41870-​022-​01010-y

	10.	 Da Silva NC et al (2018) Document type classification for Bra-
zil’s supreme court using a convolutional neural network. In: 10th 
international conference on forensic computer science and cyber 
law (ICoFCS). Sao Paulo, Brazil, pp 29–30

	11.	 Gopi AP, Jyothi RNS, Narayana VL, Sandeep KS (2023) Clas-
sification of tweets data based on polarity using improved RBF 
kernel of SVM. Int J Inf Technol 15(2):965–980. https://​doi.​org/​
10.​1007/​s41870-​019-​00409-4

	12.	 Ghorbani M, Bahaghighat M, Xin Q, Özen F (2020) ConvLST-
MConv network: a deep learning approach for sentiment analysis 
in cloud computing. J Cloud Comput 9(1):1–12

	13.	 Alsayat A (2022) Improving sentiment analysis for social media 
applications using an ensemble deep learning language model. 
Arab J Sci Eng 47(2):2499–2511

	14.	 Ma W (2022) Artificial intelligence-assisted decision-making 
method for legal judgment based on deep neural network. Mob 
Inf Syst 2022:1–9

	15.	 Din SMU, Sharma R, Rizvi F, Sharma N (2024) Detection of 
botnet in IoT network through machine learning based opti-
mized feature importance via ensemble models. Int J Inf Technol 
16(2):1203–1211

	16.	 Anwar K, Zafar A, Iqbal A (2023) An efficient approach for 
improving the predictive accuracy of multi-criteria recommender 
system. Int J Inf Technol 16:809–816

	17.	 Bramantoro A, Virdyna I (2022) Classification of divorce causes 
during the COVID-19 pandemic using convolutional neural net-
works. PeerJ Comput Sci 8:e998

	18.	 Pillai VG, Chandran LR (2020) Verdict prediction for Indian 
courts using bag of words and convolutional neural network. In: 
2020 third international conference on smart systems and inven-
tive technology (ICSSIT). IEEE, pp 676–683

	19.	 Singh G, Thanaya I (2023) Predicting earnings per share using fea-
ture-engineered extreme gradient boosting models and construct-
ing alpha trading strategies. Int J Inf Technol 15(8):3999–4012

	20.	 Alghazzawi D, Bamasag O, Albeshri A, Sana I, Ullah H, Asghar 
MZ (2022) Efficient prediction of court judgments using an 
LSTM+ CNN neural network model with an optimal feature set. 
Mathematics 10(5):683. https://​doi.​org/​10.​3390/​math1​00506​83

	21.	 Chen DL, Eagel J (2017) Can machine learning help predict the 
outcome of asylum adjudications? In: Proceedings of the 16th 
edition of the International Conference on Artificial Intelligence 
and Law (ICAIL ’17), London, UK, pp 237–240

	22.	 Lam JT, Liang D, Dahan S, Zulkernine FH (2020) The gap 
between deep learning and law: predicting employment notice. 
In: NLLP@ KDD (pp 52–56)

	23.	 Muhlenbach F, Phuoc LN, Sayn I (2020) Predicting court deci-
sions for alimony: avoiding extra-legal factors in decision made by 
judges and not understandable AI models. arXiv preprint arXiv:​
2007.​04824

	24.	 Abbasi H et  al (2023) Deep-learning for automated marker-
less tracking of infants general movements. Int J Inf Technol 
15(8):4073–4083

	25.	 Lum K (2017) Limitations of mitigating judicial bias with 
machine learning. Nat Hum Behav 1(7):0141

	26.	 Možina M, Žabkar J, Bratko I (2007) Argument based machine 
learning. Artif Intell 171(10–15):922–937

	27.	 Crowne E (2020) All that glitters: Federal Court of Canada issues 
Canada’s first website blocking order against GoldTV. J Intellect 
Prop Law Pract 15(2):83–84

	28.	 Abimbola B (2023) Sentiment analysis of Canadian maritime case 
law: a sentiment case law and deep learning approach. Mendeley 
Data. https://​doi.​org/​10.​17632/​7v4jm​bjwvc.1

	29.	 Southcott RF, Walsh KA (2005) Canadian maritime law update: 
2004. J Marit Law Commerce 36:279

https://doi.org/10.1177/2158244020951268
https://doi.org/10.1177/2158244020951268
https://doi.org/10.26650/JPLC2020-813328
https://doi.org/10.26650/JPLC2020-813328
https://doi.org/10.1007/s41870-023-01571-6
https://doi.org/10.1007/s41870-024-01735-y
https://doi.org/10.1007/s41870-024-01735-y
https://doi.org/10.1007/s41870-023-01419-z
https://doi.org/10.1007/s41870-023-01419-z
https://doi.org/10.1007/s41870-022-01010-y
https://doi.org/10.1007/s41870-019-00409-4
https://doi.org/10.1007/s41870-019-00409-4
https://doi.org/10.3390/math10050683
http://arxiv.org/abs/2007.04824
http://arxiv.org/abs/2007.04824
https://doi.org/10.17632/7v4jmbjwvc.1

	Sentiment analysis of Canadian maritime case law: a sentiment case law and deep learning approach
	Abstract 
	1 Introduction
	1.1 Sentiment analysis
	1.2 Related works of sentiment analysis

	2 Data
	2.1 Data collecting, processing, analysis of relevant legislation data, and analysis of court judgments
	2.2 Dynamics of court judgment
	2.3 Analysis of differences between court judgments
	2.4 Analysis of court decision data and machine learning methods
	2.5 Model hypermeters

	3 Experiments
	3.1 Model selection and experiment setup

	4 Results and analysis
	4.1 Data loading and feature extraction
	4.2 Word distribution and judgments
	4.3 Comparative analysis of different machine learning models

	5 Conclusion
	6 Future work
	References




