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1. Introduction

Relaxation methods are a general concept for solving problems that lack convexity. There are several such

methods, and we consider three of them: Γ-regularization by [3], Youngmeasures by [4], and convex combi-

nations by [2]. For bounded time domains, the comparisons aremostly done byRoubíček in [8], considering

different generalizations of Young measures.

We consider the relaxations for unbounded time domains and/or unbounded control sets. We establish

sufficient conditions under which all these three types of relaxations are equivalent to each other. Further-

more, we give an example showing that in some cases the relaxations differ.

The equivalence to the relaxation of the problem via convex combinations is convenient for computa-

tions. This type of formulation does not introduce any new mathematical objects such as Radon measures

or bipolars, but rather involves no more that functions, derivatives, and so on.

In the scenario where two problems (PR1), (PR2) are equivalent, one can establish the existence of an

optimal solution for the first by proving the existence for the other, and vice versa. In the subject “Existence

Theorem for Relaxed Control Problems on Infinite Time Horizon Utilizing Weight Functions” on the confer-

ence (FGS2024, Gijón), we present existence results for relaxed optimal control problems utilizing Young

measures technique. In this manner, one can automatically derive existence results for other equivalent re-

laxations.

In the following, we present only the proofs that are not contained in the cited works, or that need modi-

fication.

Definition 1.1 Let (P1), (P2) be two abstract optimization problems with admissible sets 𝐴1, 𝐴2 and real

valued objectives 𝐽1, 𝐽2:

𝐽1(𝑥) ⟶ 𝑀𝑖𝑛

𝑠.𝑡. 𝑥 ∈ 𝐴1
(P1),

𝐽2(𝑦) ⟶ 𝑀𝑖𝑛

𝑠.𝑡. 𝑦 ∈ 𝐴2
(P2).

We call the problems (P1), (P2) equivalent if there are two mappings 𝚤1 ∶ 𝐴1 → 𝐴2, 𝚤2 ∶ 𝐴2 → 𝐴1 with the

property 𝐽2(𝚤1(𝑥)) ≤ 𝐽1(𝑥) (resp. 𝐽1(𝚤2(𝑦)) ≤ 𝐽2(𝑦) ) for all 𝑥 ∈ 𝐴1 (resp. 𝑦 ∈ 𝐴2).

It follows from this definition that the mappings 𝚤1,2 map minimizing sequences (optimal solution) of 𝐽1 to

minimizing sequences (optimal solution) of 𝐽2 and vice versa.

Lemma 1.2 Let the problems (P1), (P2) be equivalent with corresponding mappings 𝚤1, 𝚤2. Furthermore, let

{𝑥𝑖}𝑖∈ℕ be a minimizing sequence of 𝐽1(𝑥). Then 𝚤1(𝑥𝑖) represents a minimizing sequence of 𝐽2(𝑥). Moreover, if

𝑥∗ is an optimal solution of (P1), then 𝚤1(𝑥∗) forms an optimal solution of (P2).

Proof We denote as 𝑦𝑖 the images 𝚤1(𝑥𝑖) and assume that there exists 𝑦̄ ∈ 𝐴2 with 𝐽2(𝑦̄) < inf
𝑖∈ℕ

𝐽2(𝑦𝑖). We then

obtain a contradiction to {𝑥𝑖} being a minimizing sequence because the image 𝚤2(𝑦̄) is admissible for (P1), i.e.
lies in 𝐴1, and

∀𝑖 ∈ ℕ ∶ 𝐽1(𝚤2(𝑦̄)) ≤ 𝐽2(𝑦̄) < 𝐽2(𝑦𝑖) ≤ 𝐽1(𝑥𝑖).

The second statement is rather trivial. One consider the existence of an admissible solution 𝑦̄ ∈ 𝐴2 with

𝐽2(𝑦̄) < 𝐽2(𝚤1(𝑥
∗)), and we obtain a contradiction to 𝐽1(𝑥

∗) = inf
𝑥∈𝐴1

𝐽1(𝑥):

𝐽1(𝚤2(𝑦̄)) ≤ 𝐽2(𝑦̄) < 𝐽2(𝚤1(𝑥
∗)) ≤ 𝐽1(𝑥

∗).
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We relax an optimal control problem of following type:

𝐽(𝑥, 𝑢) = �
Ω

𝑟(𝑡, 𝑥(𝑡), 𝑢(𝑡))d𝑡 ⟶ 𝑀𝑖𝑛,

𝑥̇(𝑡) = 𝑓(𝑡, 𝑥(𝑡), 𝑢(𝑡)) a.e. on Ω, 𝑥(𝑡0) = 𝑥0,

𝑥 ∈ 𝑊
1,𝑛
𝑝 (Ω, 𝜈),

𝑢(𝑡) ∈ 𝑈 ⊆ ℝ𝑚 a.e. on Ω,

(P)

where 𝑓(𝑡, 𝜉, v) is a Carathéodory function Ω × ℝ𝑛+𝑚 → ℝ𝑛, 𝑟(𝑡, 𝜉, v) is a real valued normal integrand

Ω × ℝ𝑛+𝑚 → ℝ, and 𝑈 is some closed set of ℝ𝑚. We call a variable v the control variable and 𝜉 the state

variable. Weuseweighted Sobolev spaces as a state space, and theweight 𝜈 and the exponent𝑝 are supposed

to be chosen in a way that𝑊
1,𝑛
𝑝 (Ω, 𝜈) forms a Banach space and such that for every element 𝑥 ∈ 𝑊

1,𝑛
𝑝 (Ω, 𝜈)

there exists an absolutely continuous representative1. In following, we do not distinguish between elements

from 𝑥 ∈ 𝑊
1,𝑛
𝑝 (Ω, 𝜈) and their absolute continuous representatives.

2. Preliminaries

Let us start with some definitions from [7] and [3]. Let 𝑋 be a set from a Euclidean space of finite dimension,

and let Ω ⊆ ℝ be an open set. Furthermore we utilize following conventions

sup∅ = −∞, inf∅ = +∞.

Moreover, we denote the convex hull and the closed convex hull of some set 𝐴 by co𝐴 and co𝐴 resp.

Definition 2.1 The function 𝑔 ∶ Ω × 𝑋 → ℝ is a normal integrand if

1. 𝑔(𝑡, ⋅) ∶ 𝑋 → ℝ is a l.s.c. function for a.a. 𝑡 ∈ Ω,

2. there exists a measurable function 𝑔̃ ∶ Ω × 𝑋 → ℝ such that 𝑔̃(𝑡, ⋅) = 𝑔(𝑡, ⋅) for a.a. 𝑡 ∈ Ω.

Definition 2.2 The function 𝑔 ∶ Ω × 𝑋 → ℝ is a Carathéodory function if

1. 𝑔(𝑡, ⋅) ∶ 𝑋 → ℝ is a continuous function for a.a. 𝑡 ∈ Ω,

2. there exists a measurable function 𝑔̃ ∶ Ω × 𝑋 → ℝ such that 𝑔̃(𝑡, ⋅) = 𝑔(𝑡, ⋅) for a.a. 𝑡 ∈ Ω.

Lemma 2.3 Let𝑔 ∶ Ω×(ℝ𝑛×ℝ𝑙) → ℝ, (𝑡, 𝜉, v) ↦ 𝑔(𝑡, 𝜉, v) be some normal integrand and 𝑥 somemeasurable

mapping Ω → ℝ𝑛. Then the function 𝑔 ∘ 𝑥 defined as 𝑔 ∘ 𝑥 ∶ (𝑡, v) ↦ 𝑔(𝑡, 𝑥(𝑡), v) is a normal integrand on

Ω × ℝ𝑙. In this sense we can identify

Proof Follows immediately from [7, Cor.2B]. �

Definition 2.4 Let Γ ∶ Ω → 𝒫(𝑋) be some set valued mapping. We call Γ measurable if for every closed

set 𝐴 ⊂ 𝑋 the set

Γ−1(𝐴) ∶= �𝑡 ∈ Ω � Γ (𝑡) ∩ 𝐴 ≠ ∅�

is measurable. We call Γ closed-valued if for every 𝑡 ∈ Ω the set Γ (𝑡) is closed. Further we define domΓ ∶=

�𝑡 ∈ Ω � Γ (𝑡) ≠ ∅�.

Lemma 2.5 For a measurable closed valued multifunction Γ ∶ Ω → 𝒫(ℝ𝑛) there exists at least onemeasur-

able selection, i.e. a function 𝑢 ∶ domΓ → ℝ𝑛 with 𝑢(𝑡) ∈ Γ (𝑡) for all 𝑡 ∈ domΓ .

Nowwe introduce the Γ-regularization (see [3, p.14]).

Definition 2.6 Let 𝑌 be a real convex space, and 𝑔 ∶ 𝑌 → ℝ. We call a pointwise supremum of continuous

affine functions 𝑌 → ℝ, that are everywhere less than 𝑔, a Γ-regularization 𝑔∗∗ of 𝑔2.

The Γ-regularization is always l.s.c. and convex, [3, Prop.3.1.].

Nowwecite a sufficient condition for the invarianceof anormal integrandpropertyunderΓ-regularization

( [3, p.246, Prop.2.1]).

1See [5,6].
2As 𝑔∗∗ we denote a bipolar of 𝑔, which for local convex spaces coincides with Γ-regularization, [3].
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Lemma 2.7 Let 𝑔(𝑡, 𝜉, v) be a normal integrand on Ω × ℝ𝑛+𝑙 and satisfies Φ(‖v‖) ≤ 𝑔(𝑡, 𝜉, v), where the

function Φ ∶ [0,∞) → ℝ is convex, increasing, l.s.c. and fulfills lim
𝑧→∞

Φ(𝑧)

𝑧
= +∞. Then the Γ-regularization

𝑔∗∗(𝑡, 𝜉, v) is a normal integrand on Ω × ℝ𝑛+𝑙 and satisfiesΦ(‖v‖) ≤ 𝑔∗∗(𝑡, 𝜉, v).

Lemma 2.8 The integrand 𝑔(𝑡, 𝜉, v) is normal iff 𝜒𝐾(𝑡)𝑔(𝑡, 𝜉, v) is normal for every 𝐾 ∈ comp(Ω).

Proof One direction of this statement is obvious. For the other one we remark that the supremum 𝑔(𝑡, 𝜉, v) =

sup
𝑖∈𝐽

𝑔𝑖(𝑡, 𝜉, v) over some countable family 𝐽 of normal integrands is normal, [7, Prop.2L]. Sinceℝ is the union

of countably many compact subsets the statement of the lemma follows immediately. �

3. Equivalence of Γ-regularization and Convex combinations

Let us define a relaxation of a problem (P) in the sense of Γ-regularization (PRG) and in the sense of convex

combinations (PRC).

𝐽(PRG)(𝑥) = �
Ω

𝑔∗∗(𝑡, 𝑥(𝑡), 𝑥̇(𝑡))d𝑡 → 𝑀𝑖𝑛,

𝑔(𝑡, 𝜉, 𝜂) = inf �𝑟(𝑡, 𝜉, v) � v ∈ 𝑈 ⊆ ℝ𝑚, 𝑓(𝑡, 𝜉, v) = 𝜂� ,

𝑥 ∈ 𝑊
1,𝑛
𝑝 (Ω, 𝜈), 𝑥(𝑡0) = 𝑥0.

(PRG)

The Γ-regularization 𝑔∗∗ is obtained from 𝑔 resp. to variable 𝜂. It follows from the definition of 𝑔 in (PRG)

that the function 𝑔(𝑡, 𝑥(𝑡), 𝑥̇(𝑡)) takes the value+∞ for every 𝑡with ∀v ∈ 𝑈 ∶ 𝑥̇(𝑡) ≠ 𝑓(𝑡, 𝑥(𝑡), v). Thus, we

know that for any admissible solution 𝑥, the set

�𝑡 ∈ Ω � ∀v ∈ 𝑈 ∶ 𝑥̇(𝑡) ≠ 𝑓(𝑡, 𝑥(𝑡), v)�

forms a negligible set (set of measure zero).

𝐽(PRC)(𝑥, 𝜆, 𝑢) = �
Ω

𝑛+1

�

𝑖=1

𝜆𝑖(𝑡)𝑟(𝑡, 𝑥(𝑡), 𝑢𝑖(𝑡))d𝑡 → 𝑀𝑖𝑛,

𝑥̇(𝑡) =

𝑛+1

�

𝑖=1

𝜆𝑖(𝑡)𝑓(𝑡, 𝑥(𝑡), 𝑢𝑖(𝑡)) a.e. on Ω, 𝑥(𝑡0) = 𝑥0,

𝑥 ∈ 𝑊
1,𝑛
𝑝 (Ω, 𝜈),

𝜆(𝑡) ∈ 𝐸𝑛 ∶= co{𝑒1, … , 𝑒𝑛+1} a.e. on Ω,

𝑢𝑖(𝑡) ∈ 𝑈 ⊆ ℝ𝑚 a.e. on Ω,

𝑢𝑖, 𝜆𝑖 – measurable for 𝑖 = 1…𝑛 + 1.

(PRC)

Notice that the set 𝐸𝑛 is 𝑛-dimensional, being the convex hull of 𝑛 + 1 points of dimension 𝑛.

From now on we define the function Ψ(𝑡, 𝑧) ∶ Ω × [0, +∞) → ℝ as a non-decreasing, convex l.s.c. in 𝑧

function with the property

lim
𝑧→∞

Ψ(𝑡, 𝑧)

𝑧
= +∞ uniformly on every 𝐾 ∈ comp(Ω). (C)

The integrand 𝑟 satisfies a growth condition (G) if holds

Ψ(𝑡, ‖v‖) ≤ 𝑟(𝑡, 𝜉, v) (G)

withΨ satisfying (C).

Lemma 3.1 We consider the problem (PRG). Let the integrand 𝑟(𝑡, 𝜉, v) satisfy growth condition (G). Let

the function 𝑓 be a Carathéodory-function, and 𝑈 be a closed set. Then the functions 𝑔(𝑡, 𝜉, 𝜂) and its Γ-

regularization 𝑔∗∗(𝑡, 𝜉, 𝜂) are normal integrands on Ω × ℝ2𝑛.

Proof Let𝐾 be some compact subset ofΩ. We use a variant of Scorzà-Dragoni theorem for normal integrands,

[3, Thm.1.1]. We show that

∀𝜀 > 0∃𝐾𝜀 ⊂ 𝐾 ∶ |𝐾 ∖ 𝐾𝜀| ≤ 𝜀 and 𝑔�
𝐾𝜀×ℝ

2𝑛 l.s.c. (3.3)

Ilya Dikariev and Sabine Pickenhain
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Since 𝑟 is a normal integrand we can establish condition (3.3) for 𝑟(𝑡, 𝜉, v) restricted to 𝐾𝜀 × ℝ𝑛+𝑚, instead of

𝑔.

We consider some sequence {(𝑡𝑖, 𝜉𝑖, 𝜂𝑖)} ⊂ 𝐾𝜀×ℝ
2𝑛 converging to (𝑡̄, ̄𝜉, 𝜂̄)and show𝑔(𝑡̄, ̄𝜉, 𝜂̄) ≤ lim

𝑖→∞

𝑔(𝑡𝑖, 𝜉𝑖, 𝜂𝑖).

We only need to show the inequality for the case that the limes inferior is a real number from [0,∞). We take

a subsequence, that represents the limes inferior. For simplicity let the sequence be again {(𝑡𝑖, 𝜉𝑖, 𝜂𝑖)} and we

have

lim
𝑖→∞

𝑔(𝑡𝑖, 𝜉𝑖, 𝜂𝑖) = 𝛼 < +∞. (3.4)

For sufficiently large indexes 𝑖 we have 𝑔(𝑡𝑖, 𝜉𝑖, 𝜂𝑖) < +∞, which means

�𝑟(𝑡𝑖, 𝜉𝑖, v) � v ∈ 𝑈, 𝑓(𝑡𝑖, 𝜉𝑖, v) = 𝜂𝑖� ≠ ∅.

For every (𝑡𝑖, 𝜉𝑖) the level sets of 𝑟(𝑡𝑖, 𝜉𝑖, ⋅) ∶ 𝑈 → ℝ are compact since we haveΨ(𝑡𝑖, ‖v‖) ≤ 𝑟(𝑡𝑖, 𝜉𝑖, v) and

the functionΨ(𝑡, ‖v‖) fulfills (C). Since the function 𝑟 is l.s.c. in v and the preimage 𝑓−1(𝑡, 𝜉, ⋅)(𝜂𝑖) is closed we

obtain for every (𝑡𝑖, 𝜉𝑖, 𝜂𝑖) a v𝑖 ∈ 𝑈 with

𝑔(𝑡𝑖, 𝜉𝑖, 𝜂𝑖) = 𝑟(𝑡𝑖, 𝜉𝑖, v𝑖) and 𝑓(𝑡𝑖, 𝜉𝑖, v𝑖) = 𝜂𝑖.

Again in view of (C) we obtain that all of v𝑖 lie in some compact subset of 𝑈, and finally we obtain a subse-

quence (𝑡𝑖𝑗 , 𝜉𝑖𝑗 , v𝑖𝑗) converging to (𝑡̄, ̄𝜉, v̄) and in view of continuity of 𝑓 and l.s.c. of 𝑟 on 𝐾𝜀 × ℝ𝑛+𝑚 we have

𝑓(𝑡̄, ̄𝜉, v̄) = 𝜂̄,

𝑟(𝑡̄, ̄𝜉, v̄) ≤ lim
𝑗→∞

𝑟(𝑡𝑖𝑗 , 𝜉𝑖𝑗 , v𝑖𝑗).

From latter inequality and definition of 𝑔 we obtain

𝑔(𝑡̄, ̄𝜉, 𝜂̄) ≤ 𝑟(𝑡̄, ̄𝜉, v̄) ≤ lim
𝑗→∞

𝑟(𝑡𝑖𝑗 , 𝜉𝑖𝑗 , v𝑖𝑗) = lim
𝑗→∞

𝑔(𝑡𝑖𝑗 , 𝜉𝑖𝑗 , 𝜂𝑖𝑗) = 𝛼.

The last limes inferior is equal to 𝛼 because of (3.4). Thus, we obtain that 𝑔(𝑡, 𝜉, v) is a normal integrand on

Ω×ℝ𝑛+𝑚. Finally, lemma2.8 togetherwith lemma2.7 deliver that𝑔∗∗(𝑡, 𝜉, v) is a normal integrandonΩ×ℝ𝑛+𝑚

as well. �

Lemma 3.2 Let the integrand 𝑟 satisfy growth condition (G). Moreover, let 𝑥 ∶ Ω → ℝ𝑛, 𝑦 ∶ Ω → ℝ𝑛 be

measurable. Then there exist 𝑛 + 1measurable functions 𝑦𝑖 ∶ Ω → ℝ𝑛, 𝑖 = 1…𝑛+ 1 and 𝜆 ∶ Ω → 𝐸𝑛, such that

we have for almost every 𝑡 ∈ Ω:

𝑔∗∗(𝑡, 𝑥(𝑡), 𝑦(𝑡)) =

𝑛+1

�

𝑖=1

𝜆𝑖(𝑡)𝑔(𝑡, 𝑥(𝑡), 𝑦𝑖(𝑡)), (3.5)

𝑦(𝑡) =

𝑛+1

�

𝑖=1

𝜆𝑖(𝑡)𝑦𝑖(𝑡).

Proof From lemma 3.1 follows that 𝑔∗∗(𝑡, 𝜉, 𝜂) is a normal integrand on Ω × ℝ2𝑛 and corollary [7, Cor.2B]

delivers that 𝑔∗∗(𝑡, 𝑥(𝑡), 𝜂) and 𝑔(𝑡, 𝑥(𝑡), 𝜂) are both normal integrands onΩ×ℝ𝑛, and due to [3, Prop.3.1.] we

obtain representation (3.5). �

Lemma 3.3 Let 𝑥 be an admissible solution of (PRG), and the integrand 𝑟 satisfy growth condition (G). Then

there exist functions 𝑢 ∶ Ω → 𝑈𝑛+1 and 𝜆 ∶ Ω → 𝐸𝑛 such that the triple (𝑥, 𝜆, 𝑢) is admissible for (PRC) and

𝐽(PRG)(𝑥) = 𝐽(PRC)(𝑥, 𝜆, 𝑢).

Proof From lemma 3.2 we obtain measurable functions 𝜆𝑖(𝑡), 𝑦𝑖(𝑡), 𝑖 = 1…𝑛 + 1, which fulfill

𝑔∗∗(𝑡, 𝑥(𝑡), 𝑥̇(𝑡)) =

𝑛+1

�

𝑖=1

𝜆𝑖(𝑡)𝑔(𝑡, 𝑥(𝑡), 𝑦𝑖(𝑡)),

𝑥̇(𝑡) =

𝑛+1

�

𝑖=1

𝜆𝑖(𝑡)𝑦𝑖(𝑡).

On the equivalence of some relaxations of optimal control problems …
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Now we need to define a proper selection 𝑢𝑖, for every function 𝑦𝑖, to fulfill the state equation

𝑥̇(𝑡) =

𝑛+1

�

𝑖=1

𝜆𝑖(𝑡)𝑓(𝑡, 𝑥(𝑡), 𝑢𝑖(𝑡)).

For every 𝑦𝑖(𝑡) we define a set valued mapping

Γ𝑖(𝑡) ∶= �v ∈ 𝑈 � 𝑟(𝑡, 𝑥(𝑡), v) = 𝑔(𝑡, 𝑥(𝑡), 𝑦𝑖(𝑡))� . (3.6)

The function 𝑔(𝑡, 𝑥(𝑡), 𝑦𝑖(𝑡)) ∶ Ω → ℝ is measurable (lemma 2.3) and by [7, Thm.2J] we obtain that Γ𝑖(𝑡)
are measurable set valued mappings with closed values, and for every 𝑡 with Γ𝑖(𝑡) ≠ ∅ (follows from growth

condition (G) as in proof of lemma 3.1). That is the case for every 𝑡 ∈ domΓ𝑖 because of coercivity of Ψ in

𝑧 (see the proof of lemma 3.1). The set Ω ∖
𝑛+1

⋂
𝑖=1

domΓ𝑖 is negligible, because 𝑥̄ is an admissible solution with

𝐽(𝑥̄) < +∞. The same theorem [7, Thm.2J] delivers that there exists a measurable selection 𝑢𝑖(𝑡) for every 𝑖

such that 𝑢𝑖(𝑡) ∈ Γ𝑖(𝑡) and 𝑦𝑖(𝑡) = 𝑓(𝑡, 𝑥(𝑡), 𝑢𝑖(𝑡)) for all 𝑡 ∈ domΓ𝑖(𝑡). And finally using (3.6) we get:

𝑔∗∗(𝑡, 𝑥(𝑡), 𝑥̇(𝑡)) =

𝑛+1

�

𝑖=1

𝜆𝑖(𝑡)𝑟(𝑡, 𝑥(𝑡), 𝑢𝑖(𝑡)), (3.7)

𝑥̇(𝑡) =

𝑛+1

�

𝑖=1

𝜆𝑖(𝑡)𝑓(𝑡, 𝑥(𝑡), 𝑢𝑖(𝑡))

for almost all 𝑡 ∈ Ω. The solution (𝑥, 𝜆, 𝑢) with 𝜆 = (𝜆1, … , 𝜆𝑛+1), 𝑢 = (𝑢1, … , 𝑢𝑛+1) is then an admissible

solution of (PRC) and, because of (3.7), we have 𝐽(PRC)(𝑥, 𝜆, 𝑢) = 𝐽(PRG). �

Lemma 3.4 Let (𝑥, 𝜆, 𝑢) be an admissible solution of (PRC) and the integrand 𝑟 satisfy the growth condition

(G). Then 𝑥 is an admissible solution of (PRG) and 𝐽(PRG)(𝑥) ≤ 𝐽(PRC)(𝑥, 𝜆, 𝑢).

Proof From the definition of function 𝑔 in (PRG) we obtain

𝑔(𝑡, 𝑥(𝑡), 𝑓(𝑡, 𝑥(𝑡), 𝑢𝑖(𝑡))) ≤ 𝑟(𝑡, 𝑥(𝑡), 𝑢𝑖(𝑡)) a.e.

We make use of [3, Lemma 3.3.] and get

𝑔∗∗(𝑡, 𝑥(𝑡), 𝑥̇(𝑡)) ≤

𝑛+1

�

𝑖=1

𝜆𝑖(𝑡)𝑔�𝑡, 𝑥(𝑡), 𝑓(𝑡, 𝑥(𝑡), 𝑢𝑖(𝑡))� ≤

𝑛+1

�

𝑖=1

𝜆𝑖(𝑡)𝑟(𝑡, 𝑥(𝑡), 𝑢𝑖(𝑡))

with 𝜆(𝑡) ∈ 𝐸𝑛 a.e. on Ω. �

Lemmas 3.4 and 3.3 imply immediately the equivalence of problems (PRC) and (PRG) in the sense of defini-

tion 1.1.

4. Equivalence of Young measures and Convex combinations

We first extend the notion of Youngmeasure, as stated in [4], to unbounded domainsΩ and sets𝑈, which are

closed, but not necessarily bounded.

Definition 4.1 We call a family of Radon measures3 𝜇 = {𝜇𝑡}𝑡∈Ω on 𝑈 a generalized control and write

𝜇 ∈ ℳ𝑈 if it fulfills:

i) supp 𝜇𝑡 ⊆ 𝑈 for almost all 𝑡 ∈ Ω,

ii) 𝜇𝑡 is a probability measure for almost all 𝑡 ∈ Ω,

iii) for every 𝑔 ∈ 𝐶𝑐(Ω × 𝑈) the function

ℎ(𝑡) = ⟨𝜇𝑡, 𝑔(𝑡, v)⟩ ∶= �
𝑈

𝑔(𝑡, v)d𝜇𝑡(v)

is measurable.

3For the theory of Radon measures we refer to [1].
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Now we are ready to define a relaxation in the sense of Young measures (also known as Gamkrelidze con-

trols):

𝐽(PRY)(𝑥, 𝜇) = �
Ω

⟨𝜇𝑡, 𝑟(𝑡, 𝑥(𝑡), v)⟩ d𝑡 ⟶ 𝑀𝑖𝑛,

𝑥̇(𝑡) = ⟨𝜇𝑡, 𝑓(𝑡, 𝑥(𝑡), v)⟩ a.e. on Ω, 𝑥(𝑡0) = 𝑥0,

𝑥 ∈ 𝑊
1,𝑛
𝑝 (Ω, 𝜈),

𝜇 ∈ ℳ𝑈.

(PRY)

For further explanations we need following two definitions of orientor fields

𝑃(𝑡, 𝜉) = ��
𝑟(𝑡, 𝜉, v)

𝑓(𝑡, 𝜉, v)
� � v ∈ 𝑈� ,

𝑃ℳ(𝑡, 𝜉) = ��𝜇̂, �
𝑟(𝑡, 𝜉, v)

𝑓(𝑡, 𝜉, v)
�� � supp 𝜇̂ ⊆ 𝑈, 𝜇̂ – probability measure� .

The following lemma is a modification of [4, Assertion 2.1.].

Lemma 4.2 Let 𝑈 be some closed subset of ℝ𝑚, the function 𝑔 ∶ 𝑈 → ℝ𝑛 be continuous, and let 𝐻𝑘 ⊂ ℝ𝑛 be

some hyperplane of dimension 𝑘, where 1 ≤ 𝑘 ≤ 𝑛. Let the probability measure 𝜇̂ on 𝑈 be such that supp 𝜇̂ ⊆

𝑔−1(𝐻𝑘). Further, let the point 𝑝 ∶= ⟨𝜇̂, 𝑔⟩ lie in 𝐻𝑘 and not in co𝑃, where 𝑃 represents the orientor field

𝑃 ∶= �𝑔(v) � v ∈ 𝑈� .

Then there exists a hyperplane 𝐻𝑘−1 of dimension 𝑘 − 1, such that 𝑝 ∈ 𝐻𝑘−1 and supp 𝜇̂ ⊆ 𝑔−1(𝐻𝑘−1).

Proof Since𝑔−1(𝐻𝑘) contains a support of the probability measure it is not empty. We conclude that co𝑃∩𝐻𝑘

is convex and not empty as well. We define a 𝑘 − 1-dimensional hyperplane, denoted by 𝐻𝑘−1 ⊂ 𝐻𝑘, that

separates the point 𝑝 and the set co𝑃 ∩ 𝐻𝑘. Furthermore, 𝑝 lies in 𝐻𝑘−1.

Let 𝜒(v) be the characteristic function of the preimage 𝑔−1(𝐻𝑘):

𝜒(v) ∶= �
1, 𝑔(v) ∈ 𝐻𝑘−1

0, 𝑔(v) ∉ 𝐻𝑘−1
.

The preimage 𝑔−1(𝐻𝑘) is closed, as it is the preimage of a closed set under continuous mapping. Consequently,

the function 𝜒 ∶ 𝑈 → ℝ is u.s.c.

We consider the equation

⟨𝜇̂, 𝑔(v) − 𝑝⟩ = 0

from which we deduce

⟨𝜇̂, 𝑔(v) − 𝑝⟩ = ⟨𝜇̂, 𝜒(v)(𝑔(v) − 𝑝)⟩ + ⟨𝜇̂, (1 − 𝜒(v))(𝑔(v) − 𝑝)⟩ = 0.

Let 𝑤 ∈ 𝐻𝑘 be a vector orthogonal to 𝐻𝑘−1, and directed towards co𝑃(𝑡, 𝑥) ∩ 𝐻𝑘. By taking a scalar product

with the above equation we obtain

�𝜇̂, 𝜒(v)𝑤𝑇(𝑔(v) − 𝑝)� + �𝜇̂, (1 − 𝜒(v))𝑤𝑇(𝑔(v) − 𝑝)� = 0. (4.2)

For all v with 𝜒(v) = 1, the scalar product 𝑤𝑇(𝑔(v) − 𝑝) vanishes because the points 𝑔(v) and 𝑝 lie in the

hyperplane 𝐻𝑘−1, and the vector𝑤 is then orthogonal to 𝑔(v) − 𝑝. It follows

∀v ∈ 𝑈 𝜒(v)𝑤𝑇(𝑔(v) − 𝑝) = 0,

and together with (4.2) we conclude

�𝜇̂, (1 − 𝜒(v))𝑤𝑇(𝑔(v) − 𝑝)� = 0. (4.3)

Since 𝑔(v) ∈ co𝑃, and𝑤 is directed toward co𝑃 ∩ 𝐻𝑘, for any v ∈ 𝑔−1(𝐻𝑘 ∖ 𝐻𝑘−1) we obtain

𝑤𝑇(𝑔(v) − 𝑝) > 0.
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As for v from 𝑔−1(𝐻𝑘 ∖ 𝐻𝑘−1) the indicator function 𝜒 is equal zero we conclude

∀v ∈ 𝑈 ∶ 𝑔(v) ∈ 𝐻𝑘 ∖ 𝐻𝑘−1 ⇒ (1 − 𝜒(v))𝑤𝑇(𝑔(v) − 𝑝) > 0. (4.4)

Now from equation (4.3) we become

�
𝑈

(1 − 𝜒(v))𝑤𝑇(𝑔(v) − 𝑝)d𝜇̂ = �
𝑔−1(𝐻𝑘)

(1 − 𝜒(v))𝑤𝑇(𝑔(v) − 𝑝)d𝜇̂.

Since 1 − 𝜒(v) is l.s.c., and 𝑤𝑇(𝑔(v) − 𝑝) is non-negative and continuous on 𝑔−1(𝐻𝑘), we deduce that the

function v ↦ (1 − 𝜒(v))𝑤𝑇(𝑔(v) − 𝑝) is l.s.c. on 𝑔−1(𝐻𝑘). Now we use a proposition [1, Ch.IV, §2(1), Prop.3]

and conclude that the integrand (1 − 𝜒(v))𝑤𝑇(𝑔(v) − 𝑝) vanishes on supp 𝜇̂. Now, from inequality (4.4) it

follows that supp 𝜇̂ ∩ 𝑔−1(𝐻𝑘 ∖ 𝐻𝑘−1) = ∅. As we assumed that supp 𝜇̂ lies in 𝑔−1(𝐻𝑘), we get

supp 𝜇̂ ⊆ 𝑔−1(𝐻𝑘−1).

�

Lemma 4.3 Let 𝑟, 𝑓 be Carathéodory functions on Ω × ℝ𝑛+𝑚, then co𝑃(𝑡, 𝜉) = 𝑃ℳ(𝑡, 𝜉) for almost all 𝑡 ∈ Ω.

Proof Let (𝑡, 𝜉) be arbitrary pair from Ω × ℝ𝑛 such that �𝑟(𝑡, 𝜉, ⋅), 𝑓(𝑡, 𝜉, ⋅)�
𝑇
∶ 𝑈 → ℝ𝑛+1 is continuous. The

inclusion 𝑃(𝑡, 𝜉) ⊆ 𝑃ℳ(𝑡, 𝜉) is obvious. Let’s show 𝑃ℳ(𝑡, 𝜉) ⊆ 𝑃(𝑡, 𝜉).

Let 𝑔 be a continuous function 𝑔 ∶ v ↦ �𝑟(𝑡, 𝜉, v), 𝑓(𝑡, 𝜉, v)�
𝑇
. We assume that there exists some probability

measure 𝜇̂ with ⟨𝜇̂, 𝑔⟩ = 𝑝 ∉ co𝑃(𝑡, 𝜉). Using lemma 4.2 with the settings 𝑘 ∶= 𝑛 + 1,𝐻𝑘 ∶= ℝ𝑛+1 we obtain

supp 𝜇̂ ⊆ 𝑔−1(𝐻𝑛), where 𝐻𝑛 is a hyperplane of dimension 𝑛, contains the point 𝑝, and lies in 𝐻𝑛+1.

We now set 𝑘 ∶= 𝑛 and utilize the lemma 4.2 once again. After altogether 𝑛 + 1 repetitions we obtain that

𝑝 lies in the hyperplane𝐻0 of dimension zero, and supp 𝜇̂ ⊆ 𝑔−1(𝐻0). Since 𝑝 ∈ 𝐻0 and dim𝐻0 = 0we obtain

𝐻0 = {𝑝} and 𝑔−1(𝐻0) = 𝑔−1(𝑝).

The measure 𝜇̂ is a probability measure which implies supp 𝜇̂ ≠ ∅. Together with supp 𝜇̂ ⊆ 𝑔−1(𝑝) we

obtain 𝑔−1(𝑝) ≠ ∅, that means that there exists v ∈ 𝑈 with 𝑃(𝑡, 𝜉) ⊇ 𝑔(v) = 𝑝, and we get a contradiction.

�

Lemma 4.4 Let 𝑟, 𝑓 be Carathéodory functions on Ω × ℝ𝑛+𝑚 and (𝑥, 𝜇) be an admissible solution of (PRY).

Then there exists an admissible solution (𝑥, 𝜆, 𝑢) of (PRC) with 𝐽(PRC)(𝑥, 𝜆, 𝑢) ≤ 𝐽(PRY)(𝑥, 𝜇).

Proof Let us define a vector-valued function 𝑔 ∶ Ω×ℝ𝑚 → ℝ1+𝑛, 𝑔 ∶ (𝑡, v) ↦ (𝑟(𝑡, 𝑥(𝑡), v), 𝑓(𝑡, 𝑥(𝑡), v))𝑇. We

now use lemma 4.3, and for almost all 𝑡 ∈ Ω we obtain

⟨𝜇, 𝑔(𝑡, v)⟩ =

𝑛+2

�

𝑖=1

𝜆̂𝑖𝑔(𝑡, 𝑢𝑖), 𝜆̂ ∈ 𝐸𝑛+1, 𝑢1,…,𝑛+2 ∈ 𝑈. (4.5)

Now we prove that we can diminish the dimension of 𝐸𝑛+1. We formulate following optimization problem:

𝑐𝑇𝜆̃ → 𝑀𝑖𝑛,

𝑠.𝑡. 𝐴𝜆̃ = 𝑑,

𝜆̃ ∈ 𝐸𝑛+1,

where

𝑐 ∶= �

𝑟(𝑡, 𝑥(𝑡), 𝑢1)

…

𝑟(𝑡, 𝑥(𝑡), 𝑢𝑛+2)

� , 𝐴 ∶= �𝑓(𝑡, 𝑥(𝑡), 𝑢1), … , 𝑓(𝑡, 𝑥(𝑡), 𝑢𝑛+2)�, 𝑑 ∶= 𝐴𝜆̂, (4.6)

with v𝑖 and 𝜆̂ from (4.5). Since 𝑐 and 𝜆̃ are non-negative, there exists an optimal solution 𝜆̃∗ of (4.6). The

constraints of (4.6) define a convex polyhedron, therefore 𝜆̃∗ lies on its boundary. It means, that there exists at

least one index 1 ≤ 𝑘 ≤ 𝑛 + 2 with 𝜆̃∗𝑘 = 0, and it follows (𝜆̃∗𝑖=1…,𝑛+2,𝑖≠𝑘) ∈ 𝐸𝑛. We then obtain

for a.a. 𝑡 ∈ Ω∃𝜆 ∈ 𝐸𝑛
𝑛+1

�

𝑖=1

𝜆𝑖𝑔(𝑡, 𝑢𝑖) ≤

𝑛+2

�

𝑖=1

𝜆̂𝑖𝑔(𝑡, 𝑢𝑖) = ⟨𝜇, 𝑔(𝑡, v)⟩ . (4.7)
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Now we define the set-valued mapping

Γ (𝑡) = �(𝜆, 𝑢) ∈ 𝐸𝑛 × 𝑈𝑛+1 � 𝐹(𝑡, 𝜆, 𝑢) = ⟨𝜇, 𝑓(𝑡, 𝑥(𝑡), v)⟩ ,

𝐹1(𝑡, 𝜆, 𝑢) ≤ ⟨𝜇, 𝑟(𝑡, 𝑥(𝑡), v)⟩ �

with 𝐹(𝑡, 𝜆, 𝑢) =
𝑛+1

∑
𝑖=1

𝜆𝑖𝑓(𝑡, 𝑥(𝑡), 𝑢𝑖) and 𝐹1(𝑡, 𝜆, 𝑢) =
𝑛+1

∑
𝑖=1

𝜆𝑖𝑟(𝑡, 𝑥(𝑡), 𝑢𝑖). 𝐹 and 𝐹1 are Carathéodory functions.

The sets Γ (𝑡) are not empty for a.a. 𝑡 ∈ Ω because of (4.7). Theorem [7, Thm.2J] delivers that Γ is measurable,

and by lemma 2.5 we get functions

𝜆 ∶ Ω → 𝐸𝑛,

𝑢𝑖 ∶ Ω → 𝑈, 𝑖 = 1,… , 𝑛 + 1

that are measurable and (𝜆(𝑡), 𝑢(𝑡)) ∈ Γ (𝑡) for a.a. 𝑡 ∈ Ω. Finally, we obtain 𝐽(PRC)(𝑥, 𝜆, 𝑢) ≤ 𝐽(PRY)(𝑥, 𝜇). �

Lemma 4.5 Let 𝑟 be a normal integrand and 𝑓 be a Carathéodory function onΩ×ℝ𝑛+𝑚, and let (𝑥, 𝜆, 𝑢) be an

admissible solution of (PRC). Then, there exists an admissible solution (𝑥, 𝜇) of (PRY) such that 𝐽(PRY)(𝑥, 𝜇) =

𝐽(PRC)(𝑥, 𝜆, 𝑢).

Proof The proof is straightforward: define 𝜇𝑡 ∶= ∑
𝑛+1
𝑖=1 𝜆𝑖(𝑡)𝛿𝑢𝑖(𝑡), and it can be readily shown that 𝜇 ∶=

{𝜇𝑡}𝑡∈Ω constitutes a generalized control according to definition 4.1. �

Now, under the more restrictive conditions of lemma 4.4 we obtain the equivalence of problems (PRY) and

(PRC).

5. Example

Wewill now provide an example to illustrate how the relaxations differ.

𝐽(𝑥, 𝑢) = �
∞

0

[𝑒−𝑢
2(𝑡) + 𝑥2(𝑡)]𝑒−𝑡d𝑡 ⟶ 𝑀𝑖𝑛,

𝑥̇(𝑡) =
1

1 + 𝑢2(𝑡)
, a.e. on (0,∞), 𝑥(0) = 0,

𝑥 ∈ 𝑊1
2 ((0,∞), 𝑒

−𝑡),

𝑢(𝑡) ∈ ℝ a.e. on (0,∞),

𝑢 – measurable.

(PEX)

To get the Γ-regularization we first calculate the function 𝑔 according to (PRG).

𝑔(𝑡, 𝜉, 𝜂) = inf �(𝑒−v
2
+ 𝜉2)𝑒−𝑡 � v ∈ ℝ,

1

1 + v2
= 𝜂� = �

+∞, 𝜂 ≤ 0,

(𝑒
1−

1

𝜂 + 𝜉2)𝑒−𝑡, 𝜂 > 0.

Nowwe can easily calculate the Γ-regularized function according to the definition 2.6:

𝑔∗∗(𝑡, 𝜉, 𝜂) = �
+∞, 𝜂 < 0,

𝜉2𝑒−𝑡, 𝜂 ≥ 0.
(5.1)

We insert this function, 𝑔∗∗, into the formulation (PRG) and conclude that the problem

𝐽(PRG)(𝑥) = �
∞

0

𝑔∗∗(𝑡, 𝑥(𝑡), 𝑥̇(𝑡))d𝑡 → 𝑀𝑖𝑛,

𝑥 ∈ 𝑊1
2 ((0,∞), 𝑒

−𝑡), 𝑥(0) = 0,

where the function 𝑔∗∗ is taken from (5.1), possesses an optimal solution 𝑥∗ ≡ 0with 𝐽(PRG)(𝑥
∗) = 0.

On the other hand, since the integrand 𝑟(𝑡, 𝜉, v) = (𝑒−v
2
+ 𝜉2)𝑒−𝑡 is always greater than zero, for any

probability measure 𝜇̂, we obtain ⟨𝜇̂, (𝑒−v
2
+𝜉2)𝑒−𝑡⟩ > 0. This implies that for any generalized control 𝜇, we

have

𝐽(PRY)(𝑥, 𝜇) = �
∞

0

⟨𝜇𝑡, 𝑒
−v2 + 𝑥2(𝑡)⟩𝑒−𝑡d𝑡 > 0.
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At the same time, the sequence of generalized controls4 𝜇𝑘 ∶= {𝛿𝑘𝑡}𝑡∈Ω and corresponding solutions

𝑥𝑘(𝑡) ∶=
1

𝑘
arctan(𝑘𝑡) of the initial value problem of (PEX) form a null sequence 𝐽(PRY)(𝑥𝑘, 𝜇𝑘)

𝐽(PRY)(𝑥𝑘, 𝜇𝑘) = �
∞

0

⟨𝛿𝑘𝑡, 𝑒
−v2 + 𝑥2𝑘(𝑡)⟩𝑒

−𝑡d𝑡 = �
∞

0

�𝑒−𝑘
2𝑡2 +

1

𝑘2
arctan2(𝑘𝑡)� 𝑒−𝑡d𝑡 <

√𝜋

2𝑘
+

𝜋2

4𝑘2
𝑘→∞
⟶ 0.

We conclude that there is no optimal solution for either the relaxations of the type of Young measures

or the convex combinations, according to lemma 4.4. Furthermore, because the condition (G) cannot be

satisfied, we are unable to extract any admissible solutions for other types of relaxations discussed here

from Γ-regularization.
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