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Aggregation theory is devoted to the fusing of several values into a unique output that summarizes 
the given information. Typically, the aggregation process is formalized in terms of an increasing 
mathematical function that maps the input values to the result, fulfilling some boundary 
conditions. However, this formalization can be too restrictive for some scenarios. In some cases, 
the inputs can be seen as observations of random variables, the aggregation result being also a 
random variable. In others, the aggregation process can be identified as a program that performs 
the aggregation rather than a mathematical function. In this direction, the concepts of aggregation 
of random variables and computable aggregation have been defined in the literature. This paper 
is devoted to the definition of computable aggregation of random variables, which are computer 
programs, not functions, that aggregate random variables, not numbers. Special attention is 
given to different possible alternatives to modelize random variables and monotonicity. The 
implementation of some examples is also provided.

1. Introduction

Aggregation theory is a central topic of study in soft computing. The idea behind aggregation theory is to summarize the in-

formation of several elements or inputs to a fused output element. Classically, these processes have been modelized by means of 
aggregation functions [7], which are increasing functions that fulfill some boundary conditions. This concept was initially defined 
for numbers on the unit interval, then for real numbers, and subsequently for bounded lattices.

In many cases, the aggregation functions are applied over empirical measurements associated to the quantities of interest. In this 
way, it is quite reasonable to consider the input and output of the aggregation as random variables, which is the typical assumption 
in Statistics [20]. In this direction, the aggregation of random variables was introduced in [1], extending the monotonicity and the 
boundary conditions in terms of stochastic orders.

Computable aggregations were first considered in [16], replacing the mathematical function with a computer program that 
performs the aggregation. This approach is relevant because it allows one to modelize aggregation processes that cannot be expressed 
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by means of a mathematical function (see [14]), and consequently providing a more general concept of aggregation. In addition, it 
permits the study of computational properties that are directly related with the implementation of such programs.

The aim of this paper is to merge both concepts in order to define computable aggregations of random variables. Given an Abstract 
Data Type (ADT) associated with random variables, we aim to have programs that take several objects of the considered ADT and 
return an object of the same ADT, fulfilling the monotonicity and boundary conditions related to aggregations of random variables.

This approach can be specially useful in the field of computational statistics. Let us give two examples in this regard. Firstly, 
real-time estimation is a part of Statistics that deals with the estimation of a quantity when we are adding new observations to 
the dataset, see [19,21]. In this field, both probabilistic and computational properties (mainly the recursivity) are important. Many 
internal aggregation functions can be used to estimate location parameters, see [2] for an example. In this direction, computable 
aggregations of random variables allow to study the recursivity (see [12]) and also to work with probability properties, thus they are 
relevant in the context of real-time estimation. Secondly, M-estimators are functions of random variables that are defined in terms of 
a minimization problem [5]. This type of problems are related with penalty-based aggregations [4]. There are cases in which do not 
exist a closed expression of the functions, thus a numerical computation should be performed in order to obtain the result.

The conjunction of these two concepts (computable aggregations and aggregation of random variables) is not straightforward. 
On the one hand, aggregation of random variables is always linked to a fixed probability space, which is, in most of the cases, not 
countable. In addition, the definition of aggregation of random variables is not very restrictive, allowing randomness also in the 
aggregation process or the application of functions which are not directly related with the observations of the random variables such 
as the expected value. On the other hand, computable aggregations, since they are computer programs, cannot handle to work with 
infinite structures. At most, infinite structures can be approximated by finite ones. Even in the finite case, the storage space should 
be considered. In addition, the concept of computable aggregation considers the aggregated elements to be separated objects of the 
same ADT, while in aggregation of random variables, there is a common structure, the probability space, that allows dependence 
between them.

In order to overcome these problems, it is necessary to study the type of random variables, how they are related and modeled 
and the aggregation of random variables of interest. In particular, a first approach considering induced aggregations of independent 
discrete random variables, working with its distribution functions, is presented. This approach will be the basis for more general 
frameworks.

It is important to emphasize that the examples proposed in this article have been presented in the Python programming language, 
but any other programming language could have been used since all considerations are valid for any programming language.

The remainder of the paper is structured as follows. In Section 2, different concepts about aggregation that appear in the literature 
are presented. We devote Section 3 to the study of the modelization of the random variables, and its benefits and drawbacks for our 
purposes. Section 4 is focused on the definition of computable aggregations of random variables. We end with the conclusions and 
final remarks in Section 5.

2. Preliminary notions about aggregation

In our search for a definition of computable aggregation of random variables, we devote this section to introducing the main 
concepts regarding classical aggregation functions, aggregation of random variables, and computable aggregation.

2.1. Aggregation functions

Aggregation functions are functions that receive several values in a real interval and return a new value in the same interval, 
fulfilling some boundary properties and monotonicity. They are relevant in several areas such as decision theory [15,26], fusion of 
predictions [18,23] or image analysis, and are the basis of fuzzy set theory [27]. Classically, only the unit interval was considered:

Definition 1. [7] An aggregation function is a function 𝐴 ∶ [0, 1]𝑛 → [0, 1] satisfying:

• It is non-decreasing (in each variable).

• 𝐴(0, … , 0) = 0 and 𝐴(1, … , 1) = 1

However, the concept of aggregation function can be extended to any real interval, bounded or not, as follows:

Definition 2. [7] Let 𝐼 be an interval in the real line ℝ. An aggregation function is a function 𝐴 ∶ 𝐼𝑛 → 𝐼 satisfying:

• It is non decreasing (in each variable).

• The following boundary conditions are met:

inf
�⃗�∈𝐼𝑛

𝐴(�⃗�) = inf 𝐼, sup
�⃗�∈𝐼𝑛

𝐴(�⃗�) = sup𝐼

The case of 𝐼 = ℝ is especially relevant when considering random data, since many classical random variables have unbounded 
2

support, for instance, the Gaussian distribution [20].



Information Sciences 654 (2024) 119842J. Baz, I. Díaz, L. Garmendia et al.

2.2. Aggregation of random variables

Aggregation functions are usually used to fuse data [9]. Following the usual approach in Statistics, these data can be modeled 
using random variables. In this direction, the concept of aggregation of random variables was defined in [1], extending the boundary 
conditions and the monotonicity using stochastic orders. Before explaining this type of aggregation, let us recall the basic notions 
about probability spaces, random variables, and related functions.

Definition 3. [20] Let Ω be the sample space set and Σ ⊆ ℙ(Ω) a set of subsets of Ω. Σ is said to be a sigma-algebra if the following 
conditions are fulfilled:

1. Ω ∈ Σ
2. If 𝐵 ∈ Σ, 𝐵 ∈ Σ
3. If 𝐵1, 𝐵2, ⋯ ∈ Σ, then 

(
∪∞
𝑖=1𝐵𝑖

)
∈ Σ

A function 𝑃 ∶ Σ → [0, 1] is said to be a probability measure if it satisfies the following properties:

1. 𝑃 (𝐵) ≥ 0 for any 𝐵 ∈ Σ
2. 𝑃 (Ω) = 1
3. If 𝐵1, 𝐵2, … is a disjoint sequence of measurable sets, then:

𝑃
(
∪∞
𝑖=1𝐵𝑖

)
=

∞∑
𝑖=1

𝑃
(
𝐵𝑖

)

The trio (Ω, Σ, 𝑃 ) is known as a probability space.

A random variable is a measurable function from a probability space to the real numbers, i.e., the preimage of any Borel set of 
ℝ belongs to Σ (see [20]). Let us now introduce the cumulative distribution, density, and probability mass functions of a random 
variable.

Definition 4. [20] Given a random variable 𝑋:

• Its cumulative distribution function is defined as 𝐹 (𝑡) = 𝑃 (𝑤 ∈Ω | 𝑋(𝑤) ≤ 𝑡).
• If 𝐹 (𝑡) is absolutely continuous, 𝑋 is said to be a continuous random variable and its density function is defined as 𝑓 (𝑡) = 𝑑𝐹 (𝑡)

𝑑𝑡
.

• If 𝐹 (𝑡) is a piecewise constant function, 𝑋 is said to be a discrete random variable and its probability mass function is defined as 
𝑃𝑋 (𝑡) = 𝑃 (𝑤 ∈Ω | 𝑋(𝑤) = 𝑡)

The monotonicity condition should be redefined in order to handle random variables. In this direction, stochastic orders, partial 
orders defined over the equivalence classes of random variables with the same distribution function [22], are the usual approach to 
order random variables. The most common stochastic order is the Stochastic Dominance [22], defined as 𝑋 ≤𝐹𝑆𝐷 𝑌 ⟺ 𝐹𝑋 (𝑡) ≤ 𝐹𝑌 (𝑡)
for any 𝑡 ∈ ℝ. For random vectors, finite collections of random variables, the most usual stochastic order is the Strong Stochastic 
Dominance or usual stochastic order ≤𝑆𝑆𝐷 (see [11,22]), which compares probabilities over upper sets. It is equivalent to the 
Stochastic Dominance when working with univariate random vectors. Let us now introduce the concept of aggregation of random 
variables.

Definition 5. [1] Let (Ω, Σ, 𝑃 ) be a probability space and let 𝐼 be a real interval. Then, 𝐿𝑛
𝐼
(Ω) is defined as the set of random vectors 

from (Ω, Σ, 𝑃 ) with support in 𝐼𝑛, that is, 𝐿𝑛
𝐼
(Ω) =

{
�⃗� ∶ Ω→ 𝐼𝑛 | �⃗� is measurable

}
.

Definition 6. [1] Let (Ω, Σ, 𝑃 ) be a probability space and 𝐼 be a real non-empty interval. An aggregation function of random variables 
(with respect to the Strong Stochastic Dominance) is a function 𝐴 ∶ 𝐿𝑛

𝐼
(Ω) →𝐿𝐼 (Ω) satisfying:

• For any �⃗�, 𝑌 ∈𝐿𝑛
𝐼
(Ω) such that �⃗� ≤𝑆𝑆𝐷 𝑌 , 𝐴(�⃗�) ≤𝐹𝑆𝐷 𝐴(𝑌 ) (non decreasing).

• The following boundary conditions are met:

inf
�⃗�∈𝐿𝑛

𝐼
(Ω)

𝐴(�⃗�) = inf 𝐿𝐼 (Ω), sup
�⃗�∈𝐿𝑛

𝐼
(Ω)

𝐴(�⃗�) = sup𝐿𝐼 (Ω)

The Strong Stochastic Dominance can be changed to any stochastic order if necessary. It has been proved in [1] that this order 
allows the composition of usual aggregation functions and random vectors to be aggregations of random variables. This type of 
3

aggregation of random variables is known as induced as the following proposition states.
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Proposition 1. [1] Let 𝐼 be a real interval, and let �̂� ∶ 𝐼𝑛 → 𝐼 be a measurable aggregation function. Consider the function 𝐴 ∶ 𝐿𝑛
𝐼
(Ω) →

𝐿𝐼 (Ω) such that for any random vector �⃗� ∈ 𝐿𝑛
𝐼
(Ω), it holds 𝐴(�⃗�) = �̂�◦�⃗�. Then, 𝐴 is an aggregation function of random variables with 

respect to the Strong Stochastic Dominance.

The function 𝐴 is referred to as the aggregation function of random variables induced by �̂�.

In general, more complex and less intuitive aggregations of random variables can be considered, for instance, those that are 
defined by considering a mixture of the distributions of the aggregated variables. Nevertheless, we will focus only on the case of 
induced aggregation of random variables, since they are the most simple case and the one that is usually considered in data analysis. 
As an example, in statistics the mean, median, maximum, and minimum are widely used [20], as well as OWA operators [25] as 
particular cases of L-statistics [8].

Remark 1. Note that the definition proposed in [1] interprets the process of aggregation of random variables as a function that trans-

forms a multidimensional random variable, �⃗�, into a one-dimensional variable, 𝐴(�⃗�). Under this assumption, the aggregation process 
allows us to aggregate (among other things) 𝑛 random variables that have dependency among them. Therefore, the components of 
�⃗� should be necessarily defined in the same probability space.

However, it is important to mention that this general idea of aggregation does not match the approach of the classical theory of 
aggregation operators (also applies for computable aggregations). Classical aggregation considers aggregation as a process in which 
we aggregate a vector of 𝑛 objects into another object of the same nature, that is, an aggregation should be a function of 𝑛 random 
variables 𝐴(𝑋1, … , 𝑋𝑛) instead of a function that takes a 𝑛-dimensional random variable as input.

Notice that the distribution of �⃗� cannot be determined univocally by the distribution of its components 𝑋1, … , 𝑋𝑛 [17] because it 
is necessary the underlying structure of the probability space. However, if the random variables are defined in different probability 
spaces, then the dependence structure does not exist. If we follow the idea of classical aggregation, the inputs could be not related 
objects of the same type, that is, independent random variables. In this case, a common probability space can be considered as the 
Cartesian product of the initial probability spaces [3].

The independence framework also allows us to work directly with the marginals, which will be important in Section 3. In addition, 
the assumption of independence is quite common when working with data, inherited from the independence of measurements [20]. 
Taking into account the latter considerations, in this paper we will focus on the case of independent random variables.

2.3. Computable aggregations

According to Definitions 1 and 2 (and Remark 1), aggregation functions are basically mappings that transform 𝑛 objects defined 
in a certain space ([0, 1], 𝐼 , ℝ, or even 𝐿𝐼 (Ω)) into a single object in that same space.

These definitions would restrict us to only work with aggregation processes that can be expressed in terms of a (deterministic) 
function, not allowing for example those aggregation processes involving sampling components. In addition, even if our aggregation 
process is defined as a function, in the end it will almost surely be implemented on a computer. This implementation will not 
change the output of the aggregation process (which should correspond to that of the mapping), but will modify the process itself, 
conditioning questions as important as its complexity. These two situations show how important could be to consider the aggregation 
process from a different point of view, the one provided by Computable aggregations.

As said before, computable aggregations were first considered in [16], replacing the mapping with a computer program perform-

ing the aggregation.

Definition 7. [16] (Computable aggregation). Let 𝐿 < 𝑇 > be a non-empty and finite list of 𝑛 elements with type 𝑇 . A computable 
aggregation is a program 𝑃 that transform the list 𝐿 < 𝑇 > into an element of 𝑇 .

This approach solves the first question mentioned above by also implementing aggregation processes that cannot be expressed by 
means of a mathematical function (see [14]). Moreover, being the aggregation process directly a program, that is, an implementation 
of the process, studying the computational properties simply involves analyzing the program.

In summary, the main idea is to go beyond the pure input-output relation and analyze the process as a whole where implementa-

tion also matters.

It is important to notice that the previous definition does not mention monotonicity or boundary conditions, so could be closer 
to that of fusion functions understood as a method to get an output of the same nature of the considered inputs without further 
restrictions. The reason for this is that these properties are closely related to the structure and properties of 𝑇 , and consequently 
could only be analyzed within the specific space.

In the present paper, 𝑇 will be an abstract data type representing a random variable, and consequently the concepts of mono-

tonicity and boundary conditions should be adapted to that framework.

3. Different alternatives to represent random variables

As it was introduced in Definition 7, one of the main requirement for a program to be a computable aggregation is that the type of 
4

elements of the input list must be the same as the type of output of the program. There are several ways to model a random variable 
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in a computational environment, and its choice will be particularly relevant in the definition of computable aggregation of random 
variables. In this section, we explore three different alternatives.

In any case, before delving into the developed representations for random variables, it must be noted that computable aggregators 
are formally defined as programs that simulate the aggregation process of a list of objects to produce another object of the same 
nature. Taking into account that we are dealing with programs that have to be executed to generate the aggregation, we have the 
classical limitations that present programs when we try to represent mathematical concepts that cannot be formally defined in the 
context of a computer or a program. Specifically, we refer to two concepts widely used in mathematics: the concept of infinity and 
the concept of continuity. From a computational standpoint, both concepts cannot be represented exactly, and taking into account 
this, we will begin in this paper with the discrete and finite random variables case, whose representation can be made reliably.

Of course we can have programs that “model” continuous random variables as a normal or an exponential or also we can have 
programs that try to model the concept of infinity, but obviously, these representations are made always from a discrete and finite 
point of view, so this is the reason why we are going to start with the discrete and finite case.

3.1. Representation based on its definition

The very first way to represent a random variable on a computer is with a function that implements the mathematically measur-

able function from a probability space to the real numbers. In particular, we need to have a fixed probability space (Ω, Σ, 𝑃 ) stored 
on our computer and then a computer function (𝑋) that maps any value of Ω to ℝ that satisfies the measurability property. In order 
to illustrate this type of computational object, let us give an example concerning Bernoulli’s random variable with 𝑝 = 0.4.

Example 1. The ADT describing a random variable by its formal definition (above), and an instance of Bernoulli random 
variable, with 𝑝 = 0.4, in accordance with this ADT (below).

1 #t y p e s

2 from typing import Set , Dic t

3

4 Omega = set [ s t r ]

5 Sigma = set [ set [ s t r ]]

6 Prob = dict [Sigma , f loa t ]

7 X = dict [Omega , f loa t ]

8 RV_pure = [Omega , Sigma , Prob , X]

1 p=0.4

2 omega = { ’ heads ’ , ’ t a i l s ’ }

3 sigma = {{} ,{ ’ heads ’ } ,{ ’ t a i l s ’ } ,{ ’ heads ’ , ’ t a i l s ’ }}

4 prob = {{} :0 ,{ ’ heads ’ } : p , { ’ t a i l s ’ }:1−p , { ’ heads ’ , ’ t a i l s ’ } :1}

5 x = {{ ’ heads ’ } :1 , { ’ t a i l s ’ } :0}

6 rv _pure _x = [omega , sigma , prob , x ]

This is the most faithful representation of a random variable for implementing the function itself, but it entails several problems. 
The first is that the measurability condition is not easy to check in a computer program. This can be solved by considering Σ as the 
parts of Ω, (Ω), but it can lead to a 𝜎-algebra with a large number of elements. Furthermore, it is not clear how to model an usual 
probability space as the unit interval with the Borel 𝜎-algebra and the Lebesgue measure.

3.2. Representation based on its distribution

The second alternative is to represent the random variable by means of the implementation of its cumulative distribution, density, 
or probability mass functions. This makes sense for a wide collection of applications in which we are only interested in the distribution 
of the random variable, but not in the underlying structure of a measurable function from a probability space to the real numbers. 
In addition, it is quite simpler than in the previous case.

Between the two alternatives, the use of distribution functions allows us to have a common structure for continuous and discrete 
random variables. On the other hand, the density function and the probability mass function are, in some cases, easy to handle. 
For discrete random variables, it is quite easy to move from the distribution function and the probability mass function, but for 
continuous random variables, it is necessary to perform a numeric differentiation or integration [20]. Let us give an example of the 
same random variable as in the previous subsection implemented using its distribution function and its probability mass function.

Example 2. ADT to model a discrete finite random variable by its mass function.

1 #t y p e s

2 from typing import L i s t , Dic t

3

4 Domain = l i s t [ f loa t ]

5 Mass_ funct ion = dict [Domain , f loa t ]
5

6 RV_mass = [Domain , Mass_ funct ion ]
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Example 3. A Bernoulli random variable with 𝑝 = 0.4 by its mass function definition.

1 # The domain can be ob ta i n ed x . v a l u e s ()

2 p=0.4

3 domain = [0 ,1]

4 mass_ funct ion = {1:p , 0:1−p}

5 rv_mass = [domain , mass_ funct ion ]

Example 4. ADT to model a random variable by its distribution function.

1 #t y p e s

2 from typing import Ca l l ab l e

3

4 RV_d i s t r i bu t i on _ f unc t i on = Ca l l ab l e [ f loat , f loa t ]

Example 5. A Bernoulli random variable with 𝑝 = 0.4 by its distribution function.

1 def r v _ d i s t r i b u t i o n _ f u n c t i o n ( x : f loa t ) −> f loa t :

2 y = 0

3 i f 0 <= x < 1:

4 y = 0.4

5 e l i f x > 1:

6 y = 1

7 return y

8

9 # v i s u a l i z i n g

10 import matp lo t l ib . pyplot as p l t

11 import numpy as np

12 x l ine =np . l in space (−1 , 2)

13 y l ine = np . array ( [ r v _ d i s t r i b u t i o n _ f u n c t i o n ( x i ) for x i in x l ine ] )

14 p l t . p lo t ( x l ine , y l ine )

The main drawback of this representation is that we are further to the initial concept of random variable; in fact, there exist 
different random variables with the same distribution function. Another problem is that the possible dependence between some 
random variables cannot be considered just by specifying their distribution functions.

3.3. Representation based on its simulation

The last alternative is to identify the random variable with a generator of pseudo-random numbers. This case is the farthest from 
the initial concept of a random variable. We do not have the implementation of the random variable, not even of its cumulative 
distribution, density or probability mass functions, we have just a way to obtain realizations of the aforementioned random variable.

However, in some cases, this approach suffices for applied purposes. In particular, a simulation can be a good approximation 
of the behavior of a good number of random systems [6,10]. Furthermore, the distribution of a combination of random variables 
is generally not easy to compute explicitly. We want to remark that the distribution function of the associated random variable is 
assured to be able to be approximated by realizations of the generator by the convergence of the empirical distribution function [24]. 
We end this section by providing an example analogous to Examples 1 and 4 but with this modelization. (See Fig. 1.)

Example 6. ADT to model a random variable by its simulation.

1 #t y p e s

2 from typing import Ca l l ab l e

3

4 RV_empirical = Ca l l ab l e [None , f loa t ]

5 # . . . . no t e t h a t t h e f l o a t i s i n a g i v e n domain Dx

Example 7. A Bernoulli random variable with 𝑝 = 0.4 example by its empirical simulation.

1 import random

2 p = 0.4

3 def rv _ empi r i ca l _be rn ( ) −> int :

4 i f random . random ( ) < p :

5 return 0

6 return 1
6
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Fig. 1. Distribution function in Example 7.

3.4. Discussion about the representation for computable aggregations of random variables

In the definition of computable aggregation of random variables, how we represent the random variables is crucial. Subsequently, 
a discussion on the viability of the latter three alternatives is provided.

The first alternative is representing the random variable by its definition. This approach has the benefit of implementing the 
random variable as its mathematical definition. Furthermore, the dependence between the input random variables of the input of 
the aggregation can be taken into account. Finally, usual aggregation functions are easily implemented with this modelization, we 
just need to apply them element by element in the sample space. On the other hand, the number of elements in the 𝜎-algebra can 
increase exponentially with the number of elements in the sample space. Therefore, storing the sample space, the 𝜎-algebra and 
the probability measure can be unaffordable for sample spaces with large cardinality in terms of memory. Moreover, the case of 
continuous probability spaces seems intractable. In conclusion, although the representation of random variables by their definition 
possesses good properties, we have currently set aside this approach, at least for the moment.

Another alternative is to represent the random variables by a generator of pseudo-random numbers. It has some advantages, 
such as low memory requirement and an easy way to implement computable aggregation. However, we would want to impose a 
monotonicity condition to the computable aggregation of random variables, and there is no natural manner to define orders between 
generators of pseudo-random numbers. A possible approach may be to execute the generators a certain number of times and then 
use statistical criteria to order them, but the conclusion may change between realizations, thus the resultant order will be non-

deterministic. In conclusion, this approach seems interesting, but a proper way to order generators of pseudo-random numbers must 
be firstly established.

In our view, the representation by its distribution appears to be the most suitable option to consider when defining a computable 
aggregation of random variables. It avoids the memory problems that the first representation has, and the stochastic orders can 
be used to define the monotonicity. The main drawback is that, in general, the distribution of an aggregation function given the 
distribution of the inputs is not easy to compute. Another issue is the impossibility of introducing the dependence between the 
random variables in the input of the computable aggregation.

4. Computable aggregations of random variables

This section focuses on the definition of computable aggregations of random variables. Taking into account previous considera-

tions and with the aim of formally defining a computable aggregation of random variables, we will focus on the representation of a 
random variable 𝑋 based on its distribution function 𝐹𝑋 or its density function 𝑓𝑋 .

Let us observe that, for each of these two cases, we are going to use different Abstract Data Types (ADT) (denoted as 𝑋𝐹

and 𝑋𝑓 ) that correspond, respectively, to the use of distribution functions and density/mass to represent a random variable 𝑋. In 
conclusion, a computable aggregation of random variables is a computable aggregation in which the considered ADT is one between 
the distribution or density/mass function.

4.1. Monotonicity and boundary conditions

As said before, Definition 7 does not mention monotonicity or boundary conditions since these properties are closely related to 
the structure and properties of 𝑇 , and consequently they could only be analyzed within the specific space. In the present paper, once 
defined 𝑇 as 𝐿𝐼 (Ω), the concepts of monotonicity and boundary conditions will be adapted to this framework.

In order to study the monotonicity of a computable aggregation 𝑃 , it is very important to distinguish between deterministic and 
non deterministic computable aggregations (see for more details [14]). Due to the reasons previously mentioned, in this paper we 
will focus on the deterministic case. Consequently, given a list 𝑙 ∈< 𝑇 = 𝐿𝐼 (Ω) > of random variables, 𝑙 = (𝑋1, … , 𝑋𝑛), the output of 
7

the computable aggregation applied to 𝑙, 𝑃 (𝑙), will always produce the same random variable as result (i.e., the aggregated value 
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does not change for different executions of the program 𝑃 ). Taking into account this and Propositions 1 and 3 in [14], it is possible 
to find a function 𝐴 ∶𝐿𝐼 (Ω) ×… ×𝐿𝐼 (Ω) ⟶ 𝐿𝐼 (Ω), such that for any list of random variables 𝑙, 𝑃 (𝑙) = 𝑃 (𝑋1, … , 𝑋𝑛) =𝐴(𝑋1, … , 𝑋𝑛), 
so monotonicity and boundary conditions can be directly translated to the monotonicity studied in [1] for the case of independent 
random variables.

4.2. Implementing the computable aggregation

Once monotonicity and boundary conditions have been defined for computable aggregations of random variables, in this section 
we provide the algorithm framework to adapt the aggregation of random variables defined in [1] to the context of computable 
aggregators. We want to remark that, as a consequence of Proposition 1, the monotonicity and boundary conditions are hold for all 
the here-presented computable aggregations for random variables.

Given an aggregation function 𝐴𝑔 ∶ 𝑅𝑛 ⟶ 𝑅 and a list of random variables 𝑋1, … , 𝑋𝑛, it is necessary to design a program that 
from a list of ADT 

{
𝑋

𝑓

1 ,… ,𝑋
𝑓
𝑛

}
produces as output an Abstract Data Type 𝑋𝑓

𝐴𝑔
that corresponds to the random variable 𝑋𝐴𝑔 . By 

𝑋𝐴𝑔 we are denoting the random variable associated with the process of aggregating the random variables 𝑋1, … , 𝑋𝑛 by means of 
the 𝐴𝑔 function.

It is important to note that formally, the function 𝐴𝑔 is a function that goes from 𝑅𝑛 ⟶𝑅, so if 𝑋1, … , 𝑋𝑛 are random variables 
with 𝑋𝑖 ∶ Ω ⟶𝑅 the formula 𝐴𝑔(𝑋1, … , 𝑋𝑛) is not formally defined (or should be understood as an abuse of notation).

Assuming that all random variables come from the same probability space Ω, it is possible to define the random variable 𝑋𝐴𝑔 as 
a function 𝑋𝐴𝑔 ∶ Ω𝑛 ⟶𝑅, where 𝑋𝐴𝑔(𝜔1… , 𝜔𝑛) =𝐴𝑔(𝑋1(𝜔1), … , 𝑋𝑛(𝜔𝑛)). From now on, we will assume this notation.

Example 8. Taking into account previous considerations, the random variable 𝑋𝐴𝑔 associated with the aggregation function 𝐴𝑔(𝑢, 𝑣) =
(𝑢 + 𝑣)∕2 for the Bernoulli random variables 𝑋1, 𝑋2 defined in Ω = {𝑐, 𝑥} as 𝑋1(𝑐) = 𝑋2(𝑐) = 1 and 𝑋1(𝑥) = 𝑋2(𝑥) = 0, and with 
𝑃 (𝑋1 = 1) = 𝑝1, 𝑃 (𝑋2 = 1) = 𝑝2 could be denoted as

𝑋𝐴𝑔 ==𝐴𝑔(𝑋1,𝑋2) = (𝑋1 +𝑋2)∕2

formally defined as 𝑋𝐴𝑔 ∶ Ω2 ⟶𝑅:

𝑋𝐴𝑔(𝑐, 𝑐) = (𝑋1(𝑐) +𝑋2(𝑐))∕2 = 1,

𝑋𝐴𝑔(𝑐, 𝑥) = (𝑋1(𝑐) +𝑋2(𝑥))∕2 = 0.5,

𝑋𝐴𝑔(𝑥, 𝑐) = (𝑋1(𝑥) +𝑋2(𝑐))∕2 = 0.5,

𝑋𝐴𝑔(𝑥,𝑥) = (𝑋1(𝑥) +𝑋2(𝑥))∕2 = 0.

So, the support of this random variable is 𝐷𝑋𝐴𝑔
= {0, 0.5, 1} and the mass function can be computed assuming the independence 

among 𝑋1 and 𝑋2 as follows:

𝑓𝑋𝐴𝑔
(0) = 𝑃 (𝑋1 = 0,𝑋2 = 0) = 𝑃 (𝑋1 = 0)𝑃 (𝑋2 = 0) = (1 − 𝑝1)(1 − 𝑝2),

𝑓𝑋𝐴𝑔
(0.5) = 𝑃 (𝑋1 = 1,𝑋2 = 0) + 𝑃 (𝑋1 = 0,𝑋2 = 1) = 𝑝1(1 − 𝑝2) + (1 − 𝑝1)𝑝2 𝑎𝑛𝑑

𝑓𝑋𝐴𝑔
(1) = 𝑃 (𝑋1 = 1,𝑋2 = 1) = 𝑝1𝑝2.

From this example we can observe two things that should be noted: The first is that, given a set of random variables 𝑋1, … , 𝑋𝑛 with 
the same support 𝐷𝑥, the support of the random aggregated variable 𝐷𝑋𝐴𝑔

could be different (in this case, we go from 𝐷𝑥 = {0, 1} to 
𝐷𝑋𝐴𝑔

= {0, 0.5, 1}). For idempotent aggregations, it is assured that if 𝐷𝑥 ⊆ [𝑎, 𝑏] for a real interval [𝑎, 𝑏], then 𝐷𝑋𝐴𝑔
⊆ [𝑎, 𝑏]. The second 

one is that, from a computational point of view, the aggregation function defined for the aggregation of some 𝑛 particular random 
variables only needs to be defined from 𝐷𝑛

𝑥 to 𝑅 (instead of a general function from 𝑅𝑛 to 𝑅). This fact, is especially relevant from a 
computational point of view and especially interesting in the case of discrete random variables, since the aggregation function could 
be implemented in an efficient way (not necessarily as an explicit function) as, for example, with a dictionary.

Once all of these considerations have been made, the problem of defining a computable aggregation of random variables is 
equivalent to the following two problems:

• Given the density/mass functions 𝑓1, … , 𝑓𝑛 that correspond to the random variables 𝑋1, … , 𝑋𝑛 and given 𝐴𝑔 ∶𝐷𝑛
𝑥 ⟶ 𝑅 aggre-

gation function, we have to design an algorithmic procedure or program that builds the density/mass function 𝑓𝐴𝑔 associated 
with the random variable 𝑋𝐴𝑔 .

• Given the distribution functions 𝐹1, … , 𝐹𝑛 that correspond to the random variables 𝑋1, … , 𝑋𝑛 and given 𝐴𝑔 ∶𝐷𝑛
𝑥 ⟶𝑅 aggrega-

tion function, we have to design an algorithmic procedure or program that builds the distribution function 𝐹𝑋𝐴𝑔
associated to 

𝑋𝐴𝑔 .

Example 9. Let 𝑋1, 𝑋2 be two Bernoulli variables with probability 𝑝1 and 𝑝2 respectively. And let 𝐴𝑔1 ∶𝐷 = {0, 1}2 ⊂ 𝑅2 ⟶ 𝑅 be 
the average aggregator, i.e. 𝐴𝑔1(𝑥1, 𝑥2) =

(𝑥1+𝑥2)
2 and let 𝐴𝑔2 ∶𝐷 = {0, 1}2 ⊂ 𝑅2 ⟶ 𝑅 be the maximum aggregator, i.e. 𝐴𝑔2(𝑥1, 𝑥2) =
8

𝑚𝑎𝑥{ 𝑥1, 𝑥2}.
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Since 𝐴𝑔1(0, 0) = 0; 𝐴𝑔1(1, 0) = 0.5, 𝐴𝑔1(0, 1) = 0.5, 𝐴𝑔1(1, 1) = 1, it is easy to see that the support of 𝑋𝐴𝑔1
is {0, 0.5, 1} and the mass 

function can be described as follows:

• 𝑓𝑋𝐴𝑔1
(0) = 𝑓𝑋1

(0)𝑓𝑋2
(0) = (1 − 𝑝1)(1 − 𝑝2).

• 𝑓𝑋𝐴𝑔1
(0.5) = 𝑓𝑋1

(0)𝑓𝑋2
(1) + 𝑓𝑋1

(1)𝑓𝑋2
(0) = (1 − 𝑝1)(𝑝2) + (𝑝1)(1 − 𝑝2).

• 𝑓𝑋𝐴𝑔1
(1) = 𝑓𝑋1

(1)𝑓𝑋2
(1) = 𝑝1𝑝2.

Since 𝐴𝑔2(0, 0) = 0; 𝐴𝑔2(1, 0) = 1, 𝐴𝑔2(0, 1) = 1, 𝐴𝑔2(1, 1) = 1, it is easy to see that the support of 𝑋𝐴𝑔2
is now {0, 1} and the mass 

function can be described as follows:

• 𝑓𝑋𝐴𝑔2
(0) = 𝑓𝑋1

(0)𝑓𝑋2
(0) = (1 − 𝑝1)(1 − 𝑝2).

• 𝑓𝑋𝐴𝑔2
(1) = 𝑓𝑋1

(0)𝑓𝑋2
(1) + 𝑓𝑋1

(1)𝑓𝑋2
(0) + 𝑓𝑋1

(1)𝑓𝑋2
(1) = 1 − (1 − 𝑝1)(1 − 𝑝2).

Let us first formalize the aggregation of 𝑛 random variables and then analyze it from an algorithmic point of view, defining a 
procedure to deal with the computable aggregation in the discrete case. Notice that, in this case, the composition of any aggregation 
function and the random variables is always a measurable function, thus a (discrete) random variable.

Definition 8. Let 𝑋1, … , 𝑋𝑛 be 𝑛 discrete random variables with support 𝐷𝑥 and described in terms of their mass functions (
𝑋

𝑓

1 ,… ,𝑋
𝑓
𝑛

)
, let 𝐴𝑔 be an aggregation function 𝐴𝑔 ∶𝐷𝑛

𝑥 ⟶𝑅, and let 𝑈 be the set of aggregated values (𝑈 = {𝑢 ∈𝑅 ∣ ∃(𝑥1, … , 𝑥𝑛) ∈
𝐷𝑛

𝑥 with 𝐴𝑔(𝑥1, … , 𝑥𝑛) = 𝑢}). We compute the aggregated variable 𝑋𝐴𝑔 described in terms of its mass function as:

𝑓𝑋𝐴𝑔
∶𝑈 ⟶ [0,1]

with

𝑓𝑋𝐴𝑔
(𝑢) =

∑
(𝑥1 ,…,𝑥𝑛) ∕ 𝐴𝑔(𝑥1 ,…,𝑥𝑛)=𝑢

𝑛∏
𝑘=1

𝑓𝑋𝑘
(𝑥𝑘).

From an algorithmic point of view this function can be computed in different ways, and it is quite important to notice that in this 
discrete case, the set of aggregated values (𝑈 ) may not be known in advance, and may differ from 𝐷𝑥 .

A first option for this algorithm is the following one.

Algorithm 1 (Aggregate through mass functions).

Input: A list of ADT 
(
𝑋

𝑓

1 ,… ,𝑋
𝑓
𝑛

)
and the aggregation function (𝐴𝑔).

Step 1: Obtain 𝑈 from 𝐷𝑥 and 𝐴𝑔 (𝐷𝑥 should be equal for all variables but we can generalize this considering different domains.).

• Initialize 𝑈 as empty,

• For each 𝑥1 in 𝐷𝑥, for each 𝑥2 in 𝐷𝑥, . . . , for each 𝑥𝑛 in 𝐷𝑥 do:

Compute the aggregated value for the corresponding input (𝑢 = 𝐴𝑔(𝑥1, 𝑥2, … , 𝑥𝑛)), and if the obtained value (𝑢) was not in 𝑈
then add it to 𝑈 (𝑈 ∶=𝑈 + {𝑢}).

Step 2: Compute 𝑓𝑋𝐴𝑔
for each 𝑢 in 𝑈 .

• For each 𝑢 in 𝑈 do:

– Initialize 𝑓𝑋𝐴𝑔
(𝑢) ∶= 0

– For each 𝑥1 in 𝐷𝑥, for each 𝑥2 in 𝐷𝑥, . . . , for each 𝑥𝑛 in 𝐷𝑥 do: if 𝐴𝑔(𝑥1, 𝑥2, … , 𝑥𝑛) = 𝑢 then 𝑓𝑋𝐴𝑔
(𝑢) ∶= 𝑓𝑋𝐴𝑔

(𝑢) +∏𝑛
𝑘=1 𝑓𝑋𝑘

(𝑥𝑘).

Output: An Abstract Data Type 𝑋𝑓

𝐴𝑔
representing the aggregated random variable by means of a mass function 𝑓𝑋𝐴𝑔

∶𝑈 ⟶ [0, 1].

Example 10. Code to implement aggregation through mass functions, Algorithm 1.

1 #t y p e s

2 from typing import *
3

4 Omega = set [ s t r ]

5 RV = dict [Omega , f loa t ]

6 RV_domain = l i s t [ f loa t ]

7 RV_mass_function = dict [ f loat , f loa t ]

8 # . . . . no t e t h a t t h e d i c t . keys () i s a g i v e n RV_domain

9

10 Agg = Ca l l ab l e [ l i s t [ f loa t ] , f loa t ]
9

11 AggRV = Cal l ab l e [ l i s t [RV] ,RV]
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12

13 def agg ( l i s t : l i s t [ f loa t ] ) −> f loa t :

14 val = 0

15 # . . . . t h e agg code

16 return val

17

18 # RV Computable Ag g r e ga t i on based on agg f u n c t i o n

19

20 import i t e r t o o l s

21

22 def aggRV( r v L i s t : l i s t [ RV_mass_function ] ) −> RV_mass_function :

23 # Computing t h e c a r t e s i a n p roduc t o f t h e rv domains

24 key sL i s t = []

25 for keys in r v L i s t :

26 key sL i s t . append ( keys )

27 # The c a r t . prod . o f t h e rv domains i s i t e r t o o l s . p roduc t (* k e y s L i s t )

28

29 # Step 1 . Computing t h e a g g r e g a t e d RV domain

30 domain = []

31 for dom in i t e r t o o l s . product (* key sL i s t ) :

32 i f agg (dom) not in domain :

33 domain . append ( agg (dom) )

34 print ( " Domain i s " + s t r ( l i s t ( domain ) ) )

35

36 # Step 2 . Computing t h e a g g r e g a t e d RV mass f u n c t i o n

37 rvAgg = {}

38 for i in domain :

39 sum = 0

40 for dom in i t e r t o o l s . product (* key sL i s t ) :

41 i f agg (dom) == i :

42 prod = 1

43 for index in range ( len (dom) ) :

44 prod *= r v L i s t [ index ][dom[ index ]]

45 sum += prod

46 rvAgg [ i ] = sum

47 return rvAgg

It is clear that with this approach, we have to go through 𝐷𝑛
𝑥 as many times as |𝑈 | + 1. The first to obtain 𝑈 , plus one for each 

element in 𝑈 . The following examples show the program to obtain the computable aggregation of different random variables using 
max, min or mean aggregation functions.

Example 11. A computable aggregation based on the max, min and mean aggregation functions of three Bernoulli random 
variables.

1 # Some agg c a l l a b l e f u n c t i o n s

2

3 def max ( l i s t ) :

4 m = 0

5 for i in l i s t :

6 i f i > m:

7 m = i

8 return m

9

10 def min ( l i s t ) :

11 m = 10000

12 for i in l i s t :

13 i f i < m:

14 m = i

15 return m

16

17 def avg ( l i s t ) :

18 m = 0

19 for i in l i s t :

20 m += i

21 return m/ len ( l i s t )

22

23 # p r i n t i n g f u n c t i o n s

24

25 def printRV ( rv ) :

26 for i in rv . keys ( ) :
10

27 print ( round ( i , 2 ) , ’−>’ , round ( rv [ i ] ,2 ) )
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28

29 def pr in tRVLi s t ( r v L i s t ) :

30 for rv in r v L i s t :

31 printRV ( rv )

32 print ( )

1 # Execu t i n g a computab le a g g r e g a t i o n o f a l i s t o f t h r e e b e r n o u l l i s w i th s e v e r a l agg

2

3 rvBe rnu i l l i _mas s _ f unc t i on1 = {0:1/2 , 1:1/2}

4 rvBe rnu i l l i _mas s _ f unc t i on2 = {0 :0 .4 , 1 :0 .6}

5 rvBe rnu i l l i _mas s _ f unc t i on3 = {0 :0 .7 , 1 :0 .3}

6

7 r v L i s t = [ rvBe rnu i l l i _mas s _ f unc t i on1 \

8 , r vBe rnu i l l i _mas s _ f unc t i on2 \

9 , r vBe rnu i l l i _mas s _ f unc t i on3 ]

10

11 print ( ’ \nRandom var i ab l e s ’ )

12 pr in tRVLi s t ( r v L i s t )

13 print ( ’Random var iab l e Min ’ )

14 agg = min

15 printRV (aggRV( r v L i s t ) )

16 print ( ’ \nRandom var iab l e Arithmetc Mean ’ )

17 agg = avg

18 printRV (aggRV( r v L i s t ) )

19 print ( ’ \nRandom var iab l e Max ’ )

20 agg = max

21 printRV (aggRV( r v L i s t ) )

22

23 ’ ’ ’

24 The ou tpu t i s :

25

26 Random v a r i a b l e s

27 0 −> 0.5

28 1 −> 0.5

29

30 0 −> 0.4

31 1 −> 0.6

32

33 0 −> 0.7

34 1 −> 0.3

35

36 Random v a r i a b l e Min

37 Domain i s [0 , 1]

38 0 −> 0.91

39 1 −> 0.09

40

41 Random v a r i a b l e Ar i t hme t c Mean

42 Domain i s [0 .0 , 0.3333333333333333 , 0.6666666666666666 , 1 .0]

43 0.0 −> 0.14

44 0.33 −> 0.41

45 0.67 −> 0.36

46 1.0 −> 0.09

47

48 Random v a r i a b l e Max

49 Domain i s [0 , 1]

50 0 −> 0.14

51 1 −> 0.86

Example 12. Execution of three different computable aggregation based on Min, Max and Average for a list of 𝑛 equal 
Random Variables with 𝐷𝑥 = {1, … , 6}

1 # Example a g g r e g a t i n g 3 rv Dice

2

3 n = 3

4 omega = set ( [ ’ 1 ’ , ’ 2 ’ , ’ 3 ’ , ’ 4 ’ , ’ 5 ’ , ’ 6 ’ ] )

5 rvDice = { ’1 ’ : 1 , ’ 2 ’ : 2 , ’ 3 ’ : 3 , ’ 4 ’ : 4 , ’ 5 ’ : 5 , ’ 6 ’ :6}

6 rvDice _mass _ funct ion = {1:1/6 , 2:1/6 , 3:1/6 , 4:1/6 , 5:1/6 , 6:1/6}

7

8 from random import random

9 r v L i s t = []

10 for i in range (n ) :
11

11 r v L i s t . append ( rvDice _mass _ funct ion )
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12

13 print ( ’ \nRandom var i ab l e s ’ )

14 printRV ( rvDice _mass _ funct ion )

15 print ( )

16 print ( ’Random var iab l e Min ’ )

17 agg = min

18 printRV (aggRV( r v L i s t ) )

19 print ( ’ \nRandom var iab l e Arithmetc Mean ’ )

20 agg = avg

21 printRV (aggRV( r v L i s t ) )

22 print ( ’ \nRandom var iab l e Max ’ )

23 agg = max

24 printRV (aggRV( r v L i s t ) )

25

26 ’ ’ ’

27 The ou tpu t i s :

28

29 Random v a r i a b l e s

30 1 −> 0.17

31 2 −> 0.17

32 3 −> 0.17

33 4 −> 0.17

34 5 −> 0.17

35 6 −> 0.17

36

37 Random v a r i a b l e Min

38 Domain i s [1 , 2 , 3 , 4 , 5 , 6]

39 1 −> 0.42

40 2 −> 0.28

41 3 −> 0.17

42 4 −> 0.09

43 5 −> 0.03

44 6 −> 0.0

45

46 Random v a r i a b l e Ar i t hme t c Average

47 Domain i s [1 .0 , 1.3333333333333333 , 1.6666666666666667 , 2 .0 ,

48 2.3333333333333335 , 2.6666666666666665 , 3 .0 ,

49 3.3333333333333335 , 3.6666666666666665 , 4 .0 ,

50 4.333333333333333 , 4.666666666666667 , 5 .0 ,

51 5.333333333333333 , 5.666666666666667 , 6 .0]

52 1.0 −> 0.0

53 1.33 −> 0.01

54 1.67 −> 0.03

55 2.0 −> 0.05

56 2.33 −> 0.07

57 2.67 −> 0.1

58 3.0 −> 0.12

59 3.33 −> 0.12

60 3.67 −> 0.12

61 4.0 −> 0.12

62 4.33 −> 0.1

63 4.67 −> 0.07

64 5.0 −> 0.05

65 5.33 −> 0.03

66 5.67 −> 0.01

67 6.0 −> 0.0

68

69 Random v a r i a b l e Max

70 Domain i s [1 , 2 , 3 , 4 , 5 , 6]

71 1 −> 0.0

72 2 −> 0.03

73 3 −> 0.09

74 4 −> 0.17

75 5 −> 0.28

76 6 −> 0.42

77 ’ ’ ’

Let us consider now an alternative algorithm where Step 2 is completed in a single process for all elements in 𝑈 .

Algorithm 2 (Aggregate through mass functions, option 2).( )
12

Input: A list of ADT 𝑋
𝑓

1 ,… ,𝑋
𝑓
𝑛 and the aggregation function (𝐴𝑔).
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Step 1: Obtain 𝑈 from 𝐷𝑥 and 𝐴𝑔.

• Initialize 𝑈 as empty,

• For each 𝑥1 in 𝐷𝑥, for each 𝑥2 in 𝐷𝑥, . . . , for each 𝑥𝑛 in 𝐷𝑥 do: Compute the aggregated value for the corresponding input 
(𝑢 =𝐴𝑔(𝑥1, 𝑥2, … , 𝑥𝑛)), and if the obtained value (𝑢) was not in 𝑈 then add it to 𝑈 (𝑈 ∶=𝑈 + {𝑢}).

• Initialize 𝑓𝑋𝐴𝑔
. For each 𝑢 in 𝑈 do 𝑓𝑋𝐴𝑔

(𝑢) ∶= 0.

Step 2: Compute 𝑓𝑋𝐴𝑔
in a single process for every 𝑢 in 𝑈 .

For each 𝑥1 in 𝐷𝑥, for each 𝑥2 in 𝐷𝑥, . . . , for each 𝑥𝑛 in 𝐷𝑥 do:

• Assign 𝑢 ∶=𝐴𝑔(𝑥1, 𝑥2, … , 𝑥𝑛).
• Update the mass function for 𝑢: 𝑓𝑋𝐴𝑔

(𝑢) ∶= 𝑓𝑋𝐴𝑔
(𝑢) +∏𝑛

𝑘=1 𝑓𝑋𝑘
(𝑥𝑘).

Output: An Abstract Data Type 𝑋𝑓

𝐴𝑔
representing the aggregated random variable by means of a mass function 𝑓𝑋𝐴𝑔

∶𝑈 ⟶ [0, 1].

Example 13 (Implementation of Algorithm 2.). This algorithm walks along the cartesian product of the supports of the input random 
variables twice: Once to compute the aggregated random variable support and another one to compute their probabilities. For this 
new interpretation, we can simply replace in the previous code the definition of aggRV with the following one:

1 agg = min #a s s i n g any a g g r e g a t i o n op e r a t o r

2 import i t e r t o o l s

3 def aggRV( r v L i s t : l i s t [ RV_mass_function ] ) −> RV_mass_function :

4 # Computing a l i s t o f rv domains

5 key sL i s t = []

6 for keys in r v L i s t :

7 key sL i s t . append ( keys )

8

9 # Computing t h e a g g r e g a t e d rv domain

10 domain =[]

11 for dom in i t e r t o o l s . product (* key sL i s t ) :

12 i f agg (dom) not in domain :

13 domain . append ( agg (dom) )

14 print ( " Domain i s " + s t r ( l i s t ( domain ) ) )

15

16 # Computing t h e a g g r e g a t e d rv mass f u n c t i o n

17 rvAgg= {}

18 for dom in i t e r t o o l s . product (* key sL i s t ) :

19 prod = 1

20 ag = agg (dom)

21 for index in range ( len (dom) ) :

22 prod *= r v L i s t [ index ][dom[ index ]]

23 i f ag in rvAgg . keys ( ) :

24 rvAgg [ag ] += prod

25 else :

26 rvAgg [ag ] = prod

27 return rvAgg

And finally we can even reduce the whole process to a single step where 𝑈 is updated while discovering it.

Algorithm 3 (Aggregate through mass functions, option 3).

Input: A list of ADT 
(
𝑋

𝑓

1 ,… ,𝑋
𝑓
𝑛

)
and the aggregation function (𝐴𝑔).

Step 1: Obtain 𝑓𝑋𝐴𝑔
from 𝐷𝑥, [𝑋𝑓

1 , … , 𝑋𝑓
𝑛 ], and 𝐴𝑔.

• Initialize 𝑈 as empty.

• For each 𝑥1 in 𝐷𝑥, for each 𝑥2 in 𝐷𝑥, . . . , for each 𝑥𝑛 in 𝐷𝑥 do:

– Compute the aggregated value for the corresponding input (𝑢 ∶=𝐴𝑔(𝑥1, 𝑥2, … , 𝑥𝑛)).
– If the obtained value (𝑢) was not in 𝑈 then add it to 𝑈 (𝑈 ∶= 𝑈 + {𝑢}) and initialize its mass function by doing 𝑓𝑋𝐴𝑔

(𝑢) ∶=∏𝑛
𝑘=1 𝑓𝑋𝑘

(𝑥𝑘); else update the mass function as 𝑓𝑋𝐴𝑔
(𝑢) ∶= 𝑓𝑋𝐴𝑔

(𝑢) +∏𝑛
𝑘=1 𝑓𝑋𝑘

(𝑥𝑘).

Output: An Abstract Data Type 𝑋𝑓

𝐴𝑔
representing the aggregated random variable by means of a mass function 𝑓𝑋𝐴𝑔

∶𝑈 ⟶ [0, 1].

Example 14 (Implementation of Algorithm 3). This algorithm walks along the cartesian product of the supports of the input random 
variables just once to compute the aggregated random variable support keys and at the same time setting or adding to finally compute 
13

their probabilities.
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1 def aggRV( r v L i s t : l i s t [ RV_mass_function ] ) −> RV_mass_function :

2 # Computing a l i s t o f rv domains

3 key sL i s t = []

4 for keys in r v L i s t :

5 key sL i s t . append ( keys )

6 rvAgg= {}

7 # Computing t h e a g g r e g a t e d rvAgg mass f u n c t i o n

8 for dom in i t e r t o o l s . product (* key sL i s t ) :

9 prod = 1

10 ag = agg (dom)

11 for index in range ( len (dom) ) :

12 prod *= r v L i s t [ index ][dom[ index ]]

13 i f ag in rvAgg . keys ( ) :

14 rvAgg [ag ] += prod

15 else :

16 rvAgg [ag ] = prod

17 return rvAgg

We end this section by remarking that for the particular cases of the maximum and minimum, the aggregation can be easily 
implemented by considering the well-known relationship between the distribution functions. In particular, if 𝐹1, … , 𝐹𝑛 are the distri-

bution functions of the independent random variables 𝑋1, … , 𝑋𝑛 and 𝐹max and 𝐹min are the distribution functions of their maximum 
and minimum, one has that:

𝐹max =
𝑛∏
𝑖=1

𝐹𝑖, 𝐹min = 1 −
𝑛∏
𝑖=1

(1 − 𝐹𝑖)

5. Conclusion and final remarks

In this work, the concept of computable aggregation is extended to the case of random variables. Computable aggregations were 
initially introduced to aggregate real numbers by replacing the mathematical function defining the aggregation, with a program that 
performs the aggregation process [16]. There are different reasons for justifying this extension. First of all, it is possible to deal with 
more complex and realistic aggregation process that cannot be represented by means of mathematical functions. Second, modeling 
an aggregation process by means of its implementation allows us to explore some computational properties not directly related to 
the aggregation itself but to its implementation (recursivity, complexity, parallelization, etc.) [12,13].

The extension to random variables represents an important challenge from both applications and computational points of view, 
since the modeling/representation of a random variable as the input of a program is not a trivial process. The importance of aggre-

gation processes over random variables was introduced with the idea of modeling at least those situations in which the information 
to be aggregated is obtained as a measurement process over a sample population. In the classical approach, the aggregation function 
can be seen as a function that, given a vector/set of random variables [1], returns a random variable as the result of the aggregation 
process. In order to extend the concept of computable aggregation to this case, we propose four scenarios and representations: ag-

gregate random variables based on their density functions, their distribution functions, their simulation functions, or the concept of 
random variable itself.

Focusing on the case of representation by mass functions of discrete random variables, we have proposed three different algo-

rithms that make it possible to formalize a computable aggregation of random variables in the discrete case in a general way.

It is important to emphasize that one of the advantages provided by this new approach is that it allows us to explore different 
properties associated with aggregation processes that could not be easily explored from a functional definition of the aggregation 
process. In this regard, one of the most relevant properties is that related to algorithmic complexity associated with computational 
aggregators from all aspects: temporal complexity (commonly known as algorithmic complexity, referring to the computational time 
of the algorithm/procedure), memory complexity, and spatial complexity (storage).

The first of these, enabling the classification of computational aggregators according to their complexity, in the same line as the 
aggregation procedures were formalized based on their algorithmic complexity, addresses one of the most significant aspects within 
what is known as “green algorithms”, which is the ability to classify algorithms based on their complexity so that we can distinguish 
between “sustainable” and non-sustainable algorithms. For example, among the four proposed modeling approaches for random 
variables (based on their density functions, distribution functions, simulation functions, or the concept of the random variable itself), 
it is clear that the last one presents some computational issues in terms of information storage and consequently, very likely, in 
terms of algorithmic complexity. Similarly, the three algorithms presented can be arranged to obtain the density/mass function of 
the aggregated variable from the mass functions of the variables to be aggregated.

We want to remark two relevant points about the usage of the Phyton programming language. On one hand, the advantage of 
representing the mass functions by means of dictionaries instead of functions for the discrete case, which improves the efficiency 
and the calculation of the inverses; on the other hand, and although Phyton is an untyped programming language, random variables 
have been represented as lists or sets of typed variables, defining the aggregation process as a program that takes a list of a specific 
abstract data type and produces as output an object of the same type. In this way, the computable aggregation process represents the 
14

same “spirit” of classical aggregation process that takes a list of elements for generating an element of the same class of the input list.
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It is also important to mention that we have studied in a first approach, the simplest case: discrete random independent variables 
and induced aggregations of random variables, in which the mass function of the aggregated random variable can be obtained as the 
sum of the product which is an operation that can be easily implemented in any programming language. Additionally, the boundary 
and monotonicity conditions with respect to the Strong Stochastic Dominance are assured to be fulfilled by Proposition 1.

How to extend the problem to the continuous case is a question that deserves to be explored in a future since it could be done in an 
approximated way (integrals can be approximated from a computational point of view by sums) or if the program that we are using 
allows us to deal with symbolic programming or integrals could be done directly. In addition, if needed, the dependence between 
random variables could be introduced by means of copulas [17]. In any case, the theory and implementation of these extensions will 
be adaptations of the here-proposed concepts and methods.
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