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Abstract. This paper deals with necessary and sufficient optimality conditions for control
problems governed by semilinear elliptic partial differential equations with finitely many equality
and inequality state constraints. Some recent results on this topic for optimal control problems
based upon results for abstract optimization problems are compared with some new results using
methods adapted to the control problems. Meanwhile, the Lagrangian formulation is followed to
provide the optimality conditions in the first case; the Lagrangian and Hamiltonian functions are
used in the second statement. Finally, we prove the equivalence of both formulations.
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1. Introduction. The first goal of this paper is to provide some new second
order optimality conditions for control problems of semilinear elliptic partial differ-
ential equations with finitely many state constraints. These conditions involve the
Lagrangian and the Hamiltonian functions. Therefore, they are not a consequence of
some abstract theorems in optimization theory but are proved by using arguments
valid only in the framework of control theory. The second goal is to compare these con-
ditions with those obtained recently for the same type of problems by using theorems
for abstract optimization in infinite-dimensional spaces.

While there exists a very extensive literature about first order optimality con-
ditions for control problems of partial differential equations, only a few papers are
devoted to second order conditions. However, some progress has been made in the
last few years. Most of the papers have been devoted to the study of sufficient second
order optimality conditions; see Goldberg and Tröltzsch [13], Casas, Tröltzsch, and
Unger [9], [10], Raymond and Tröltzsch [20]. Such sufficient optimality conditions are
useful for carrying out the numerical analysis of a control problem, for obtaining error
estimates in the numerical discretization, and for analyzing the sequential quadratic
programming algorithms applied to control problems. However, we also have to study
the second order necessary conditions and compare them with the sufficient ones in
order to check if there is a reasonable gap between them. This was studied by Casas
and Tröltzsch [7], [8] and Casas, Mateos, and Fernández [5] for some control problems.
In the last papers, the authors proved the results by using some methods of abstract
optimization theory and by stating some new results in this abstract framework. The
gap between the established necessary and the sufficient conditions was very small.

∗Received by the editors December 4, 2000; accepted for publication (in revised form) June 23,
2001; published electronically January 18, 2002. This research was partially supported by Dirección
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1432 EDUARDO CASAS AND MARIANO MATEOS

Bonnans and Zidani [2] extended the results for finite-dimensional optimization prob-
lems to control problems by assuming that the second derivative with respect to the
control of the Lagrangian function is a Legendre form. This is the natural way of
doing such an extension, but the inconvenience is that the hypothesis about the La-
grangian function works in only a few cases. In this paper, instead of assuming that
the second derivative of the Lagrangian function is a Legendre form, we assume a
strict positivity condition on the second derivative of the Hamiltonian function with
respect to the control, which is quite close to the necessary relaxed positivity.

The plan of the paper is as follows. In the next section, the control problem is
formulated and some derivability results of the functionals are stated. In section 3,
we reformulate the control problem as an infinite-dimensional optimization problem
with constraints and we apply the second order conditions as deduced in [7] to our
particular situation. Finally, in section 4 we deduce necessary and sufficient second
order conditions involving the Lagrangian and the Hamiltonian functions and compare
them with those established in section 3.

2. The control problem. Let Ω be an open bounded set in R
N with a boundary

Γ of class C1, and A an elliptic operator of the form

Ay = −
N∑

i,j=1

∂xj [aij∂xi
y] + a0y,

where the coefficients aij belong to C(Ω̄) and satisfy

m‖ξ‖2 ≤
N∑

i,j=1

aij(x)ξiξj ≤ M‖ξ‖2 ∀ξ ∈ R
N and ∀x ∈ Ω

for some m, M > 0 and a0 ∈ Lr(Ω) is not identically zero, with r ≥ Np/(N + p)
for some p > N fixed, a0(x) ≥ 0 in Ω. Let f and L be Carathéodory functions
f : Ω × R

2 → R and L : Ω × R
2 −→ R, ne and ni be nonnegative integers, and for

every 1 ≤ j ≤ ne + ni let us consider a function Fj : W 1,p(Ω) −→ R.
The control problem is formulated as follows:

(P)




Minimize J(u) =
∫
Ω

L(x, yu(x), u(x))dx,
ua(x) ≤ u(x) ≤ ub(x) a.e. x ∈ Ω,
Fj(yu) = 0, 1 ≤ j ≤ ne,
Fj(yu) ≤ 0, ne + 1 ≤ j ≤ ne + ni,

where yu is the solution of{
Ayu = f(x, yu, u) in Ω,

∂nA
yu = g on Γ,

(2.1)

g ∈ Lp(1−1/N)(Γ) and ua, ub ∈ L∞(Ω), ua(x) ≤ ub(x) for almost every (a.e.) x ∈ Ω.
Let us state the following assumptions on the functional Fj , L, and f .

(A1) f is of class C2 with respect to the second and third variables,

f(·, 0, 0) ∈ LNp/(N+p)(Ω),
∂f

∂y
(x, y, u) ≤ 0,

and for all M > 0 there exists a constant Cf,M > 0 such that∣∣∣∣∂f

∂y
(x, y, u)

∣∣∣∣+
∣∣∣∣∂f

∂u
(x, y, u)

∣∣∣∣+
∣∣∣∣∂2f

∂y2
(x, y, u)

∣∣∣∣+
∣∣∣∣ ∂2f

∂y∂u
(x, y, u)

∣∣∣∣+
∣∣∣∣∂2f

∂u2
(x, y, u)

∣∣∣∣ ≤ Cf,M
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SECOND ORDER OPTIMALITY CONDITIONS 1433

for a.e. x ∈ Ω and |y|, |u| ≤ M . Moreover, given ρ > 0 arbitrary, for every ε > 0 there
exists δ > 0 such that for almost every point x ∈ Ω and |yi|, |ui| ≤ ρ, i = 1, 2, we have

|D2
(y,u)f(x, y2, u2)− D2

(y,u)f(x, y1, u1)| < ε if |y2 − y1| < δ, |u2 − u1| < δ,

where D2
(y,u)f denotes the second derivative of f with respect to (y, u).

(A2) L : Ω × R × R −→ R is of class C2 with respect to the second and third
variables, |L(·, 0, 0)| ∈ L1(Ω), and for all M > 0 there exists a constant CM > 0 and
functions ψM ∈ LNp/(N+p)(Ω) and ψ∗

M ∈ L2(Ω) such that∣∣∣∣∂L

∂y
(x, y, u)

∣∣∣∣ ≤ ψM (x),

∣∣∣∣∂L

∂u
(x, y, u)

∣∣∣∣ ≤ ψ∗
M (x),

and ∣∣∣∣∂2L

∂y2
(x, y, u)

∣∣∣∣+
∣∣∣∣ ∂2L

∂y∂u
(x, y, u)

∣∣∣∣+
∣∣∣∣∂2L

∂u2
(x, y, u)

∣∣∣∣ ≤ CM

for a.e. x ∈ Ω and |y|, |u| ≤ M . Finally, given ρ > 0 arbitrary, for every ε > 0 there
exists δ > 0 such that for almost every point x ∈ Ω and |yi|, |ui| ≤ ρ, i = 1, 2, we have

|D2
(y,u)L(x, y2, u2)− D2

(y,u)L(x, y1, u1)| < ε if |y2 − y1| < δ, |u2 − u1| < δ,

where D2
(y,u)L denotes the second derivative of L with respect to (y, u).

(A3) For every 1 ≤ j ≤ ne + ni, Fj is of class C1 in W 1,s(Ω) and of class C2 in
W 1,q(Ω), where s ∈ [1, N

N−1 ), q ∈ [max{s, 2N
N+2}, 2N

N−2 ), and q ≤ p.

Remark 2.1. The continuity assumption on the coefficients aij and the C1 regular-
ity of the boundary of the domain will allow us to consider integral state constraints
involving the derivatives of the state. Nevertheless, if the coefficients aij are only
bounded and the boundary Γ is Lipschitz, some results similar to those obtained here
can be derived if the constraints do not involve the gradient of the state.

Let us show some examples of state constraints included in the previous formu-
lation.

Example 2.2. Integral constraints on the state. Given gj : Ω × R −→ R, we
define Fj(y) =

∫
Ω

gj(x, y(x))dx. Assumption (A3) is satisfied if we make the following
hypotheses: gj is of class C2 with respect to the second variable and measurable
with respect to the first one, gj(·, 0) ∈ L1(Ω), and for every M > 0 there exist
ψM ∈ LNs/([N+1]s−N)(Ω), for some s < N/(N − 1), and ψ∗

M ∈ Lα(Ω), with α = 1 if
N < 4 and α > N/4 otherwise, such that for every y, y1, y2 ∈ [−M,+M ] and almost
every x ∈ Ω ∣∣∣∣∂gj

∂y
(x, y)

∣∣∣∣ ≤ ψM (x),

∣∣∣∣∂2gj
∂y2

(x, y)

∣∣∣∣ ≤ ψ∗
M (x),

∀ε > 0 ∃δ > 0 such that

∣∣∣∣∂2gj
∂y2

(x, y2)− ∂2gj
∂y2

(x, y1)

∣∣∣∣ ≤ ε if |y2 − y1| < δ.

(A3) holds for q = min{p, 2N/(N − 2)− β} > N for some β > 0 small enough.
Example 2.3. Integral constraints on the derivatives of the state. Given gj :

Ω× R
N −→ R, we now define Fj(y) =

∫
Ω

gj(x,∇y(x))dx. Then assumption (A3) is
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1434 EDUARDO CASAS AND MARIANO MATEOS

fulfilled if gj is of class C2 with respect to the second variable and measurable with

respect to the first one, gj(·, 0) ∈ L1(Ω), there exist C > 0, r < 2p/N , ψ ∈ Ls′(Ω) for
some s < N/(N − 1), and ψ∗ ∈ Lα(Ω) with α > N/2, such that∣∣∣∣∂gj

∂η
(x, η)

∣∣∣∣ ≤ ψ(x) + C|η|p(s−1)/s,

∣∣∣∣∂2gj
∂η2

(x, η)

∣∣∣∣ ≤ ψ∗(x) + C|η|r, for a.e. x ∈ Ω,

and finally, for every M > 0 and ε > 0 there exists δ = δ(ε, M) > 0 such that∣∣∣∣∂2gj
∂η2

(x, η2)− ∂2gj
∂η2

(x, η1)

∣∣∣∣ ≤ ε if |η2 − η1| < δ and |η1|, |η2| ≤ M, for a.e. x ∈ Ω.

Once again, (A3) is fulfilled for q = min{p, 2N/(N − 2)− β} for β > 0 small enough.
The reader is referred to [5] for the study of this type of constraints.

The solution of (2.1) must be understood in a variational sense. Let us clarify
this point. We define the variational form associated to the operator A in the usual
way:

a(y, z) =
N∑

i,j=1

∫
Ω

aij(x)∂xiy(x)∂xjz(x) dx +

∫
Ω

a0(x)y(x)z(x) dx.

Then given 1 < r < +∞, f̂ ∈ (W 1,r′(Ω))′, and ĝ ∈ W− 1
r ,r(Γ), we say that y ∈

W 1,r(Ω) is a solution of {
Ay = f̂ in Ω,

∂nA
y = ĝ on Γ,

(2.2)

if

a(y, z) = 〈f̂ , z〉(W 1,r′ (Ω))′×W 1,r′ (Ω) + 〈ĝ, γz〉
W− 1

r
,r(Γ)×W

1
r
,r′ (Γ)

∀z ∈ W 1,r′(Ω),

where γ : W 1,r′(Ω) → W
1
r ,r

′
(Γ) is the trace operator. The following known result

deals with the solvability of (2.2); see Mateos [17] for the details, as well as Morrey
[19] and Troianiello [21].

Lemma 2.4. Let 1 < r < +∞, f̂ ∈ (W 1,r′(Ω))′, and ĝ ∈ W− 1
r ,r(Γ). Then

there exists a unique variational solution y ∈ W 1,r(Ω) of Neumann’s problem (2.2).
Moreover, the following estimate is satisfied:

‖y‖W 1,r(Ω) ≤ C
(
‖f̂‖(W 1,r′ (Ω))′ + ‖ĝ‖

W− 1
r
,r(Γ)

)
,(2.3)

where C > 0 is a constant only depending on r, the dimension N , the operator A,
and the domain Ω.

The semilinear case is a consequence of the previous lemma. In particular, yu ∈
W 1,p(Ω) is said to be a solution of (2.1) if it satisfies the above variational equation

with f̂ = f(·, yu, u) ∈ (W 1,p′
(Ω))′ and ĝ = g ∈ Lp(1−1/N)(Γ) ⊂ W−1/p,p(Γ). The next

theorem states the existence and uniqueness of the solution of (2.1) as well as the
differentiability of the relation between the control u and the associated state yu.

Theorem 2.5. Suppose that (A1) holds. Then for every u ∈ L∞(Ω) there exists
a unique solution yu ∈ W 1,p(Ω) of the state equation (2.1) and

∀M > 0 ∃CM > 0 such that ‖yu‖W 1,p(Ω) ≤ CM if ‖u‖L∞(Ω) ≤ M.
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SECOND ORDER OPTIMALITY CONDITIONS 1435

The mapping G : L∞(Ω) −→ W 1,p(Ω), defined by G(u) = yu is of class C2 and
for all h, u ∈ L∞(Ω), zh = G′(u)h is defined as the solution of

 Azh =
∂f

∂y
(x, yu, u)zh +

∂f

∂u
(x, yu, u)h in Ω,

∂nA
zh = 0 on Γ.

(2.4)

Finally, for every h1, h2 ∈ L∞(Ω), zh1h2
= G′′(u)h1h2 is the solution of


Azh1h2

=
∂f

∂y
(x, yu, u)zh1h2

+
∂2f

∂y2
(x, yu, u)zh1

zh2

+
∂2f

∂u∂y
(x, yu, u)(zh1h2 + zh2h1) +

∂2f

∂u2
(x, yu, u)h1h2 in Ω,

∂nA
zh1h2

= 0 on Γ.

(2.5)

Proof. The proof of the existence, uniqueness, and estimate of the solution of
(2.1) is standard. Let us prove the differentiability. For that let us start with a
homogeneous boundary condition, g = 0. We consider the space

V (A) =
{

y ∈ W 1,p(Ω) : Ay ∈ LNp/(N+p)(Ω), ∂nA
y = 0

}
endowed with the norm

‖y‖V (A) = ‖y‖W 1,p(Ω) + ‖Ay‖LNp/(N+p)(Ω).

Let us now define the function

F : V (A)× L∞(Ω) → LNp/(N+p)(Ω), F (y, u) = Ay − f(·, y, u).

Thanks to assumption (A1), F is of class C2. Moreover, from Lemma 2.4 it follows
that

∂F

∂y
(y, u) = A − ∂f

∂y
(·, y, u)

is an isomorphism from V (A) to LNp/(N+p)(Ω). Taking into account that F (x, y, u) =
0 if and only if y = G(u), we can apply the implicit function theorem (see, for instance,
[3]) to deduce that G is of class C2 and satisfies F (G(u), u) = 0. From this identity,
(2.4) and (2.5) follow easily.

If g �= 0, then we can write G(u) = y0
u+yg = G0(u)+yg, with y0

u and yg solutions
of the problems {

Ayg = 0 in Ω,
∂nA

yg = g on Γ,

{
Ay0

u = f0(x, y0
u, u) in Ω,

∂nA
y0
u = 0 on Γ,

where f0(x, y, u) = f(x, y + yg(x), u). From the previous argument we have that G0

is of class C2 and consequently G is C2 too, with G′ = G′
0 and G′′ = G′′

0 , which
concludes the proof.
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1436 EDUARDO CASAS AND MARIANO MATEOS

As a consequence of this theorem we will get the differentiability of the functionals
J and Gj = Fj ◦ G in the next two theorems.

Theorem 2.6. Let us suppose that (A1) and (A2) hold. Then the functional
J : L∞(Ω) → R is of class C2. Moreover, for every u, h, h1, h2 ∈ L∞(Ω),

J ′(u)h =

∫
Ω

(
∂L

∂u
(x, yu, u) + ϕ0u

∂f

∂u
(x, yu, u)

)
h dx(2.6)

and

J ′′(u)h1h2 =

∫
Ω

[
∂2L

∂y2
(x, yu, u)z1z2 +

∂2L

∂y∂u
(x, yu, u)(z1h2 + z2h1)

+
∂2L

∂u2
(x, yu, u)h1h2 + ϕ0u

(
∂2f

∂y2
(x, yu, u)z1z2

+
∂2f

∂y∂u
(x, yu, u)(z1h2 + z2h1) +

∂2f

∂u2
(x, yu, u)h1h2

)]
dx,

(2.7)

where yu = G(u), ϕ0u ∈ W 1,p(Ω) is the unique solution of the problem
 A∗ϕ =

∂f

∂y
(x, yu, u)ϕ +

∂L

∂y
(x, yu, u) in Ω,

∂nA∗ ϕ = 0 on Γ,
(2.8)

where A∗ is the adjoint operator of A and zi = G′(u)hi, i = 1, 2.
Proof. Let us consider the function F0 : C(Ω̄)× L∞(Ω) → R defined by

F0(y, u) =

∫
Ω

L(x, y(x), u(x)) dx.

Due to the assumptions on L it is straightforward to prove that F0 is of class C2.
Now, applying the chain rule to J(u) = F0(G(u), u) and using Theorem 2.5 and the
fact that W 1,p(Ω) ⊂ C(Ω̄) for every p > N, we get that J is of class C2 and

J ′(u)h =

∫
Ω

(
∂L

∂y
(x, yu, u)zh +

∂L

∂u
(x, yu, u)h

)
dx.

Taking ϕ0u as the solution of (2.8), we deduce (2.6) from previous identity and (2.4).
Let us remark that the assumptions on f and L imply the regularity of ϕ0u. The
second derivative can be deduced in a similar way, making use of Theorem 2.5 once
more.

Theorem 2.7. Let us suppose that (A1) and (A3) hold. Then for each j,
the functional Gj = Fj ◦ G : L∞(Ω) → R is of class C2. Moreover, for every
u, h, h1, h2 ∈ L∞(Ω),

G′
j(u)h =

∫
Ω

ϕju
∂f

∂u
(x, yu, u)h dx(2.9)

and

G′′
j (u)h1h2 = F ′′

j (yu)z1z2(2.10)

+

∫
Ω

ϕju

(
∂2f

∂y2
(x, yu, u)z1z2 +

∂2f

∂y∂u
(x, yu, u)(z1h2 + z2h1) +

∂2f

∂u2
(x, yu, u)h1h2

)
dx,
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SECOND ORDER OPTIMALITY CONDITIONS 1437

where yu = G(u), ϕju ∈ W 1,s′(Ω) is the unique solution of the problem
 A∗ϕju =

∂f

∂y
(x, yu, u)ϕju + F ′

j(yu) in Ω,

∂nA∗ ϕju = 0 on Γ,
(2.11)

and zi = G′(u)hi, i = 1, 2.
The proof of this theorem is very similar to that of Theorem 2.6. Nevertheless we

have to make a comment about (2.11). From assumption (A3) we have that F ′(ȳ) ∈
(W 1,s(Ω))′; then the boundary problem (2.11) has a unique solution in W 1,s′(Ω) in
the variational sense, analogous to that of (2.2); see Lemma 2.4. Finally recall that
s < N/(N − 1); then s′ > N and therefore ϕju ∈ W 1,s′(Ω) ⊂ C(Ω̄).

3. First and second order optimality conditions in the Lagrangian form.
Let us start this section by reformulating problem (P) as follows:

(P)




Minimize J(u),
ua(x) ≤ u(x) ≤ ub(x) for a.e. x ∈ Ω,
Gj(u) = 0, 1 ≤ j ≤ ne,
Gj(u) ≤ 0, ne + 1 ≤ j ≤ ne + ni,

where we are using the functions introduced in the previous section Gj = Fj ◦G. We
now apply the results obtained in [7]. In order to deduce the first and second order
optimality conditions of an optimization problem, it is necessary to make a regularity
assumption. This is our first goal. Given ε > 0, we denote the set of ε-inactive
constraints by

Ωε = {x ∈ Ω : ua(x) + ε ≤ ū(x) ≤ ub(x)− ε}.

We say that a feasible control ū is regular if the following assumption is fulfilled:{ ∃εū > 0 and {h̄j}j∈I0 ⊂ L∞(Ω), with supp h̄j ⊂ Ωεū , such that
G′

i(ū)h̄j = δij , i, j ∈ I0,
(3.1)

where

I0 = {j ≤ m |Gj(ū) = 0}.

I0 is the set of indices corresponding to active constraints. Associated to (P) we
define the Lagrangian function

L(u, λ) = J(u) +

ne+ni∑
j=1

λjGj(u).

Obviously (3.1) is equivalent to the independence of the derivatives {G′
j(ū)}j∈I0

in L1(Ωεū). Under this assumption we can derive the first order necessary conditions
for optimality in a qualified form. For the proof the reader is referred to Bonnans and
Casas [1] or Clarke [11]; see also Mateos [17].

Theorem 3.1. Let us assume that ū is a local solution of (P) and (3.1) holds.
Then there exist real numbers {λ̄j}ne+ni

j=1 such that

λ̄j ≥ 0, ne + 1 ≤ j ≤ ne + ni, λ̄j = 0 if Gj(ū) < 0;(3.2)
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1438 EDUARDO CASAS AND MARIANO MATEOS

∂L
∂u

(ū, λ̄)(u − ū) ≥ 0 for all ua ≤ u ≤ ub.(3.3)

Denoting by ϕ̄0 and ϕ̄j the solutions of (2.8) and (2.11) corresponding to ū and
setting

ϕ̄ = ϕ̄0 +

ne+ni∑
j=1

λ̄jϕ̄j ,(3.4)

we deduce from Theorems 2.6 and 2.7 and the definition of L that

∂L
∂u

(ū, λ̄)h =

∫
Ω

(
∂L

∂u
(x, ȳ, ū) + ϕ̄0

∂f

∂u
(x, ȳ, ū)

)
h dx +

ne+ni∑
j=1

λ̄j

∫
Ω

ϕ̄j
∂f

∂u
(x, ȳ, ū)h dx

=

∫
Ω

(
∂L

∂u
(x, ȳ, ū) + ϕ̄

∂f

∂u
(x, ȳ, ū)

)
h dx

=

∫
Ω

d(x)h(x) dx ∀h ∈ L∞(Ω),(3.5)

where ȳ = G(ū) = yū and

d(x) =
∂L

∂u
(x, ȳ(x), ū(x)) + ϕ̄(x)

∂f

∂u
(x, ȳ(x), ū(x)) =

∂H

∂u
(x, ȳ(x), ū(x), ϕ̄(x)),(3.6)

H : Ω× R
3 −→ R being the Hamiltonian associated to the control problem (P),

H(x, y, u, ϕ) = L(x, y, u) + ϕf(x, y, u).

From (3.3) we deduce that

d(x) =




0 for a.e. x ∈ Ω, where ua(x) < ū(x) < ub(x),
≥ 0 for a.e. x ∈ Ω, where ū(x) = ua(x),
≤ 0 for a.e. x ∈ Ω, where ū(x) = ub(x).

(3.7)

Remark 3.2. From (3.3), (3.7), and assumption (3.1) we get∫
Ω

(
∂L

∂u
(x, ȳ(x), ū(x)) + ϕ̄0(x)

∂f

∂u
(x, ȳ(x), ū(x))

)
h̄j(x) dx + λ̄j =

∂L
∂u

(ū, λ̄)h̄j = 0,

which implies the uniqueness of the Lagrange multipliers provided in Theorem 3.1.
Associated with d we set

Ω0 = {x ∈ Ω : |d(x)| > 0}.(3.8)

Given {λ̄j}ne+ni
j=1 by Theorem 3.1 we define the cone of critical directions

C0
ū = {h ∈ L∞(Ω) satisfying (3.10) and h(x) = 0 for a.e. x ∈ Ω0},(3.9)

with 


G′
j(ū)h = 0 if (j ≤ ne) or (j > ne, Gj(ū) = 0, and λ̄j > 0);

G′
j(ū)h ≤ 0 if j > ne, Gj(ū) = 0, and λ̄j = 0;

h(x) =

{ ≥ 0 if ū(x) = ua(x);
≤ 0 if ū(x) = ub(x).

(3.10)
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SECOND ORDER OPTIMALITY CONDITIONS 1439

Now we are ready to state the second order necessary optimality conditions.

Theorem 3.3. Let us assume that ū is a local solution of (P), (3.1) holds, and
{λ̄j}ne+ni

j=1 are the Lagrange multipliers satisfying (3.2) and (3.3). Then the following
inequality is satisfied:

∂2L
∂u2

(ū, λ̄)h2 ≥ 0 ∀h ∈ C0
ū.(3.11)

This theorem follows from Theorem 2.2 of [7]. Indeed it is enough to check the
assumptions (A1) and (A2) of such a paper. (A1) says that J ′(ū) and G′

j(ū) must

be continuous functionals on L2(Ω), which is an immediate consequence of Theorems
2.6 and 2.7. Assumption (A2) of [7] says that

∂2L
∂u2

(ū, λ̄)h2
k −→ ∂2L

∂u2
(ū, λ̄)h2

whenever {hk}∞k=1 is bounded in L∞(Ω) and hk(x) → h(x) a.e. in Ω. Taking into
account that

∂2L
∂u2

(ū, λ̄)h2 =

ne+ni∑
j=1

λ̄jF
′′
j (ȳ)z

2
h(3.12)

+

∫
Ω

(
∂2L

∂y2
(x, ȳ, ū) + ϕ̄

∂2f

∂y2
(x, ȳ, ū)

)
z2
h dx

+

∫
Ω

(
∂2L

∂y∂u
(x, ȳ, ū) + ϕ̄

∂2f

∂y∂u
(x, ȳ, ū)

)
zhh dx

+

∫
Ω

(
∂2L

∂u2
(x, ȳ, ū) + ϕ̄

∂2f

∂u2
(x, ȳ, ū)

)
h2 dx,

where zh is the solution of (2.4) corresponding to the pair (ȳ, ū), the desired conver-
gence property follows from the boundedness of the second derivatives of L and f
along with the convergence zhk

→ zh in W 1,q(Ω) ⊂ L2(Ω) and our assumption (A3).

In order to obtain the sufficient second order optimality conditions for problem
(P), we need to check some additional properties of the first and second derivatives
of J and Gj . Let us take a ball in L∞(Ω), Bρ(ū). From Theorem 2.5, we deduce
the existence of a constant Cρ > 0 such that {yu}u∈Bρ(ū) is uniformly bounded by
Cρ in the W 1,p(Ω) norm and therefore in the L∞(Ω) norm too. This implies the
uniform boundedness of the derivatives of f at every point (yu, u), for u ∈ Bρ(ū),
as well as the boundedness of the second derivatives of L and the domination of the
first derivatives by some functions ψρ ∈ LNp/(N+p)(Ω) and ψ∗

ρ ∈ L2(Ω). Then from
Lemma 2.4 we deduce that {ϕju}u∈Bρ(ū) are bounded in W 1,p(Ω) ⊂ L∞(Ω) for j = 0

and W 1,s′(Ω) ⊂ L∞(Ω) for 1 ≤ j ≤ ne + ni, respectively. Finally, using Lemma 2.4
once more, we get that

‖zh‖W 1,q(Ω) ≤ C‖h‖L2(Ω),

which follows from the imbedding L2(Ω) ⊂ (W 1,q′(Ω))′ due to the fact q < 2N/(N−2).
Collecting all these things, we get the existence of constants Mj,1, Mj,2 > 0, with
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1440 EDUARDO CASAS AND MARIANO MATEOS

0 ≤ j ≤ ne + ni, such that for every u ∈ Bρ(ū) and all h, h1, h2 ∈ L∞(Ω) we have


|J ′(u)h| ≤ M0,1‖h‖L2(Ω), |G′
j(u)h| ≤ Mj,1‖h‖L2(Ω),

|J ′′(u)h1h2| ≤ M0,2‖h1‖L2(Ω)‖h2‖L2(Ω),

|G′′
j (u)h1h2| ≤ Mj,2‖h1‖L2(Ω)‖h2‖L2(Ω).

(3.13)

We have to check a last condition, which is established in the following lemma.
Lemma 3.4. For every δ > 0 there exists ε ∈ (0, ρ) such that for every h ∈ L∞(Ω)

and ‖u − ū‖∞ < ε the following inequality is fulfilled:∣∣∣∣
[

∂2L
∂u2

(u, λ̄)− ∂2L
∂u2

(ū, λ̄)

]
h2

∣∣∣∣ ≤ δ ‖h‖2
L2(Ω).(3.14)

Proof. Let us take h ∈ L∞(Ω) and δ > 0. We are going to check that∣∣∣∣
[

∂2L
∂u2

(v, λ̄)− ∂2L
∂u2

(ū, λ̄)

]
h2

∣∣∣∣(3.15)

≤
∫

Ω

∣∣∣∣∂2L

∂u2
(x, yv, v) + ϕv

∂2f

∂u2
(x, yv, v)− ∂2L

∂u2
(x, ȳ, ū)− ϕ̄

∂2f

∂u2
(x, ȳ, ū)

∣∣∣∣h2 dx

+

∫
Ω

∣∣∣∣
(

∂2L

∂y∂u
(x, yv, v) + ϕv

∂2f

∂y∂u
(x, yv, v)

)
zh

−
(

∂2L

∂y∂u
(x, ȳ, ū) + ϕ̄

∂2f

∂y∂u
(x, ȳ, ū)

)
z̄h

∣∣∣∣ |h| dx

+

∫
Ω

∣∣∣∣
(

∂2L

∂y2
(x, yv, v) + ϕv

∂2f

∂y2
(x, yv, v)

)
z2
h

−
(

∂2L

∂y2
(x, ȳ, ū) + ϕ̄

∂2f

∂y2
(x, ȳ, ū)

)
z̄2
h

∣∣∣∣ dx

+

ni+ni∑
j=1

|λ̄j |
∣∣F ′′

j (yv)z
2
h − F ′′

j (ȳ)z̄
2
h

∣∣ ≤ δ‖h‖2
L2(Ω),

supposing ‖v − ū‖L∞(Ω) < ε with ε small enough, where
 Azh =

∂f

∂y
(x, yv, v)zh +

∂f

∂u
(x, yv, v)h in Ω,

∂nA
zh = 0 on Γ,

and 
 Az̄h =

∂f

∂y
(x, ȳ, ū)z̄h +

∂f

∂u
(x, ȳ, ū)h in Ω,

∂nA
z̄h = 0 on Γ.

We discuss every term in a separate way. The inequality∥∥∥∥∂2L

∂u2
(x, yv, v) + ϕv

∂2f

∂u2
(x, yv, v)− ∂2L

∂u2
(x, ȳ, ū)− ϕ̄

∂2f

∂u2
(x, ȳ, ū)

∥∥∥∥
L∞(Ω)

<
δ

4

D
ow

nl
oa

de
d 

04
/2

3/
13

 to
 1

93
.1

44
.1

85
.2

8.
 R

ed
is

tr
ib

ut
io

n 
su

bj
ec

t t
o 

SI
A

M
 li

ce
ns

e 
or

 c
op

yr
ig

ht
; s

ee
 h

ttp
://

w
w

w
.s

ia
m

.o
rg

/jo
ur

na
ls

/o
js

a.
ph

p



SECOND ORDER OPTIMALITY CONDITIONS 1441

is a direct consequence of the continuity v ∈ L∞(Ω) −→ ϕv ∈ W 1,min{s′,p}(Ω) ⊂ C(Ω̄)
(see Lemma 2.4 and Theorems 2.6 and 2.7) and the continuity properties of the second
derivatives of f and L assumed in (A1) and (A2), as well as assumption (A3).

Let us study the second term of (3.15). Hölder’s inequality leads us to∫
Ω

∣∣∣∣
(

∂2L

∂y∂u
(x, yv, v) + ϕv

∂2f

∂y∂u
(x, yv, v)

)
zh

−
(

∂2L

∂y∂u
(x, ȳ, ū) + ϕ̄

∂2f

∂y∂u
(x, ȳ, ū)

)
z̄h

∣∣∣∣ |h| dx

≤ ‖h‖L2(Ω)

(∥∥∥∥ ∂2L

∂y∂u
(x, yv, v)− ∂2L

∂y∂u
(x, ȳ, ū)

∥∥∥∥
L∞(Ω)

‖zh‖L2(Ω)

+

∥∥∥∥ ∂2L

∂y∂u
(x, ȳ, ū)

∥∥∥∥
L∞(Ω)

‖zh − z̄h‖L2(Ω)

+

∥∥∥∥ϕv
∂2f

∂y∂u
(x, yv, v)− ϕ̄

∂2f

∂y∂u
(x, ȳ, ū)

∥∥∥∥
L∞(Ω)

‖zh‖L2(Ω)

+

∥∥∥∥ϕ̄ ∂2f

∂y∂u
(x, ȳ, ū)

∥∥∥∥
L∞(Ω)

‖zh − z̄h‖L2(Ω)

)
<

δ

4
‖h‖2

L2(Ω),

the last inequality being a consequence of (A1) and (A2) along with the estimates

‖zh‖L2(Ω) + ‖z̄h‖L2(Ω) ≤ C1

(‖zh‖W 1,q(Ω) + ‖z̄h‖W 1,q(Ω)

) ≤ C2‖h‖L2(Ω)(3.16)

and

‖zh − z̄h‖L2(Ω) ≤ C1‖zh − z̄h‖W 1,q(Ω) ≤ O(ε)‖h‖L2(Ω),(3.17)

with O(ε) → 0 when ε → 0. Let us notice that (3.16) follows from the inequalities
2N/(N + 2) ≤ q < 2N/(N − 2), Sobolev imbeddings, and Lemma 2.4.

Analogously we have∫
Ω

∣∣∣∣
(

∂2L

∂y2
(x, yv, v) + ϕv

∂2f

∂y2
(x, yv, v)

)
z2
h −
(

∂2L

∂y2
(x, ȳ, ū) + ϕ̄

∂2f

∂y2
(x, ȳ, ū)

)
z̄2
h

∣∣∣∣ dx

≤
∥∥∥∥∂2L

∂y2
(x, yv, v)− ∂2L

∂y2
(x, ȳ, ū)

∥∥∥∥
L∞(Ω)

‖zh‖2
L2(Ω)

+

∥∥∥∥∂2L

∂y2
(x, ȳ, ū)

∥∥∥∥
L∞(Ω)

‖zh − z̄h‖L2(Ω)‖zh + z̄h‖L2(Ω)

+

∥∥∥∥ϕv
∂2f

∂y2
(x, yv, v)− ϕ̄

∂2f

∂y2
(x, ȳ, ū)

∥∥∥∥
L∞(Ω)

‖zh‖2
L2(Ω)

+

∥∥∥∥ϕ̄∂2f

∂y2
(x, ȳ, ū)

∥∥∥∥
L∞(Ω)

‖zh − z̄h‖L2(Ω)‖zh + z̄h‖L2(Ω) <
δ

4
‖h‖2

L2(Ω),

thanks again to (A1), (A2), (3.16), and (3.17).
For the fourth term of (3.15) it is enough to take into account assumption (A3),

and once more (3.16) and (3.17), and to use the inequality

|F ′′
j (yv)z

2
h − F ′′

j (ȳ)z̄
2
h| = |F ′′

j (yv)(z
2
h − z̄2

h) + (F ′′
j (yv)− F ′′

j (ȳ))z̄
2
h|

≤ |F ′′
j (yv)(zh + z̄h)(zh − z̄h)|+ |(F ′′

j (yv)− F ′′
j (ȳ))z̄

2
h|.
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1442 EDUARDO CASAS AND MARIANO MATEOS

Before writing the sufficient optimality conditions, we have to fix some notation.
Analogously to (3.8) and (3.9), we define for every τ > 0

Ωτ = {x ∈ Ω : |d(x)| > τ}(3.18)

and

Cτ
ū = {h ∈ L∞(Ω) satisfying (3.10) and h(x) = 0 for a.e. x ∈ Ωτ}.(3.19)

The next theorem provides the second order sufficient optimality conditions of
problem (P).

Theorem 3.5. Let ū be a feasible point for problem (P) satisfying (3.2) and (3.3)
and let us suppose that assumption (3.1) holds. Let us also assume that

∂2L
∂u2

(ū, λ̄)h2 ≥ δ‖h‖2
L2(Ω) ∀h ∈ Cτ

ū(3.20)

for some δ > 0 and τ > 0 given. Then there exist ε > 0 and α > 0 such that
J(ū)+α‖u− ū‖2

L2(Ω) ≤ J(u) for every feasible point u for (P), with ‖u− ū‖L∞(Ω) < ε.

Relations (3.13) and (3.14) prove that the hypotheses of Corollary 3.3 of [7] are
fulfilled, which leads straightforwardly to the above theorem. In that paper it is also
proved that we can not relax the sufficient condition by taking τ = 0; see also Dunn
[12].

The last two theorems concerning the necessary and sufficient second order opti-
mality conditions involve two norms: those of L2(Ω) and L∞(Ω). This is motivated
by the so-called two norms discrepancy; see, for instance; A. Ioffe [15] and H. Maurer
[18]. In particular, the cones Cτ

ū , for τ ≥ 0, as defined in (3.8) and (3.19), are subsets
of L∞(Ω), but only the L2(Ω)-norm of the elements of Cτ

ū is involved in the optimality
conditions (3.11) and (3.20). Now there is a natural question. Let us define for each
τ ≥ 0

Cτ
ū,L2(Ω) = {h ∈ L2(Ω) satisfying (3.10) and h(x) = 0 for a.e. x ∈ Ωτ}.(3.21)

Can we replace Cτ
ū by Cτ

ū,L2(Ω) in Theorems 3.3 and 3.5? The next proposition
provides a positive answer.

Proposition 3.6. Let us assume that (3.1) holds. Then Cτ
ū,L2(Ω) = C̄τ

ū , where

C̄τ
ū denotes the closure of Cτ

ū in L2(Ω).
Proof. Since Cτ

ū,L2(Ω) is closed in L2(Ω), we obviously have C̄τ
ū ⊂ Cτ

ū,L2(Ω). Let
us prove the reverse inclusion. Let h ∈ Cτ

ū,L2(Ω). We are going to obtain a sequence

{hk}∞k=1 ⊂ Cτ
ū such that hk → h in L2(Ω). Let us take

ĥk =




+k if h(x) > +k,
h(x) if |h(x)| ≤ k,
−k if h(x) < −k.

For every j ∈ I0 let us set

αkj = G′
j(ū)ĥk − G′

j(ū)h.

It is clear that ĥk → h in L2(Ω) and αkj → 0 for every j ∈ I0. Finally we define

hk = ĥk −
∑
j∈I0

αkj h̄j ,
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SECOND ORDER OPTIMALITY CONDITIONS 1443

where h̄j is given in (3.1). It is obvious that hk → h in L2(Ω) and {hk}∞k=1 ⊂ L∞(Ω).
Let us prove that hk ∈ Cτ

ū for every k. First of all, hk(x) = 0 for almost every x ∈ Ωτ .

Indeed, since h ∈ Cτ
ū,L2(Ω), then h(x) = 0 for almost every x ∈ Ωτ ; consequently ĥk

keeps the same property. On the other hand, the support of h̄j is in Ωεū , and d(x) = 0
for almost every x ∈ Ωεū ; therefore h̄j(x) = 0 for almost all x ∈ Ωτ . Hence hk(x) also

vanishes almost everywhere in Ωτ . Moreover, since h and ĥk have the same sign, it
follows that hk(x) = ĥk(x) ≥ 0 if ū(x) = ua(x). Analogously, if ū(x) = ub(x), then

hk(x) = ĥk(x) ≤ 0. Finally, let us fix j ∈ I0

G′
j(ū)hk = G′

j(ū)ĥk −
∑
i∈I0

αkiG
′
j(ū)h̄i = G′

j(ū)ĥk − αkj = G′
j(ū)h.

Using the fact that h is in the cone of critical directions of L2(Ω), we deduce that
hk satisfies in the same way as h the conditions on the derivatives of Gj , for every j,
which proves that hk ∈ Cτ

ū .
Remark 3.7. As a consequence of the previous proposition and the fact that

∂2L
∂u2 (ū, λ̄) is a bilinear and continuous form in L2(Ω), we get the following equivalences:

∂2L
∂u2

(ū, λ̄)h2 ≥ 0 ∀h ∈ C0
ū ⇐⇒ ∂2L

∂u2
(ū, λ̄)h2 ≥ 0 ∀h ∈ C0

ū,L2(Ω)

and

∂2L
∂u2

(ū, λ̄)h2 ≥ δ‖h‖2
L2(Ω) ∀h ∈ Cτ

ū ⇐⇒ ∂2L
∂u2

(ū, λ̄)h2 ≥ δ‖h‖2
L2(Ω) ∀h ∈ Cτ

ū,L2(Ω).

4. First and second order optimality conditions involving the Hamilto-
nian. As in the previous section, we denote with H : Ω× R

3 −→ R the Hamiltonian
associated to the control problem (P):

H(x, y, u, ϕ) = L(x, y, u) + ϕf(x, y, u).

Pontryagin’s principle for (P) is formulated in terms of H in the next proposition.
Proposition 4.1. Let ū be a solution of (P). Suppose that the assumptions

(A1)–(A3) and (3.1) hold. Then there exist real numbers λ̄j, j = 1, . . . , ni+ne, and

functions ȳ ∈ W 1,p(Ω), ϕ̄ ∈ W 1,min{s′,p}(Ω) such that

λ̄j ≥ 0, ne + 1 ≤ j ≤ ne + ni, λ̄jFj(ȳ) = 0,(4.1) {
Aȳ = f(x, ȳ(x), ū(x)) in Ω,

∂nA
ȳ = 0 on Γ,

(4.2)




A∗ϕ̄ =
∂f

∂y
(x, ȳ, ū)ϕ̄ +

∂L

∂y
(x, ȳ, ū) +

ne+ni∑
j=1

λ̄jF
′
j(ȳ) in Ω,

∂nA∗ ϕ̄ = 0 on Γ,

(4.3)

and for a.e. x ∈ Ω

H(x, ȳ(x), ū(x), ϕ̄(x)) = min
k∈[ua(x),ub(x)]

H(x, ȳ(x), k, ϕ̄(x)).(4.4)D
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1444 EDUARDO CASAS AND MARIANO MATEOS

Proof. Let us define Hν : Ω× R
3 −→ R by

Hν(x, y, u, ϕ) = νL(x, y, u) + ϕf(x, y, u).

It is known (see Casas [4], Casas, Raymond, and Zidani [6], Li and Yong [16], or
Mateos [17]) that there exist ν̄ ≥ 0, λ̄ = (λ̄j)1≤j≤ni+ne

, and functions ȳ ∈ W 1,p(Ω),

ϕ̄ ∈ W 1,min{s′,p}(Ω) such that (ν̄, λ̄) �= 0, (4.1) and (4.2) hold, and


A∗ϕ̄ =
∂f

∂y
(x, ȳ, ū)ϕ̄ + ν̄

∂L

∂y
(x, ȳ, ū) +

ne+ni∑
j=1

λ̄jF
′
j(ȳ) in Ω,

∂nA∗ ϕ̄ = 0 on Γ,

(4.5)

and

Hν̄(x, ȳ(x), ū(x), ϕ̄(x)) = min
k∈[ua(x),ub(x)]

Hν̄(x, ȳ(x), k, ϕ̄(x)) for a.e. x ∈ Ω.(4.6)

In the case ν̄ > 0, we can rename λ̄/ν̄ by λ̄ and obtain (4.1)–(4.5). So it is enough
to prove that ν̄ �= 0. Let us argue by contradiction and let us suppose that ν̄ = 0.
Since Hν̄ is C1 with respect to (y, u) ∈ R×R, we deduce from (4.6) and Theorem 2.7
that for every ua ≤ u ≤ ub

ni+ne∑
j=1

λ̄jG
′
j(ū)(u − ū) =

∫
Ω

∂Hν̄

∂u
(x, ȳ(x), ū(x), ϕ̄(x))(u(x)− ū(x)) dx ≥ 0.

Let us take h̄j as defined in assumption (3.1) and |ρ| < ε small enough such that
ua ≤ u = ū + ρh̄j ≤ ub; then

ρλ̄j =

ni+ne∑
i=1

λ̄iG
′
i(ū)(u − ū) ≥ 0.

By taking ρ positive and negative, respectively, we get that λ̄j = 0 for every j ∈ I0.
So we have the contradiction with the fact that (ν̄, λ̄) �= 0.

Let us notice that


d(x) =
∂H

∂u
(x, ȳ(x), ū(x), ϕ̄(x)),

∂L
∂u

(ū, λ̄)h =

∫
Ω

∂H

∂u
(x, ȳ(x), ū(x), ϕ̄(x))h(x) dx.

(4.7)

As an immediate consequence of Pontryagin’s principle, Theorem 3.1, and Remark
3.7, we obtain the necessary first and second order optimality conditions as follows.

Corollary 4.2. Suppose that ū is a local solution for problem (P). Suppose
also that assumptions (A1)–(A3) and the regularity assumption (3.1) hold. Then
there exist real numbers λ̄j, j = 1, . . . , ni + ne, and functions ȳ ∈ W 1,p(Ω), ϕ̄ ∈
W 1,min{s′,p}(Ω) such that (4.1)–(4.3) hold as well as the following relations:

∂H

∂u
(x, ȳ(x), ū(x), ϕ̄(x))(k−ū(x)) ≥ 0 for all ua(x) ≤ k ≤ ub(x), for a.e. x ∈ Ω,(4.8)

∂2L
∂u2

(ū, λ̄)h2 ≥ 0 for all h ∈ C0
ū,L2(Ω),(4.9)
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SECOND ORDER OPTIMALITY CONDITIONS 1445

and

∂2H

∂u2
(x, ȳ(x), ū(x), ϕ̄(x)) ≥ 0 for a.e. x ∈ Ω \ Ω0.(4.10)

Let us notice that

∂H

∂u
(x, ȳ(x), ū(x), ϕ̄(x)) = d(x) = 0, x ∈ Ω \ Ω0.

Then it is enough to use elementary calculus to deduce (4.10) from (4.4) and the
above equality.

In finite dimension, the first order optimality conditions and the strict positivity
of the second derivative of the Lagrangian with respect to u on C0

ū are sufficient
conditions for a local minimum. The argument of the proof uses in an essential way the
compactness of the balls in finite dimension. To extend this argumentation to infinite-
dimensional optimization problems, Bonnans and Zidani [2] made the assumption that
the second derivative of the Lagrangian with respect to u was a Legendre form. Let us
recall that a quadratic form Q on a Hilbert space X is said to be a Legendre form if it is
weakly lower semicontinuous, and for every sequence {xk} ⊂ X that converges weakly
xk ⇀ x and such that Q(xk) → Q(x), we have that xk → x strongly. Unfortunately
this assumption is not fulfilled, in general, in the context of control theory. We follow
a different approach to achieve the same result. Along with the strict positivity of
the second derivative of the Lagrangian, we assume that the second derivative of the
Hamiltonian with respect to u is strictly positive on Ω\Ωτ , for τ > 0, which is not far
from the necessary condition provided in (4.10). More precisely, we have the following
result.

Theorem 4.3. Let ū be an admissible control for problem (P) satisfying (A1)–
(A3), the regularity assumption (3.1), and (4.1)–(4.4) for some λ̄j, j = 1, . . . , ni+ne.
Let us suppose also that there exist ω > 0 and τ > 0 such that



∂2H

∂u2
(x, ȳ(x), ū(x), ϕ̄(x)) ≥ ω for a.e. x ∈ Ω \ Ωτ ,

∂2L
∂u2

(ū, λ̄)h2 > 0 for all h ∈ C0
ū,L2(Ω) \ {0}.

(4.11)

Then there exist ε > 0 and α > 0 such that J(ū) + α‖u − ū‖2
L2(Ω) ≤ J(u) for all

admissible control u with ‖u − ū‖L∞(Ω) ≤ ε.
Proof. We will argue by contradiction. The proof is divided into five steps.
(i) Definition of a sequence {hk} of the unit sphere of L2(Ω) converging weakly

to h. Let us suppose that the theorem is false. Then there exists a sequence {uk} of
admissible controls with uk → ū in L∞(Ω) such that

J(ū) +
1

k
‖uk − ū‖2

L2(Ω) > J(uk).(4.12)

Let us set δk = ‖uk − ū‖L2(Ω) and

hk =
uk − ū

δk
.

Since ‖hk‖L2(Ω) = 1 for every k, there exists a subsequence of {hk}, which will be
denoted in the same way, and h ∈ L2(Ω) such that hk ⇀ h weakly in L2(Ω).
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1446 EDUARDO CASAS AND MARIANO MATEOS

(ii) ∂L
∂u (ū, λ̄)h = 0. Let us denote yk = yuk

. Since uk is admissible, we have that

Fj(yk) = 0 if 1 ≤ j ≤ ne

and

Fj(yk) ≤ 0 if ne + 1 ≤ j ≤ ne + ni.

Since λ̄j ≥ 0 if ne + 1 ≤ j ≤ ne + ni, we have that

λ̄jFj(yk) ≤ 0 for 1 ≤ j ≤ ne + ni.

On the other hand λ̄jFj(ȳ) = 0. Hence (4.12) implies

L(ū, λ̄) +
1

k
‖uk − ū‖2

L2(Ω) > L(uk, λ̄).(4.13)

Moreover, h satisfies the sign condition in (3.10), because every hk satisfies it,
and the set of functions that satisfy the sign condition in (3.10) is convex and closed
in L2(Ω), and therefore weakly closed. Furthermore

L(uk, λ̄) = L(ū, λ̄) + δk
∂L
∂u

(vk, λ̄)hk,

where vk is an intermediate point between ū and uk. Using (4.13) and that δk > 0,
we have that

∂L
∂u

(vk, λ̄)hk <
1

kδk
‖uk − ū‖2

L2(Ω) =
1

k
‖uk − ū‖L2(Ω).

This expression can be written as follows:∫
Ω

(
∂L

∂u
(x, yvk , vk) + ϕvk

∂f

∂u
(x, yvk , vk)

)
hkdx <

1

k
‖uk − ū‖L2(Ω),(4.14)

where yvk and ϕvk are, respectively, the state and adjoint state associated to vk. The
conditions imposed on Fj and the uniform convergence vk → ū imply the conver-
gences yvk → ȳ uniformly and ϕvk → ϕ̄ in L2(Ω). Using (A1), (A2), and the weak
convergence hk ⇀ h in L2(Ω), we can pass to the limit in (4.14) and obtain

∂L
∂u

(ū, λ̄)h ≤ 0.(4.15)

On the other hand, from (4.7), (4.8), and hk = (uk − ū)/δk, with δk > 0 and ua ≤
uk ≤ ub, we get

∂L
∂u

(ū, λ̄)hk ≥ 0.

Taking the limit we obtain

∂L
∂u

(ū, λ̄)h ≥ 0.(4.16)

So (4.15) and (4.16) lead to

∂L
∂u

(ū, λ̄)h = 0.(4.17)
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SECOND ORDER OPTIMALITY CONDITIONS 1447

(iii) h ∈ C0
ū,L2(Ω). First we check that

F ′
j(ȳ)zh = 0 if




j ≤ ne

or
j > ne, Fj(ȳ) = 0, λ̄j > 0,

and

F ′
j(ȳ)zh ≤ 0 if j > ne, Fj(ȳ) = 0, λ̄j = 0.

If j ≤ ne, then Fj(yk) = Fj(yū+δkhk
) = 0 and Fj(ȳ) = 0. Therefore

0 =
Fj(yū+δkhk

)− Fj(ȳ)

δk
,

and taking the limit we obtain with the help of assumption (A3)

F ′
j(ȳ)zh = 0.

If j > ne and Fj(ȳ) = 0, we have that Fj(yk) = Fj(yū+δkhk
) ≤ 0. So

0 ≥ Fj(yū+δkhk
)− Fj(ȳ)

δk
,

and once again taking the limit as before we deduce

F ′
j(ȳ)zh ≤ 0.

Let us see what happens when λ̄j > 0. Taking into account (4.12) and that δk =
‖uk − ū‖L2(Ω), we get

δk
k

≥ J(uk)− J(ū)

δk
=

J(ū + δkhk)− J(ū)

δk
.

Since δk → 0, by passing to the limit in this expression, it follows that

0 ≥ J ′(ū)h.

Using (4.17) and the expression for the derivative of the Lagrangian, we now have
that

0 = J ′(ū)h +

ne+ni∑
j=1

λ̄jF
′
j(ȳ)zh.

Taking into account that if j ≤ ne, then we have already proved the equalities
F ′
j(ȳ)zh = 0, and that if Fj(ȳ) < 0, then λ̄j = 0, we have that

0 = J ′(ū)h +
∑
j∈I1

λ̄jF
′
j(ȳ)zh,

where

I1 = {j : ne < j ≤ ne + ni; Fj(ȳ) = 0; λ̄j > 0}.
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1448 EDUARDO CASAS AND MARIANO MATEOS

So

0 ≤ −J ′(ū)h =
∑
j∈I1

λ̄jF
′
j(ȳ)zh ≤ 0.

Thus, if j ∈ I1, then necessarily F ′
j(ȳ)zh = 0. To conclude the proof of the inclusion

h ∈ C0
ū,L2(Ω) it remains to check that h(x) = 0 for a.e. x ∈ Ω0. As signaled above,

h satisfies the sign condition; then we have that d(x)h(x) ≥ 0 for a.e. x ∈ Ω; recall
(3.7). Therefore ∫

Ω

|d(x)h(x)| dx =

∫
Ω

d(x)h(x) dx =
∂L
∂u

(ū, λ̄)h = 0,

which implies h(x) = 0 in a.e. Ω0 and h ∈ C0
ū,L2(Ω).

(iv) h = 0. Due to the assumption of the theorem, we have that

∂2L
∂u2

(ū, λ̄)h2 > 0 if h �= 0.(4.18)

Let us prove that the reverse inequality is satisfied, which will lead to the identity
h = 0. By applying the mean value theorem we get

L(uk, λ̄) = L(ū, λ̄) + δk
∂L
∂u

(ū, λ̄)hk +
δ2
k

2

∂2L
∂u2

(wk, λ̄)h2
k,(4.19)

where wk is an intermediate point between uk and ū. In order to simplify the expres-
sion of the derivatives of L, let us introduce some notation:

H̄u(x) =
∂H

∂u
(x, ȳ(x), ū(x), ϕ̄(x)),

H̄uu(x) =
∂2H

∂u2
(x, ȳ(x), ū(x), ϕ̄(x)).

Analogously we define H̄uy or H̄yy. Inserting this notation into the expressions of the
derivatives of L given in (3.5) and (3.12), we get

δk
∂L
∂u

(ū, λ̄)hk +
δ2
k

2

∂2L
∂u2

(ū, λ̄)h2
k = δk

∫
Ω

H̄u(x)hk(x) dx +
δ2
k

2

∫
Ω

H̄uu(x)h
2
k(x) dx

+
δ2
k

2


∫

Ω

H̄yy(x)z
2
hk
(x) dx + 2

∫
Ω

H̄yu(x)hk(x)zhk
(x) dx +

ne+ni∑
j=1

λ̄jF
′′
j (ȳ)z

2
hk


.

Taking into account that H̄u(x) = d(x) = 0 in Ω \ Ω0,

Ak = δk

∫
Ω

H̄u(x)hk(x) dx +
δ2
k

2

∫
Ω

H̄uu(x)h
2
k(x) dx = δk

∫
Ω0\Ωτ

H̄u(x)hk(x) dx

+ δk

∫
Ωτ

H̄u(x)hk(x) dx +
δ2
k

2

∫
Ωτ

H̄uu(x)h
2
k(x) dx +

δ2
k

2

∫
Ω\Ωτ

H̄uu(x)h
2
k(x) dx.
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SECOND ORDER OPTIMALITY CONDITIONS 1449

Using now that H̄u(x)hk(x) ≥ 0 for a.e. x ∈ Ω and H̄u(x) ≥ τ for a.e. x ∈ Ωτ , we
have that

Ak ≥ δkτ

∫
Ωτ

|hk(x)| dx +
δ2
k

2

∫
Ωτ

H̄uu(x)h
2
k(x) dx +

δ2
k

2

∫
Ω\Ωτ

H̄uu(x)h
2
k(x) dx.

Since ‖δkhk‖L∞(Ω) = ‖uk− ū‖L∞(Ω) < ε, then for a.e. x ∈ Ω, δk|hk(x)| ≤ ε. Therefore

δ2
kh2

k(x)

ε
≤ δk|hk(x)|.

Hence

Ak ≥ δ2
k

2

∫
Ωτ

(
2τ

ε
+ H̄uu(x)

)
h2
k(x) dx +

δ2
k

2

∫
Ω\Ωτ

H̄uu(x)h
2
k(x) dx.

Now, from (4.13), (4.19) and taking into account the previous considerations, we have

δ2
k

k
> δk

∂L
∂u

(ū, λ̄)hk +
δ2
k

2

∂2L
∂u2

(wk, λ̄)h2
k(4.20)

= δk
∂L
∂u

(ū, λ̄)hk +
δ2
k

2

∂2L
∂u2

(ū, λ̄)h2
k +

δ2
k

2

[
∂2L
∂u2

(wk, λ̄)h2
k −

∂2L
∂u2

(ū, λ̄)h2
k

]

≥ δ2
k

2

∫
Ωτ

(
2τ

ε
+ H̄uu(x)

)
h2
k(x) dx +

δ2
k

2

∫
Ω\Ωτ

H̄uu(x)h
2
k(x)dx

+
δ2
k

2


∫

Ω

H̄yy(x)z
2
hk
(x) dx + 2

∫
Ω

H̄yu(x)hk(x)zhk
(x) dx +

ne+ni∑
j=1

λ̄jF
′′(ȳ)z2

hk




+
δ2
k

2

[
∂2L
∂u2

(wk, λ̄)h2
k −

∂2L
∂u2

(ū, λ̄)h2
k

]
.

Taking into account the assumptions made on the second derivatives of the functions,
there exists a constant CH > 0 such that H̄uu(x) ≥ −CH for a.e. x ∈ Ω. So, taking ε
small enough, we have that

2τ

ε
+ H̄uu(x) ≥ 2τ

ε
− CH > 0 for a.e. x ∈ Ω.

Thus

lim inf
k→∞

∫
Ωτ

(
2τ

ε
+ H̄uu(x)

)
h2
k(x)dx ≥

∫
Ωτ

(
2τ

ε
+ H̄uu(x)

)
h2(x)dx.

Moreover, in Ω \ Ωτ , H̄uu(x) > ω > 0, and then

lim inf
k→∞

∫
Ω\Ωτ

H̄uu(x)h
2
k(x) dx ≥

∫
Ω\Ωτ

H̄uu(x)h
2(x) dx.

Now dividing (4.20) by δ2
k/2 and using (3.14) and assumption (A3), we can take the

lower limit of the resulting expression and obtain

0 ≥
∫

Ωτ

(
2τ

ε
+ H̄uu(x)

)
h2(x) dx +

∫
Ω\Ωτ

H̄uu(x)h
2(x) dx

+

∫
Ω

H̄yy(x)z
2
h(x) dx + 2

∫
Ω

H̄yu(x)h(x)zh(x) dx +

ne+ni∑
j=1

λ̄jF
′′
j (ȳ)z

2
h

=
2τ

ε

∫
Ω

h2(x) dx +
∂2L
∂u2

(ū, λ̄)h2.
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1450 EDUARDO CASAS AND MARIANO MATEOS

Combining this inequality with (4.18) we deduce that h = 0.
(v) hk → 0 strongly in L2(Ω). We have that hk ⇀ h = 0 weakly in L2(Ω), and

consequently zhk
→ 0 strongly in W 1,q(Ω). Therefore again dividing (4.20) by δ2

k/2
and using (3.14) we get

min

{
ω,

2τ

ε
− CH

}
lim sup
k→∞

∫
Ω

h2
k(x)dx

≤ lim sup
k→∞

{∫
Ωτ

(
2τ

ε
+ H̄uu(x)

)
h2
k(x) dx +

∫
Ω\Ωτ

H̄uu(x)h
2
k(x)dx

}

≤ lim sup
k→∞

{
1

k
−

∫

Ω

H̄yy(x)z
2
hk
(x) dx + 2

∫
Ω

H̄yu(x)hk(x)zhk
(x) dx +

ne+ni∑
j=1

λ̄jF
′′(ȳ)z2

hk




−
[

∂2L
∂u2

(wk, λ̄)h2
k −

∂2L
∂u2

(ū, λ̄)h2
k

]}
= 0.

Hence

lim
k→∞

‖hk‖L2(Ω) = 0.

But ‖hk‖L2(Ω) = 1 for every k. So we have achieved the contradiction.
The next theorem shows the equivalence of (3.20) and (4.11).
Theorem 4.4. Let ū be an admissible control for problem (P) that satisfies

(A1)–(A3), the regularity assumption (3.1), and (4.1)–(4.4). Then the following two
statements are equivalent:

(1) There exist δ > 0 and τ ′ > 0 such that

∂2L
∂u2

(ū, λ̄)h2 ≥ δ‖h‖2
L2(Ω) for all h ∈ Cτ ′

ū,L2(Ω).(4.21)

(2) There exist ω > 0 and τ > 0 such that


∂2H

∂u2
(x, ȳ(x), ū(x), ϕ̄(x)) ≥ ω for a.e. x ∈ Ω \ Ωτ ,

∂2L
∂u2

(ū, λ̄)h2 > 0 for all h ∈ C0
ū,L2(Ω) \ {0}.

(4.22)

Proof. (1) =⇒ (2). Since C0
ū,L2(Ω) ⊂ Cτ ′

ū,L2(Ω), the second inequality of (4.22) is

an obvious consequence of (4.21). Let us prove the existence of ω and τ satisfying
the first inequality of (4.22). Let us take α > 0 and ε > 0, as in Theorem 3.5, and
consider the problem

(Pα)




Minimize Jα(u) = J(u)− α
2 ‖u − ū‖2

L2(Ω),

ua(x) ≤ u(x) ≤ ub(x) for a.e. x ∈ Ω,
Gj(u) = 0, 1 ≤ j ≤ ne,
Gj(u) ≤ 0, ne + 1 ≤ j ≤ ne + ni.

Then for any feasible point u of this problem, with ‖u− ū‖∞ < ε and u �= ū, we have

Jα(ū) = J(ū) ≤ J(u)− α‖u − ū‖2
L2(Ω) < J(u)− α

2
‖u − ū‖2

L2(Ω) = Jα(u).
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SECOND ORDER OPTIMALITY CONDITIONS 1451

Then ū is the unique solution of (Pα) in the L∞(Ω)-ball Bε(ū). The Hamiltonian for
problem (Pα) is

Hα(x, y, u, ϕ) = H(x, y, u, ϕ)− α

2
(u − ū(x))2.

Therefore we can apply Corollary 4.2 to (Pα) and deduce, with the notation of the
proof of Theorem 4.3, that

H̄uu(x)− α = H̄α
uu(x) ≥ 0 for a.e. x ∈ Ω \ Ω0,

which implies

H̄uu(x) ≥ α > 0 for a.e. x ∈ Ω \ Ω0.(4.23)

In the case in which the bound constraints on the control are not active, i.e.,
ua(x) < ū(x) < ub(x) a.e., then the Lebesgue measure of Ω0 is zero; hence (4.23)
implies the first inequality of (4.22). Let us analyze the case where Ω0 has a strictly
positive Lebesgue measure. We will proceed by contradiction and we assume that
there exist no ω > 0 and τ > 0 such that (4.22) is satisfied. Then we define for every
k ≥ 1

ĥk(x) =




+1 if |d(x)| ≤ 1/k, H̄uu(x) < 1/k, and ū(x) = ua(x),
−1 if |d(x)| ≤ 1/k, H̄uu(x) < 1/k, and ū(x) = ub(x),
0 otherwise.

Since (4.22) is not satisfied for ω = 1/k and τ = 1/k, with arbitrarily large k, and the

measure of Ω0 is not zero, we have that ĥk �= 0. Then we define h̃k = ĥk/‖ĥk‖L2(Ω).

Let us prove that h̃k ⇀ 0 weakly in L2(Ω). From (4.23) we deduce that the set

B = {x ∈ Ω : |d(x)| = 0 and H̄uu(x) ≤ 0}

has zero Lebesgue measure. Therefore

∞⋂
k=1

supp{h̃k} ⊂ B ⇒ measure

( ∞⋂
k=1

supp{h̃k}
)

≤ measure(B) = 0.

Taking into account that supp{h̃k} ⊂ supp{h̃k′} for every k > k′, we deduce that
h̃k(x) → 0 pointwise a.e. in Ω. On the other hand, {h̃k}∞k=1 is bounded in L2(Ω);

consequently h̃k ⇀ 0 weakly in L2(Ω); see Hewitt and Stromberg [14, p. 207]. Fur-
thermore for τ ′ > 1/k we have that h̃k(x) = 0 for every x ∈ Ωτ ′

and h̃k satisfies the
sign condition of (3.10). Let us define a new function hk ∈ Cτ ′

ū,L2(Ω) close to h̃k. Using

the functions {h̄j}j∈I0 introduced in (3.1), we set

hk = h̃k −
∑
j∈I0

αkj h̄j , with αkj = G′
j(ū)h̃k.

As in the proof of Proposition 3.6, we deduce that hk ∈ Cτ ′
ū,L2(Ω) for every k > 1/τ ′.

Moreover, since h̃k ⇀ 0 weakly in L2(Ω), we deduce that αkj → 0, and therefore

hk ⇀ 0 weakly in L2(Ω). On the other hand, since supp{h̃k} is included in the set
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1452 EDUARDO CASAS AND MARIANO MATEOS

of points of Ω where the bound constraints on the control are active, which has an
empty intersection with the support of each h̄j (j ∈ I0),

‖hk‖L2(Ω) =

{∫
supp{h̃k}

h2
k dx +

∫
Ω\supp{h̃k}

h2
k dx

} 1
2

=



∫

supp{h̃k}
h̃2
k dx +

∫
Ω\supp{h̃k}


∑

j∈I0
αkj h̄j




2

dx




1
2

=


‖h̃k‖2

L2(Ω) + ‖
∑
j∈I0

αkj h̄j‖2
L2(Ω)




1
2

≥

1− 2

∑
j∈I0

α2
kj‖h̄j‖2

L2(Ω)




1
2

k→∞−→ 1.

From this relation and (4.21) with h = hk, we get

δ ≤ δ lim inf
k→∞

‖hk‖2
L2(Ω) ≤ lim inf

k→∞
∂2L
∂u2

(ū, λ̄)h2
k.(4.24)

On the other hand, the weak convergence hk ⇀ 0 in L2(Ω) implies the strong con-
vergence in (W 1,q′(Ω))′, and thanks to Lemma 2.4 we deduce zhk

→ 0 in W 1,q(Ω) ⊂
L2(Ω) strongly. Writing the second derivative of the Lagrangian in terms of the
derivatives of the Hamiltonian, as was done in the proof of Theorem 4.3, and taking
into account that H̄uu(x) < 1/k in the support of h̃k and αkj → 0, we get

lim inf
k→∞

∂2L
∂u2

(ū, λ̄)h2
k ≤ lim sup

k→∞

∫
Ω

H̄uu(x)h
2
k(x) dx + lim sup

k→∞

∫
Ω

H̄yy(x)z
2
hk
(x) dx

+ 2 lim sup
k→∞

∫
Ω

H̄yu(x)hk(x)zhk
(x) dx + lim sup

k→∞


ne+ni∑

j=1

λ̄jF
′′
j (ȳ)z

2
hk




≤ lim sup
k→∞

∫
supp{h̃k}

H̄uu(x)h
2
k(x) dx + lim sup

k→∞

∫
Ω\supp{h̃k}

H̄uu(x)h
2
k(x) dx

≤ lim sup
k→∞

1

k

∫
supp{h̃k}

h̃2
k(x) dx + lim sup

k→∞

∫
Ω\supp{h̃k}

H̄uu(x)


∑
j∈I0

αkj h̄j(x)




2

dx

= lim sup
k→∞

1

k

∫
Ω

h̃2
k(x) dx = lim

k→∞
1

k
= 0,

which contradicts (4.24).

(2) =⇒ (1). Let us suppose that (4.21) is not satisfied. Then for every τ ′ > 0
there exists hτ ′ ∈ Cτ ′

ū,L2(Ω) such that ‖hτ ′‖L2(Ω) = 1 and

∂2L
∂u2

(ū, λ̄)h2
τ ′ < τ ′.

Since {hτ ′} is bounded in L2(Ω), there exists a subsequence, denoted in the same way,
such that hτ ′ ⇀ h weakly in L2(Ω). We have that h ∈ C0

ū,L2(Ω). Indeed relations

(3.10) are obtained for h by passing to the limit in the corresponding ones satisfied
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SECOND ORDER OPTIMALITY CONDITIONS 1453

by hτ ′ . Let us see that h(x) = 0 in Ω0:∫
Ω

|h(x)||d(x)| dx =

∫
Ω

h(x)d(x) dx = lim
τ ′→0

∫
Ω

hτ ′(x)d(x) dx

= lim
τ ′→0

∫
Ω\Ωτ′

|hτ ′(x)||d(x)| dx

≤ lim
τ ′→0

τ ′
∫

Ω

|hτ ′(x)| dx ≤ lim
τ ′→0

τ ′√m(Ω)‖hτ ′‖L2(Ω) = 0;

hence h(x)d(x) = 0, and therefore h(x) = 0 for a.e. x ∈ Ω0.
Since H̄uu(x) ≥ ω > 0 in Ω \ Ωτ , (Ω \ Ωτ ′

) ⊂ (Ω \ Ωτ ) for τ ′ < τ, and hτ ′ = 0 in
Ωτ ′ , we have that

lim inf
k→∞

∫
Ω

H̄uu(x)h
2
τ ′(x)dx = lim inf

k→∞

∫
Ω\Ωτ′

H̄uu(x)h
2
τ ′(x)dx

≥
∫

Ω\Ωτ′
H̄uu(x)h

2(x)dx =

∫
Ω

H̄uu(x)h
2(x)dx.

Therefore, using the definition of hτ ′ along with the strong convergence zhτ′ → zh in
W 1,q(Ω), we get

0 ≥ lim sup
τ ′→0

∂2L
∂u2

(ū, λ̄)h2
τ ′ ≥ lim inf

τ ′→0

∂2L
∂u2

(ū, λ̄)h2
τ ′

= lim inf
τ ′→0



∫

Ω

H̄uu(x)h
2
τ ′(x) dx +

∫
Ω

H̄yy(x)z
2
hτ′ (x) dx

+ 2

∫
Ω

H̄yu(x)hτ ′(x)zhτ′ (x) dx +

ne+ni∑
j=1

λ̄jF
′′
j (ȳ)z

2
hτ′


 ≥ ∂2L

∂u2
(ū, λ̄)h2,

which, together with (4.22), implies that h = 0. Finally, using the weak convergence
hτ ′ ⇀ 0 in L2(Ω) and the strong convergence zhτ′ → 0 in W 1,q(Ω), we conclude that

ω = ω lim sup
τ ′→0

‖hτ ′‖2
L2(Ω) ≤ lim sup

τ ′→0

∫
Ω

H̄uu(x)h
2
τ ′(x)dx

≤ lim sup
τ ′→0


∂2L

∂u2
(ū, λ̄)h2

τ ′dx −
∫

Ω

H̄yy(x)z
2
hτ′ (x) dx

− 2

∫
Ω

H̄yu(x)hτ ′(x)zhτ′ (x) dx −
ne+ni∑
j=1

λ̄jF
′′
j (ȳ)z

2
hτ′


 ≤ 0,

and we have a contradiction.
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