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a b s t r a c t

Electric vehicles (EVs) will be the dominant technology for the automobile industry
due to efficiency and environmental reasons. Lithium-ion batteries lead the energy
supply business for the most recent group of EVs and many other electronic consumer
devices. One of the most important pieces of information for EV users is the state-
of-charge of the battery, also known as SOC. The SOC works like the fuel gauge for
the battery. Information about remaining battery capacity is essential to avoid running
out of battery power. Battery remaining charge is not easy to estimate, due to non-
linear phenomenon inside the battery. This work is concerned with SOC prediction using
machine learning techniques. Three machine learning tools, called Artificial Bee Colony-
Multilayer Perceptron (ABC/MLP), Artificial Bee Colony gradient boosting regression tree
(ABC/GBRT) and Least Absolute Selection and Shrinkage Operator (LASSO) have been
used to build models that enable the prediction of the SOC of a storage cell. The
predictive results confirm the enhanced performance of the ABC/GBRT-based model over
the other methods for SOC prediction. SOC errors remain below 1%, 10% and 17% for
ABC/GBRT, ABC/MLP and LASSO, respectively. The goodness of fit, calculated using R2,
was 0.99, 0.95 and 0.81 for the three methods, respectively. A comparison of the results
obtained using all the methods has also been carried out.
© 2023 The Author(s). Published by Elsevier B.V. This is an open access article under the CC

BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

The electric car stock reached 16,2 million in 2021 [1]. This figure is still low (9% of cars on the road worldwide), but
oints to very promising growth. The existence of profitable and efficient battery technologies has currently become a
eal necessity for the implantation of and maintaining the demand for electric cars [2,3].

One of the key issues to achieve electric vehicles (EVs) with longer driving ranges is higher energy density for their
atteries. Li-ion is expected to be the dominant chemistry for battery of BEVs and PHEVs in the foreseeable future, as
xtensive research is being conducted in the field [4–6]. Li-ion technology provides relatively high power and energy for
given weight. Furthermore, this technology maintains reduced levels of self-discharge and is not affected by the memory
ffect present in other technologies. Li-Ion is also broadly used for low power applications such as consumer electronics.
A relevant parameter in all EV applications is the state of charge (SOC) of the cell [7–10]. SOC provides the electric

ar user with essential information about the available capacity in the battery and the time frame, during which it
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can continue circulating before having to be recharged. The SOC expresses the maximum capacity of the battery as a
percentage, where 100% is totally charged and 0% means totally exhausted.

The SOC cannot be measured directly, there is not exist such a sensor, so several techniques have been developed [4].
he most common method used for this purpose is Coulomb counting, where SOC is computed according to the concept
f extracted charge, which is defined as:

Qe (t) =

∫ t

0
η Im (τ ) dτ (1)

here η is the Coulombic efficiency (the efficiency at which the charge is transferred) and Im (τ ) is the charge/discharge
lectric current (with the current sign changing accordingly).
The SOC can be defined in percentage, considering a fully charged cell at t = 0, as:

SOC = 1 −
Qe

CN
[%] (2)

here CN corresponds to the nominal cell capacity.
If the cell is not fully charged at t = 0, then, SOC definition is:

SOC = SOCt=0 −
1
CN

∫ t

0
η I (t) dt (3)

where SOCt=0 represent the SOC at the initial-time. In summary, actual SOC depends on initial SOC and the evolution of
current over time, i.e., SOC (SOCt=0, I, t).

Nevertheless, the accounting of charge, or electrical balance, presents several problems, including: (1) the inherent
uncertainty in the determination of the initial SOC (SOCt=0); (2) errors due to inaccuracy of current measurement
transducers (mainly sensor offset) that it is accumulated over time and require periodic recalibration; (3) the adoption
of a capacity in the denominator, which in the case of nominal capacity, each manufacturer establishes the agreement
with a test more or less arbitrarily; (4) the influence of the magnitude of the current and temperature on the discharge
capacity; and (5) the battery’s intrinsic aging effects that affect the battery capacity. In summary, all these factors prevent
obtaining high precision measurements using this technique.

To solve the problems described above and improve the reliability of the measures, the proposed solutions go by
contrasting Coulomb counting with other techniques. One of the most common considers the biunivocal relationships
between the SOC and cell voltage in thermodynamic equilibrium, also known as OCV–SOC relationship (Open Circuit
Voltage–SOC) [11–13]. The OCV–SOC, or EMF–SOC (ElectroMotive Force–SOC) to be more precise, is quite noticeable, with
the exception of LFP technology, which has a very flat discharge curve [14]. For this technology, it is very difficult to obtain
SOC values from voltage measurement, although OCV–SOC relation is virtually immune to temperature for virtually all
lithium battery technologies. However, this technique requires the cell to acquire thermodynamic equilibrium, making it
difficult to apply in practice. In the time elapsed from when the current becomes zero until thermodynamic equilibrium
is reached, the cell manifests a dynamic component known as OCV relaxation that is dominated by the phenomenon
of diffusion of ions into the cell. During relaxation, the cell voltage changes slowly and considering that voltage as the
OCV (EMF) it can carry out an error in the estimation of the SOC. The problem is that the relaxation can take hours,
especially when the battery is almost empty, when the temperature is low or when the cell is previously charged or
discharged at high currents. Measuring the EMF of the battery requires no current flow for a period of time long enough
for the OCV to relax and reach equilibrium, which reduces the possibility of applying the method on-line. In summary,
the greatest challenge of this technique lies in being able to estimate the EMF realistically under dynamic conditions, in
real time, without the need to wait for the relaxation time. Although different techniques have been proposed to estimate
the value of EMF from the value of OCV during the first stages of the relaxation process [15], other battery models such
as the equivalent circuit models [16] or the electrochemical models [17] are required to obtain accurate SOC estimations.
Electrochemical models are based on reproducing the chemical processes that take place inside the cell. Therefore, they
require a very deep understanding of the phenomena that occur inside the cell, but they provide very accurate results.
Although high-precision electrochemical modeling provides a complete view of the state of the cell, its implementation
also has limitations: the model parameters are difficult to obtain for a commercial cell (manufacturers are reticent to reveal
confidential information that affects its competitive advantage). On the other hand, many of these parameters change as
the battery ages, so they must be adapted, which makes them difficult to use. Furthermore, electrochemical models are
governed by a set of coupled nonlinear differential equations whose solution requires considerable computational effort,
which prevents their implementation in a low-cost microcontroller-based battery management system (BMS). Its on-line
predictive utility is also limited, except for very simplified models in which its reliability is more doubtful.

SOC estimation based on data (data-driven) is a relatively new approach, with increasing utility due to the availability
of large amounts of data and powerful computers. Data-driven models, also known as black box models, are based on the
empirical observation of the variables that are part of a system to build a model that reveals the relationships between
the variables of interest [18]. This type of modeling requires minimal or no expert knowledge about the behavior of the
battery as it does not require the existence of a previous model (electrical or electrochemical) to serve as a support. One
of the advantages of these methods is that the chemical phenomenon inside the cell is not necessarily to be known. The
2
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algorithms used by these methods can estimate the SOC by monitoring directly and easily measurable variables of a cell
such as: current, voltage and temperature, without requiring any electrochemical parameter. As there is no underlying
model, the computational load involved in the usual parameter estimation of previous models is avoided. In general, the
structure and parameters of the data-driven model are obtained directly through the modeling algorithm itself using the
input data. In machine learning models, the parameters are the variables that are estimated during the training process
with the data sets. The values of these parameters do not need to be provided a priori but are obtained from the data.
Several machine learning techniques as fuzzy-logic [19,20], neural networks [21] and support vector machines [22,23] are
used for this goal with different degrees of accuracy.

In this paper, SOC estimation is addressed using three machine learning techniques. The first technique uses a novel
ombination of the so-called Gradient Boosting Regression Tree (GBRT) method and Artificial Bee Colony (ABC). GBRT
s a regression technique based on statistical learning [24] with ABC as the optimal GBRT hyper-parameters locator. The
ybrid model obtained from this combination replaces the traditional method for determining parameters using empirical
rute force [25]. ABC is based on the smart bees’ relationship when they search for food [26]. As occurs with other related
ptimization methods, like Particle Swarm Optimization [27] or Ant Colony Optimization [28], ABC is motivated by the
ollective conduct of animal associations [29].
The second method for SOC prediction is a feedforward Artificial Neural Network (ANN) called Multilayer Perceptron

MLP) [30]. In this paper, MLP is likewise optimized using ABC. The third technique is known as LASSO (Least Absolute
hrinkage and Selection Operator). The LASSO technique is able to select the variables of the model and also take into
ccount regularization to avoid overfitting [31].

. Materials and methods

For artificial intelligence methods to achieve reasonable results, it is necessary to provide them with sufficient
xperimental data and these data must be truly sufficient and representative. In other words, the results must cover
good part of the possible battery operating scenarios. The need for these results constitutes a complex and laborious

ask that requires a considerable training time. To avoid this issue, the training data is obtained from a realistic test called
ynamic Stress Test (DST) [32]. The DST specifies a loading and unloading profile that simulates the energy demand of
n EV battery while driving. This specific regime can effectively simulate dynamic discharging and can be implemented
ith equipment at most test laboratories and developers. Thus, a realistic and reproducible battery data profile is used
o build the ABC/GBRT, ABC/MLP and LASSO models.

The battery data were obtained using the PEC Corporation’s test bench, model SBT 10050 [33] (see Fig. 1). The
quipment consists of two main components: (i) charge–discharge equipment with 12 independent channels. Every
hannel has its own microprocessor and is fully programmable with its own charge/discharge pattern, (ii) data acquisition
ystem used to measure cell current, voltage, and temperature. The equipment can be programmed as a list of consecutive
harge/discharge events, and it can achieve a DST profile.
The tested cell was a high-energy Lithium-Iron-Phosphate cell (LiFePO4) manufactured by European Batteries (model

EV 42 Ah) with a rated capacity of 42 Ah (see Fig. 1). A temperature NTC sensor is placed at the center of the battery
body. Additionally, a temperature-controlled chamber is used during the test to maintain the room temperature under
control.

This study uses a dataset that comes from a DST-type dynamic test. The experimental setup follows all the specifica-
tions described in the Battery Test Procedures Manual (USABC) [32]. This manual summarizes the procedural information
needed to perform the battery testing. DST is a variable power discharge testing used to produce the effects of electric
vehicle driving behavior (including regenerative braking) on the performance and life of a battery. This variable power
discharge regimen is based on the auto industry standard Federal Urban Driving Schedule (FUDS), a complex 1372 s
time–velocity profile originally based on actual driving data [32]. DST is a simplified variable power discharge cycle with
the same average characteristics as the FUDS regime. Thus, the DST-type test subjects the battery to a load profile that
simulates the demand of an EV under real operating conditions. DST test consists of seven different levels of power that
are reproduced successively along 20 steps over a period of 360 s. Table 1 shows the DST test profile, which is applied
repetitively up to complete the battery discharge. Negative values in Table 1 mean discharging currents and positive
values mean charging currents. Values in the duration column are specified in seconds.

The full test follows this sequence:

(a) Charging: Fully charge the battery to 100% of SOC.
(b) Stabilized temperature after charge: the battery is kept in an open circuit.
(c) DST discharge: The established discharge profile, according to Table 1, is applied.
(d) Test termination: happens when one of the following events occurs during the test: (1) when the battery is not

capable of delivering the requested power; or (2) when a net charge exceeding its rated capacity is delivered from
the battery.

The data for the analysis were obtained from 31 consecutive DST cycles, and the total number of values processed was
about 89,160 (that is, 22,290 samples at intervals of 500 ms of SOC and a total of three variables: voltage, current and

temperature).
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Fig. 1. LiFePO4 cell, thermal chamber and test equipment (PEC SBT10050).

Table 1
Listing of DST power profile.
Step # Duration (s) Discharge current (A) Step # Duration (s) Discharge current (A)

1 16 0 11 12 −25
2 28 −12.5 12 8 12.5
3 12 −25 13 16 0
4 8 12.5 14 36 −12.5
5 16 0 15 8 −100
6 24 −12.5 16 24 −62.5
7 12 −25 17 8 25
8 8 12.5 18 32 −25
9 16 0 19 8 50
10 24 −12.5 20 44 0

Cell voltage, current and temperature (independent variables) are the only features used to build the models, thus,
internal battery parameters are not required to predict the SOC, information that, on the other hand, is not easily obtained
directly from battery manufacturers.

3. Mathematical modeling techniques

3.1. Gradient boosting regression tree (GBRT) technique

Gradient boosting is a mathematical technique based on decision trees with applications in classification and regression
problems. Following the usual strategy of the boosting methods, this model is built by stages, so that we obtain a single
solid ensemble model looking for the optimum of a differentiable loss function [34–41].

It is possible to describe this approach as a regression method with the goal to instruct a model F to foretell the values
ˆ = F(x), calculating the minimum of the mean squared error (ŷ−y)2, so that y are the observed values from the training
et.
To fix ideas, we choose an Fm that foretells the mean y from this training collection for each stage 1 ≤ m ≤ M of

gradient boosting. Next, the gradient boosting algorithm gets better Fm building an Fm+1 model. This new model, Fm+1,
incorporates a term h to ameliorate the previous model, Fm+1 (x) = Fm (x)+h(x). In order to determine h, GBRT considers
an appropriate h following [36,39–41]:

Fm+1 (x) = Fm (x)+ h (x) = y (4)

with

h x = y − F x (5)
( ) m ( )

4
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Therefore, GBRT carries out h estimation considering the difference y − Fm (x). This means that Fm+1 (x) is constructed
from the previous ancestor Fm (x) in each stage.

Considering y and x as input and output variables. The purpose is to discover an estimation F̂ (x) that minimizes a lost
function L(y,F(x)) given the training set of x and y values, [38–45]:

F̂ = argFminEx,y[L(y,F(x))] (6)

In this way, the gradient boosting method determines roughly y by means of a weighted sum of functions hi (x)
belonging to some class H, termed soft learners (i.e., weak trainees):

F (x) =

M∑
i=1

γihi (x)+ const (7)

Hence, this procedure searches F̂(x) minimizing a cost function using training values through the empirical risk
minimization principle. Indeed, it begins with a methodology that chooses a constant function F̂0(x), and then develops
its value in an avaricious form [41,44,45] in stages:

F̂0 (x) = argγmin
n∑

i=1

L(y, γ ) (8)

F̂m (x) = F̂m−1 (x)+ argh∈Hmin
n∑

i=1

L(yi, F̂m−1 (xi)+ h (xi)) (9)

It is necessary to consider that the selection of h at every step for a random cost function L becomes in an infeasible
optimization problem. However, it is possible to reduce this problem so that a gradient descent method can be applied
here. In this sense, the model can be upgraded according to [41,44,45]:

F̂m (x) = F̂m−1 (x)+ γm

n∑
i=1

∇F̂m−1
L(yi, F̂m−1 (xi)) (10)

γm = argγmin
n∑

i=1

L
(
yi, F̂m−1 (xi)− γ

∂L(yi, F̂m−1 (xi))
∂F̂m−1 (xi)

)
(11)

where partials of lost functions are calculated with respect F̂i.
If the collection H is not infinite (i.e., a limited set), we will choose the applicant function h closest to ∂L/∂F and γ

determined using Eqs. (7) and (8). It is important to realize that this approximation is of a heuristic type and it will not
produce a precise solution to the problem, but a high-quality approach.

A description of the operating principles of the computer program corresponding to the typical gradient boosting
method is indicated as follows [38,41,44,45]:

• Input:

– training samples of xi and yi
– L(yi, F̂ (xi)) the cost function (must be differentiable).
– M, iteration number.

• Algorithm:

– Begin using:

F̂0 (x) = argγ min
n∑

i=1

L(yi, γ )

– Repeat with m = 1 :M

∗ First, calculate residuals:

rim = −

[
∂L(yi, F̂ (xi))
∂F̂ (xi)

]
F̂(x)=F̂m−1(x)

i = 1, . . . , n

∗ Second, adjust soft learner hm (x) to the pseudo-residuals, using the training set {(xi, rim)}i=1...n
∗ Third, we determine γm as:

γm = argγ min
n∑

L
(
yi, F̂m−1 (xi)− γhm (xi)

)

i=1

5
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∗ Finally:

F̂m (x) = F̂m−1 (x)+ γmhm (x)

– Obtain:

F̂m (x)
It is very common to use the gradient boosting technique with decision trees, specifically with CART trees, of a given

imited size as soft learners. In this case, Friedman suggests a variant of the gradient boosting technique that increases
he goodness-of-fit of each soft learner [38,41,44–46].

In this way, a typical gradient boosting fits a decision tree hm (x) to the pseudo-residuals in the mth stage. Let Jm as
he model leaves number, it separates the input space into Jm divided zones Rim, . . . ,RJmm and acquires a constant value
or each zone. Therefore, hm (x) can be written for the input x as the summation [39–41,44,45]:

hm (x) =

Jm∑
i=1

bjmI, x ∈ Rjm (12)

being bjm the term determined for the region Rjm.
The bjm coefficients are multiplied by γm, determined by line search method. Next, we upgraded the model according

to:

F̂m (x) = F̂m−1 (x)+ γmhm (x) (13)

γm = argγmin
n∑

i=1

L
(
yi, F̂m−1 (xi)− γhm (xi)

)
(14)

Friedman suggested a variation selecting a distinct optimum γjm, in place of only one γm for the entire tree. This
customized algorithm is termed TreeBoost.

Next, an upgraded model is obtained as indicated below [39–41,44,45]:

F̂m (x) = F̂m−1 (x)+

Jm∑
i=1

γjmI x ∈ Rjm (15)

γjm = argγmin
L∑

xi∈Rjm

(
yi, F̂m−1 (xi)+ γ

)
(16)

Being J terminal nodes in trees. This parameter can be configured for the training data collection. Indeed, it manages
the interaction level among variables in the model. If J = 2, the variables do not interact. If J = 3 interactions are
allowed between two variables, and so forth. If J value ranging from 4 to 8, this technique functions properly, so that
the results are independent of J . In most cases J ranges from 3 to 10, obtaining accurate results in the calculations.

In order to avoid overfitting, regularization techniques are used during the training process. Several approaches permit
us to achieve this goal [39–41,44,45]. Specifically, the Xgboost algorithm contains a penalty function in order to restrict
the overfitting in the loss function:

L (x) = E (x)+ P(x) (17)

with:

• E is the mean squared error or any other appropriate kind of error function; and
• P is the penalty term and controls the complexity of the model. Indeed, if the model complexity increases, this

function penalizes the loss function enlarging its value, with the purpose of the overfitting decrease.

In this research study, Artificial Bee Colony (ABC) is used to estimate model parameters. The approach adopted here,
which combines GBRT with ABC, avoids the empirical estimation of the GBRT parameters. Fundamentals about the ABC
algorithm are explained in the next section.

3.2. The Artificial Bee Colony (ABC) algorithm

Artificial Bee Colony (ABC) was developed by Karaboga [26,29]. This technique is founded on honeybee foraging
behavior and belongs to the type of algorithms with a behavior based on the interchange of information among entities
that make up a group [47,48]. It is a flexible algorithm able to solve real-world problems where an optimization process is
required. Although the initial applications of ABC were in numerical optimization, current research topics extend ABC to
the optimization of hybrid functions, engineering design problems, multi-objective optimization problems, neural network

training and image processing problems, amongst others [49–51].

6
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An ABC swarm is a set of bees able to collaborate and communicate among themselves to perform the task of collecting.
BC uses bees with three different roles: (a) employed; (b) onlooker; and (c) scout bees [52]. Employed bees are related to
he source of food. They share information such as distance and direction from the hive with the onlooker bees [53]. They
hoose sources of food through the information shared by employed bees. Onlooker bees select high quality food sources
ith more probability than low quality food sources. The scouts search for new sources of food around the hive [53].
In ABC, the hive is made up of the same number of onlooker and employed bees. The swarm’s food sources, or tentative

olutions, depend on the number of onlooker and employed bees. Initially, ABC creates a random population of SN food
ources or solutions. If the ith food source is expressed as:

Xi = {xi1, xi2, . . . , xin} (18)

Vi is generated by every employed bee in the proximity of its position following the equation [47,52]:

Vik = Xik +Φik ·
(
Xik − Xjk

)
(19)

here Xj is a solution (i ̸= j) that is selected randomly, k is an index randomly selected from the set {1, 2, . . . , n} that
ndicates the chosen dimension and Φik is a number generated from an uniform distribution in the interval [−1, 1]. Once
he Vi candidate solution is obtained, if the new value of Vi improves that of its father Xi, then Xi is updated with Vi.
Otherwise, the value of Xi is kept unchanged. Once the search process is completed by the employed bees, they share the
information about the position of their food sources with the onlooker bees by means of their dances. Then, the onlooker
bee assesses the information on the collected nectar and picks up a food source taking into account a probability that is
related to the amount of nectar in it. The probabilistic selection constitutes a mechanism of selection of roulette which
is described in the following equation [52,54]:

Pi =
fiti∑
j fitj

(20)

here fiti is the fitness value for the ith food source. Therefore, the better the food source i, the higher the probability it
emains in the set of tentative solutions. If one of the food sources does not improve after a fixed number of cycles, it is
iscarded.
The scout bee is responsible for finding a replacement for the discarded source, following the equation [52,54]:

Xik = lbj + ran (0, 1)×
(
ubj − lbj

)
(21)

o that ran (0, 1) is a random number in the interval [0, 1] relied on a uniform distribution being lb and ub the lower and
pper boundaries that correspond to the ith dimension, respectively.

.3. Artificial neural network (ANN): multilayer perceptron (MLP)

The second technique used in this paper for SOC prediction is Artificial Neural Networks (ANN). ANN are processing
lgorithms modeled like the neural structure of the cerebral cortex but on a smaller scale. Neural networks can be used to
etermine relationships and patterns between inputs and outputs [55,56]. ANN are usually organized in layers, which are
ade up of a number of interconnected nodes and which contain an activation function. Patterns are introduced to the
etwork via the input layer. This layer can be communicated with hidden layers where the actual processing is performed
ia a system of weighted connections. A popular type of neural networks is the multilayer perceptron (MLP) [30,56]. MLP
s built with an input, a hidden and output layers. What makes a MPL different is the use of a nonlinear activation function
AF).

The function implemented by the network is f : X ⊂ ℜ
n

→ Y ⊂ ℜ
c , represented as [55–57]:

f (X) = φ (ψ (X)) = (φ◦ψ) (X)

φ : X ⊂ ℜ
n

→ U ⊂ ℜ
h

ψ :U ⊂ ℜ
h

→ Y ⊂ ℜ
c

(22)

where U is hidden variables space. Considering this architecture [55,56], it results:

• ψj (X) = ψ
(
WT

j X + Wj0
)
: ψ represents the AF; Wj ∈ ℜ

n is a parameter; and Wj0 ∈ ℜ is a threshold value. There are
three types of AF: hyperbolic tangent, sigmoid and logistic AF.

• φj (u) = φ
(
cTj u + cj0

)
: φ is the AF of the output layer neurons; cj ∈ ℜ

h are the weights; and cj0 ∈ ℜ is the threshold.
Generally, φ is the Heaviside or dichotomous function.

The MLP implements the following function [55–57]:

f (X) =

h∑
cjψ

(
WT

j X + Wj0
)
+ c0 (23)
j=1

7
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3.4. Least absolute shrinkage and selection operator (LASSO)

The third technique used in this paper for SOC prediction is the LASSO regression [31,34,35]. Typically, we have n
bservations, that is, we have a set of training data (x1, y1) , . . . , (xn, yn), each of which consists of p features (number
f variables) and a single output. Let y1 the output and xi =

(
xi1, xi2, . . . , xip

)T , the covariate vector for the ith sample. A
popular regression technique, least squared, is based on minimizing a cost function given by [31,34,35]:

RSS =

n∑
i=1

⎛⎝yi − θ0 −

p∑
j=1

θjxij

⎞⎠2

(24)

here θ =
(
θ1, θ2, . . . , θp

)T are the coefficients that must be calculated in order to minimize Eq. (24). There is a way to
mprove the classical linear regression, the regularized linear regression, by including a regularization term in Eq. (24),
onstituted by squares of the coefficients to compute (excluding the intercept). Then, we choose θ to minimize [31,34,35]:

n∑
i=1

⎛⎝yi − θ0 −

p∑
j=1

θjxij

⎞⎠2

+ λ

p∑
j=1

⏐⏐θj⏐⏐ (25)

here λ ≥ 0 is the regularization parameter or complexity parameter, that address the overfitting, keeping all the features,
ut reducing the magnitude/values of parameters θj. In fact, Eq. (25), known as LASSO regression, trades off two different
riteria. The first seeks a fitting function that is as close as possible to the data, minimizing RSS. However, the second
erm, λ

∑p
j=1

⏐⏐θj⏐⏐, which is the shrinkage penalty, seeks to obtain small θ1, θ2, . . . , θp, and hence shrinks the coefficients
j. The parameter λ establishes the relative importance of these two terms in the final solution. If λ = 0, the second term
s cancelled out and, as λ → ∞, the effect of the shrinkage increases. Thus, the solution will depend on this parameter
nd different coefficient estimates, θ̂ LASSOλ , will be obtained for each value of λ. It is important to select a good λ value.

Grid-search with cross-validation will be used here to tune this parameter.
The intercept θ0 is not included in the set of coefficients to shrink because it is an estimation of the average value

when xi1 = xi2 = · · · = xip = 0. If the data has been scaled, i.e., a linear transformation has been applied (mean value is
zero for all the independent variables), then θ0 = y =

∑n
i=1 yi
n .

LASSO regression controls the overfitting, reducing the magnitude of large θ coefficients. It could be said that the
enalty term in LASSO uses L1− norm, because the Lp− norm of a vector θ is given by:

∥θ∥p =

⎛⎝ p∑
j=1

⏐⏐θj⏐⏐p
⎞⎠ 1

p

(26)

Therefore, LASSO regression shrinks the coefficients in the regression function towards zero, but the use of the L1−
orm penalty forces some of the coefficients to vanish when λ is large enough. Hence, LASSO is able to drop variables

and thus perform variable selection. This results in a model that is easier to interpret. LASSO can be said to obtain sparse
models, i.e., models with comparatively few variables.

3.5. Approach accuracy

As is well known, the SOC is the dependent variable to be predicted. To predict SOC from the input variables with
sufficient confidence, it is essential to select the best model fitted to the observed dataset. Although several possible
statistics can be used to ascertain the goodness-of-fit, the principal rule employed in this investigation was the coefficient
of determination R2 [58,59], as it is a statistic employed in the scope of a statistical model whose principal objective is
to predict upcoming results or to check an assumption. Next, the observed values are referred to as ti and the values
predicted by the model yi, making it possible to define the following sums of squares given by [58,59]:

• SStot =
∑n

i=1

(
ti − t

)2: is the overall sum of squares, proportional to the sample variance.
• SSreg =

∑n
i=1

(
yi − t

)2: is the regression sum of squares, also termed the explained sum of squares.
• SSerr =

∑n
i=1 (ti − yi)2: is the residual sum of squares.

where t is the mean of the n observed data:

t =
1
n

n∑
ti (27)
i=1

8
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Table 2
GBRT search space.
GBRT hyper-parameters Lower limit Upper limit

Rounds 1 100
η 0.1 1
γ 0 30
Minimum child weight (MCW) 1 30
Maximum ∆ step (MDS) 0 30
Subsample ratio 0.5 1

Table 3
GBRT optimal hyper-parameters.
GBRT hyper-parameters Optimal values

Rounds 100
η 0.29
γ 0.0
Minimum child weight (MCW) 2.4
Maximum ∆ step (MDS) 18
Subsample ratio (SR) 1.0

Based on the former sums, the coefficient of determination is specified by the following equation [58,59]:

R2
≡ 1 −

SSerr
SStot

(28)

The closer the R2 statistic is to the value 1.0, the smaller the disagreement between the experimental and foretold
data. Similarly, the mathematical expressions for the other two statistics used in this study (RMSE and MAE) are as
follows [58,59]:

RMSE ≡

√1
n

n∑
i=1

(ti − yi)2 (29)

MAE =
1
n

n∑
i=1

|ti − yi| (30)

Higher values of R2 are preferred, i.e. closer to 1 means better model performance and regression line fits the data
well. Conversely, the lower the RMSE and MAE values are, the better the model performs.

4. Results and discussion

Fig. 2 shows the ABC/GBRT-based model flow diagram. First, random initialization of parameters is performed. After
a phase of training and validation, a fitness function is calculated. If the termination criteria is not satisfied, a new cycle
with new parameters is applied to the model based on ABC searching. This cycle is maintained until optimal parameters
are calculated.

Table 2 shows the GBRT search space and Table 3 the resulting optimal hyperparameters using ABC.
The ABC/GBRT-based model was built using two packages from the R project: the ABCoptim and Xgboost packages [60,

61].
The results for the ABC/MLP model are presented next. The optimal parameters related to ABC/MLP are shown in

Table 4.
The hybrid ABC/MLP model was built in this study employing the ABC code for MATLAB [62] and functions from the

MATLAB Neural Network Toolbox.
Finally, Table 5 shows the result of the LASSO regression method. A good λ value selection is critical. Thus, λ-parameter

ptimization was performed using the grid-search technique with cross-validation.
LASSO was implemented using the LASSO function from Python’s scikit-learn library [63].
The graphical results for the three hybrid methods are shown in Figs. 3 to 5.
Fig. 3 shows the simulated results for the ABC/MLP model and Fig. 4 for the ABC/GBRT model. LASSO results are shown

n Fig. 5.
It can be observed from Fig. 3 (ABC/MLP model), that the estimation error grows near 70% and 50% of SOC.
Fig. 4 shows the predicted and observed SOC values of ABC/GBRT model. Better accuracy is obtained using the

BC/GBRT technique, as is shown in Fig. 4. A good fit is obtained for SOC values between 100% to 75% and SOC values
ower than 40%.

LASSO prediction shows the worst results, as is shown in Fig. 5. A considerable error is obtained around SOC of 60%.
9
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Fig. 2. ABC/GBRT-based model flow diagram.

Fig. 3. Observed and predicted SOC results (100% to 0%) for the ABC/MLP model.

In order to analyze the ABC/GBRT results in more detail, Fig. 6 shows experimental and predicted SOC from 100% to
95%.

The experimental voltage, current and temperature values used as input variables for this period are shown in Figs. 7,
8 and 9, respectively. Fig. 8 shows the typical pattern of a DST test described in Table 1, where negative current values
mean a cell under discharge and positive values correspond to charge periods.
10
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m

Fig. 4. Observed vs predicted SOC (100% to 0%) using the ABC/GBRT-based model.

Fig. 5. Observed and predicted SOC (100% to 0%) results for the LASSO model.

Table 4
Optimal hyper-parameters for ABC/MLP model.
Parameters Values

#hidden-neurons 13
Learning rate 2.47 × 10−3

Momentum factor 5.15 × 10−1

Activation function Tangent sigmoid

Table 5
Optimal parameter for the LASSO model.
Parameter Optimal Cross validation R2

λ 1.4 × 10−7 0.8173

The absolute errors of the three methods are shown in Fig. 10. SOC errors are kept below 1%, 10% and 17% for ABC/GBRT,
ABC/MLP and LASSO, respectively.

Table 6 compares the predictive techniques for SOC using R2 and r as the most common criteria along with the root
ean squared error (RMSE) and mean absolute error (MAE) as complementary criteria [31,34,35].
Additionally, the comparative relevance of the input variables in this approach is illustrated in Table 7 and Fig. 11.
11
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Fig. 6. Observed vs predicted SOC using the ABC/GBRT-based model (from 100% to 95% of SOC).

Fig. 7. Experimental cell voltage (100% to 95% of SOC).

Fig. 8. Experimental cell current during 100% to 95% of SOC.
12
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Fig. 9. Experimental cell temperature during 100% to 95% of SOC.

Fig. 10. Absolute error of ABC/GBRT, ABC/MLP and LASSO.

Fig. 11. Relative importance of the input operation variables to predict SOC.
13
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Table 6
Comparison of prediction techniques for the SOC estimation.
Technique Coeff. of deter. (R2)/Correl. coef. (r) RMSE MAE

ABC/GBRT 0.9936/0.9968 1.5215 0.8786
ABC/MLP 0.9579/0.9787 7.8662 5.9564
LASSO 0.8173/0.9040 12.2594 10.4735

Table 7
Weights connected to each input
variable in the ABC/GBRT approach.
Input variable Weights

Temperature 0.84561313
Voltage 0.10432028
Current 0.05006659

Hence, according to Table 7 and Fig. 11, the most prominent input variable in SOC prediction in the ABC/GBRT approach
is temperature, followed by voltage and current. In such a situation, the slight increase in temperature during discharge,
associated with the exothermic nature of the discharge chemical reaction, explains the nonlinear relationship between
the input variables and the SOC better than other model variables. In fact, temperature effects inside lithium-ion batteries
play an important role in the proper battery management [64].

The main motivation for using the ABC/GBRT method here is that it is a procedure that combines the outputs of
many weak classifiers to produce a powerful method, capable of reproducing the highly nonlinear behavior of the
battery successfully. The LASSO approach is formulated for generalized linear regression models. Therefore, the higher
the nonlinear behavior of the Li-ion cell, the lower the predictive ability of the LASSO method. The ABC/MLP technique
can tackle nonlinear datasets. However, the existence of local minima in the error function makes training considerably
difficult, since once a minimum is reached, the training stops even if the fixed rate of convergence has not been reached.

In summary, ABC/GBRT maintains the best accuracy, indicating the relatively strong robustness and performance of
ensemble learning models for SOC prediction.

5. Conclusions

The objective of this study was to build a model to estimate the SOC of a power Li-ion cell using three machine learning
techniques: GBRT, MLP and LASSO. The two first were hybridized with ABC to obtain their optimal parameters.

Training data is achieved by subjecting the battery to a special regime known as dynamic stress test (DST) described
by the USABC. This type of test puts the battery through a set of charging and discharging currents related to the actual
current used by an electric vehicle when driving.

Two electric measurements: current and voltage, and cell temperature were the input variables required to obtain the
models. Thus, the developed models require no knowledge of the internal battery parameters to predict the SOC.

First, the GBRT model was developed using ABC to obtain the optimal-parameters of the GBRT model. The combination
of ABC and GBRT replaces the traditional estimation of parameters based on empirical estimation. Furthermore, the
ABC/GBRT approach with the ABC optimizer greatly improves the estimation capacity in comparison to that acquired
only with a GBRT regressor without tuning parameters. The ABC/GBRT-based model was built using Xgboost package and
ABCoptim functions from R software.

The second method for SOC prediction uses a feedforward ANN, Multilayer Perceptron (MLP), likewise combined with
ABC. The ABC/MLP model was built using the ABC code and functions from the Neural Network Toolbox in MATLAB.

The third method was the LASSO regression technique, implemented using Python scikit/learn library package.
The predictive results confirm the enhanced performance of the ABC/GBRT-based model over the other models for SOC

prediction. SOC errors are kept below 1%, 10% and 17% for ABC/GBRT, ABC/MLP and LASSO, respectively. The goodness of
fit was calculated using R2, obtaining values of 0.99, 0.95 and 0.81 for the three methods, respectively.

Furthermore, the related relevance of the input variables was determined in the SOC prediction. Specifically, the input
ariable temperature is proved as the most outstanding in the forecasting of the SOC. Next, this variable is followed in
mportance to estimate SOC by the voltage and current variables.

To sum up, this approach can be employed in distinct types of batteries satisfactorily. However, it is essential to keep
n mind the specificities of each battery and the experimental surroundings. Thus, the ABC/GBRT model is a good response
o the subject of SOC prediction.

ata availability

Data will be made available on request.
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