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Abstract: The goal of this paper is to explore proposals coming from different EU-RFCS
research funded projects, in such a way that cybersecurity inside the steel industry can be
increased from the Operational Technology area, with the current level of adopted Information
Technology solutions. The dissemination project ControlInSteel has reviewed different projects
with different strategies, including ideas to be developed inside the AutoSurveillance project.
An advanced control process strategy is considered and cloud based solutions are the main
analysed alternatives. The different steps in the model lifecycle are considered where different
cloud configurations provide different solutions. Advanced techniques such as UMAP projection
are proposed to be used as detectors for anomalous behaviour in the continuous development /
continuous implementation strategy, suitable for integration in processing workflows
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1. INTRODUCTION

Productivity in modern metals plants and processes de-
pends on sophisticated computer-controlled automation
systems that have become powerful, and ubiquitous. It is
part of the the Internet of Things (IoT) revolution.

Innovation focused the roadmap toward different objec-
tives, such as producing clean steel, but also Carbon-
lean steel-making routes (Sahai, 2016; Quader et al., 2016;
Draxler et al., 2020). Enabling technologies have been
identified (Rechberger et al., 2020; Souza Filho et al.,
2021) involving hydrogen usage but also digitalization
techniques (Rieger et al., 2020). A good review for steel
related challenges can be found at Branca et al. (2020);
Hallin et al. (2022).

Progress is often accompanied by unintended conse-
quences. In the case of automation, the computers that
make production smarter also make it more vulnerable
to external interference. Metals, chemicals and electronics
industries are fast becoming prone to cybersecurity risks
as investments in manufacturing systems that incorporate
connected devices increase. Manufacturers have become
more vulnerable to cyberattacks after shifting to Cloud

* RFCS funded ControllnSteel project.

infrastructure and services; since 2017, there have been
approximately 382 new vulnerabilities, and additionally,
the crackers have had the tendency of exploring ad tar-
geting vulnerabilities before the security research team
and responsible software vendors realise their presence.
Increased digital connectivity means manufacturers face
threats from various quarters, they said. Undoubtedly, the
latest well known electronic attacks have indicated the
losses that are likely to happen as ICT and security as
a field widens. Denial of Service (DoS) attacks, phishing
attacks, backdoors, Zero-Day exploits, and technical flaws
are just a few examples of electronic attacks that make it
easier for malicious people to exploit these vulnerabilities.

Particular attention must be paid to control processes,
because using the “cloud” is not something that is nor-
mally considered for process control, but the situation is
slightly different when using advanced process control. It
uses predictive models of a process to generate set-points
and control moves that are better than those generated by
typical PID algorithms. Advantages are usually used where
responses are nonlinear or even discontinuous and where
multiple process values can be required to generate the
correct control move. Implementing the Advanced Process
Control strategy usually involves three steps: building the
model, validating the model using data from a running
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system, and executing the model to generate set-points
and control moves (Goldin et al., 2017).

Model building is suitable for building from first principles,
allowing to use knowledge of the processes to construct
mathematical models, accounting for all required product
quality attributes and all possible process parameters
needed to achieve the attribute targets. Even something
as simple as a blending operation may require so much
physical modelling as to make it impractical for general
use. In these cases, you can use pattern analysis tools
to discover the mathematical relationships between the
process parameters and the quality attributes to develop
an empirical model. A cloud-based solution may be a
system as a service (SAAS), in which the cloud service
vendor provides an operating system environment that
runs your application. Another option is a platform as a
service (PAAS), in which the cloud service vendor provides
a bare-bones machine that you load with your operating
system and application. A third option is an application
as a service (AAAS), in which the cloud service vendor
provides a full application and the environment. Any one
of these options should provide a lower cost solution than
locally hosting and maintaining an application that you
will use only rarely (Ilin et al., 2019).

Model execution is implemented in real-time control sys-
tems and, although in former times was not suitable for
moving to the cloud, this situation has changed dramati-
cally. Cloud response times are variable but, together with
accessibility improved in recent times, so this is now an
environment for any real-time control. Model execution
is often performed within a distributed control system
(DCS), programmable logic controller (PLC), or an at-
tached PC. Most DCS vendors provide APC elements in
their control systems, but these are usually just model
execution blocks that assume you have already created
and validated the APC model (Jeon et al., 2020).

Cybersecurity is defined as the body of technologies, prac-
tices, and processes that are made to help in protecting the
networks, devices, data, and programs from any form of
attacks, unauthorised access, or damages (Alhayani et al.,
2021). Cybersecurity is frequently associated to informa-
tion technology (IT) security. However, spending efforts
from the design phase of Operational Technologies (OT)
helps to reduce the overall effort and complexity during
the life-cycle of OT systems (ISA/IEC 62443) (Li et al.,
2019; Isaksson et al., 2018). The ISA/IEC 62443 is one
of the standard series addresses the Security of Industrial
Automation and Control Systems (IACS) throughout their
life-cycle. Unfortunately, there are many systems in opera-
tion for which their design has not considered the potential
vulnerabilities derived from their complexity.

With Industry 4.0, machinery, electrical equipment, and
contemporary Information Technology (IT) systems are
intelligently networked to improve productivity through-
out value creation chains while also enabling processes to
be optimised. Niirk (2019) explained how steel industry
could benefit from the application of lean manufactur-
ing. Some other authors have suggested that some lean
principles are probably inapplicable or partially applica-
ble while others are applicable. They suggested that 5S,
visual systems, and value stream mapping are applicable
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Fig. 1. Architecture based on the Purdue Model for ICS.
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Fig. 2. Structural design compatible with the Purdue
model.

in steel industry, while set up time reduction, production
leveling, total productive maintenance, and just-in-time
are partially applicable (Goshime et al., 2018; Hansen and
Bogh, 2021; Branca et al., 2020).

After reviewing several research projects in the context
of the ControllnSteel dissemination project, it becomes
clear that many of the created models for forecasting
can be useful for estimating bias between expectations
and measured values. Unlike earlier analytical attempts
to find more effective model representations, combination
of methods that only relies on data generated by complex,
process-based models (Ordieres-Meré et al., 2010).

The ambition of this paper is to bring some hints at
the design phase of the OT architecture, allowing to
combine the two main use cases involved. Process mon-
itoring /forecasting and process stability or failure/attack
detection.

The main research question is what architecture can be
flexible enough to foster the identification of failures /
attacks at process level in such a way that can become
useful to complement the IT solutions? Indeed, flexibil-
ity to accommodate new technologies such as quantum
computing and Distributed ledger technologies will be also
considered.

2. PROPOSED ARCHITECTURE(S) DEPENDING
ON THE USE CASE.

The main hypothesis considers the design to be compati-
ble with cloud infrastructure, whereas it is assumed that
existing configuration involving just local components is
present. Therefore, an adaptation from the Purdue model
(see Fig. 1) was adopted, combining the physical layer in-
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Fig. 3. NiFi approach for Minio based data capture.
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Fig. 4. NiFi workflow defining the ingestion procedure.

volving Sensors and actuators with the Real Time Control
layer where PLCs and Scada systems are located in the
local infrastructure. Alternatives enabling hybrid Super-
visory Process Control accommodating the existing local
configuration but allowing an on-Cloud based extension
exists and some of them are presented in Fig. 2.

In Fig. 2 different mechanisms to feed data to Cloud have
been considered, including synchronous alternatives based
on JMS, AMQP, MQTT or Kafka producers (Hugo et al.,
2020), but also S3 storage of a set of records through Minio
S3 compatible (Naranjo et al., 2021).

Such hybrid configuration becomes rather suitable for
these Cibersecurity additional applications, since they al-
low to keep the originally defined functionality untouched,
and the extra monitoring actions are going to be handled
from a complementary perspective (see Fig. 3).

3. ON CLOUD DATA PROCESSING STRATEGY.

Recent advances in cloud technologies and on-demand net-
work circuits have created an unprecedented opportunity
to enable complex scientific workflow applications to run
on dynamic, networked cloud infrastructure. However, it
is challenging to reliably execute workflows on distributed
clouds because performance anomalies and faults are fre-
quent in these systems (Gaikwad et al., 2016; Naqvi et al.,
2017). To operate in such environments an IoT compat-
ible database, namely InfluxDB was selected (Nasar and

Fig. 5. Conceptual model supporting different processing
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Fig. 6. Subprocess for time consistency analysis between
process units.

Fig. 7. Time series for material processing in different
process units.

Kausar, 2019). It has an agent named Telegraf able to
inject data-flows from frequent brokers (Rattanatamrong
et al., 2020), but also it allows an specific client lan-
guage, InfluxQL, to insert properly time-series oriented
data flows (Chang et al., 2017). This is the proposed
strategy to process inputs from batch data sources, where
NiF1i solutions have been implemented (Badii et al., 2020)
for flow management as presented in Fig. 4.

Having established the process data ingestion, another
significant aspect is to provide consistence between the
different processing units along the process (see Fig. 5 and
Fig. 6). Then, analysis at process unit level and product
level can be carried out.

Process semantic is defined by the sequence of the process
units, the digital signal linked to material presence at such
unit, process variables related to the process units, and
the distance between units. Such information, although
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relevant is not too much invasive and it will be a signifi-
cant advantage when these supervisory strategy is under
consideration, because it does not require an intensive
description of the existing relationships or process unit
characteristics. Consistency between process units can be
verified by using tools able to query directly InfluxDB
time-series database and present the evolution visually
(Kindratenko et al., 2020), such as the Grafana dashboard
presented at Fig. 7.

The consistency check for time passing through each
process unit and identifying the next time arrival to
the next process unit is the first step in the process.
In this way, lasting periods per process unit can be
estimated, and elapsed time between process units can be
also measured. The analysis of the consistency enables to
identify activation of sensor of material presence when due
to spurious causes, but it helps to estimate mean duration,
as well as standard deviations. From such figures, singular
disruptions for delays, etc., can be identified.

Based on the previous step, specific analysis for variable
trend when active in processing material can be carried
out to identify regular processing from anomalous one.
The major issue is because the intrinsic multidimensional
characteristics requires extra processing for reducing its
dimension. Dimension reduction plays an important role
in data science, being a fundamental technique in both
visualisation and as pre-processing for machine learning.
Dimension reduction techniques are being applied in a
broadening range of fields and on ever increasing sizes
of data-sets. Because of the significant amount of data
and high number of equipment is desirable to have an
algorithm that is both scalable to massive data and able
to cope with the diversity of data available. Dimension
reduction algorithms tend to fall into two categories;
those that seek to preserve the pairwise distance structure
amongst all the data samples and those that over-weights
the preservation of local distances over global distance.
For this work the Uniform Manifold Approximation and
Projection (UMAP) technique will be adopted (Becht
et al., 2019).

UMAP is an algorithm to find a representation of a given
dataset D in R in a lower-dimensional space R™. The
process datapoints are being drawn from some Riemannian
manifold M, then mapped into R by some embedding
¢ : M — RY. The ambition of UMAP technique is to
reconstruct M in a lower dimension space R™. To do
this, we assume that D is uniformly drawn from M and
approximates it well, which does not imply that parts
of M might be stretched out or compressed under the
embedding into R, Tt is also assumed that M is locally
connected with enough datapoints in D, where the metric
is locally constant. As we have assumed our data is
uniformly distributed on M , any ball of a fixed volume
R on M should contain the same number of datapoints.
Working backwards, let Ni(z) be the ball in RY around
a datapoint x that contains its k nearest neighbours in
RY (with respect to the distance in R ). Then for any
datapoint x;, consider the neighbourhood of M that is sent
to Ny (z) in R, This ball should have the same volume as
if we followed the same procedure for any other datapoint
x; . For k small enough, we can approximate distances in
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M from z; to one of its k nearest neighbours x; as follows.
Fix k as a hyperparameter, and write {x;1,- -, x; } for the
k nearest neighbours of x;. Then, we can derive that the
distance in M from z; to x; is approximately %idRN (@i, %),
where r; is the distance to the kth nearest neighbour of x;.
To smooth this value, and reduce the impact of happening
to have the kth nearest neighbour be very far away while
the (k - 1)th nearest neighbours are clustered close to z;,
we take r; to be the value such that

T = loga(h) 1)

The distance we get from x; to x; using this method
will in general be different to that from z; to z;, as
r; 7 r;. Therefore, it is needed a technique for combining
a family of locally-defined finite metric spaces to get a
global structure, where we have some idea of uncertainty
on the metric spaces. For this, we will use fuzzy simplicial
sets. A simplicial complex describes a topological space9
in a combinatorial way. A (geometric) n-simplex is the
convex hull spanned by a set of n 4+ 1 linearly independent
vertices {xg, -+ ,z,} in Euclidean space. The convex hull
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spanned by a n-vertex subset of the {z;} is itself an (n - 1)-
dimensional simplex. We call this a face of the n-simplex.

Let E be a low-dimensional representation of our dataset
D in R™, for m | N . To evaluate how good E is as
a representation of D, we compare the fuzzy simplicial
set X constructed from D to one constructed from E. In
constructing a fuzzy simplicial set Y from E, note that
we already know the metric of the underlying manifold as
it is R™ itself. Consider the sets of edges in X and Y as
fuzzy sets. Note that they have the same underlying set of
elements, which is all edges whose vertices are labelled by
elements of D, and differ only in the membership strength
of the simplices. We define the cross-entropy C of two fuzzy
sets with the same underlying elements set, (A4, ) and
(A,v).

O (4,) = X (o) -log £+

a€A (2)

(1 - u(a) - zog<m>

Then optimise the embedding using stochastic gradient
descent becomes applicable. Note that X and Y contain
many simplices of high dimension. For reasons of compu-
tational cost, the implementation of UMAP only looks at
the cross-entropy of the one-dimensional simplices in X
and Y.

In Fig. 8 the one day projection for descaler equipment is
presented, where inter-distance in local Riemann manifold
is preserved. Once the distribution of data is established,
new coming data can be regularly projected and distance
between current status and previous ones, looking for sim-
ilar behaviours (see Fig. 9a). In similar way, when a DDoS
(Distributed DoS) attack is observed, the situation is pre-
sented in Fig. 9b. By comparing projections on different
days it is possible to realise how UMAP projection is rather
stable (out of space rotations) (see Fig. 8 and Fig. 9 which
make possible to use previous days behaviours as reference
to analyse the behaviour of the current process, item over
item. Therefore, DoS attack blocking the activity of the
PLCs appears as all the porjection collapsed in a single
point, while a man in the middle will make the points to
shift far away from the previous day references. In this way,
the combination of local deployment of controllers able
to handle whatever heavy real time constraint combined
with a connected cloud service running a fully scalable
and elastic workflow service, providing global overview
for the process, either at plant or facility levels will give
the manufacturer a powerful but yet confident context for
both security issue detection but also process anomaly
identification in almost real time, which reduces a lot the
reaction time. It opens also the floor to consider physical
twin behaviours as an industry can have several lines or
plant doing a similar job, where intercomparison is a must.

4. CONCLUSION

In this work a cloud oriented architecture has been pro-
posed, including the description of different ingestion
routes as well as the storage and processing of the data,
based on continuous sequence data flow. The processing

flows attend both to the data processing and maintenance
of suitable projections. Therefore, regular projections as
per equipment and product behaviours have been im-
plemented through the UMAP projector, which can be
implemented either CPU based or GPU based hardware.
Significant events are delivered asynchronously to the rel-
evant processes and users.

In addition, this the proposed method, which combines
local and cloud resources to extend the perspective of the
production, not just based on the single sensor values, but
considering wider time windows and several sensors either
related to the same plant or to several connected plants.
Indeed, the concept can be extended to the product level
and deriving the landmark of the variables related to the
manufacturing of a single product. The good thing is also
that the method involves projectors that, when trained,
are very fast and responsive. On the cloud, retraining of
projectors can be carried out in parallel with the normal
flow activities, which makes the solution perfectly valid.

This work has had benefits to compare different mech-
anisms proposed by different RFCS funded research
projects through out the ControllnSteel initiative, which
helped in contributing to propose a seamless adoption
for cloud based processing initiative. Combinations with
different types of workflow can be easily derived in such a
way that they contribute to the value creation for the steel
industry. Application areas can be extended further away
than cybersecurity and cover accountability for product
specific green steel initiative, among several others.

ACKNOWLEDGEMENTS

The research described in the present paper has been
developed within the project entitled “Dissemination and
valorisation of RFCS-results in the field of “Advanced
Automation and Control Solutions in Downstream Steel
Processes (ControllnSteel)” (G.A. No 899208), and within
the project ”Automatic surveillance of hot rolling area
against intentional attacks and faults (AutoSurveillance)”
(G.A. No 847202) which have been funded by Research
Fund for Coal and Steel (RFCS) of the European Union
(EU). The sole responsibility of the issues treated in
the present paper lies with the authors; the Commission
is not responsible for any use that may be made of
the information contained therein. The authors wish to
acknowledge with thanks the EU for the opportunity
granted that has made possible the development of the
present work. The authors also wish to thank all partners
of the project for their support and the fruitful discussion
that led to successful completion of the present work.

REFERENCES

Alhayani, B., Abbas, S.T., Khutar, D.Z., and Mohammed,
H.J. (2021). Best ways computation intelligent of face
cyber attacks. Materials Today: Proceedings.

Badii, C., Bellini, P., Cenni, D., Mitolo, N., Nesi, P.,
Pantaleo, G., and Soderi, M. (2020). Industry 4.0 syn-
optics controlled by iot applications in node-red. In
2020 International Conferences on Internet of Things
(iThings) and IEEE Green Computing and Commu-
nications (GreenCom) and IEEE Cyber, Physical and
Social Computing (CPSCom) and IEEE Smart Data



288 Joaquin Ordieres-Meré et al. / IFAC PapersOnLine 55-40 (2022) 283-288

(SmartData) and IEEE Congress on Cybermatics (Cy-
bermatics), 54-61. IEEE.

Becht, E., Mclnnes, L., Healy, J., Dutertre, C.A., Kwok,
ILW., Ng, L.G., Ginhoux, F., and Newell, E-W. (2019).
Dimensionality reduction for visualizing single-cell data
using umap. Nature biotechnology, 37(1), 38—44.

Branca, T.A., Fornai, B., Colla, V., Murri, M.M., Streppa,
E., and Schroder, A.J. (2020). The challenge of digital-
ization in the steel sector. Metals, 10(2), 288.

Chang, C.C., Yang, S.R., Yeh, E.H., Lin, P., and Jeng, J.Y.
(2017). A kubernetes-based monitoring platform for
dynamic cloud resource provisioning. In GLOBECOM
2017-2017 IEEE Global Communications Conference,
1-6. IEEE.

Draxler, M., Schenk, J., Biirgler, T., and Sormann, A.
(2020). The steel industry in the european union on
the crossroad to carbon lean production—status, initia-
tives and challenges. BHM Berg-und Hittenmdannische
Monatshefte, 165(5), 221-226.

Gaikwad, P., Mandal, A., Ruth, P., Juve, G., Krdl,
D., and Deelman, E. (2016). Anomaly detection for
scientific workflow applications on networked clouds.
In 2016 International Conference on High Perfor-
mance Computing Simulation (HPCS), 645-652. doi:
10.1109/HPCSim.2016.7568396.

Goldin, E., Feldman, D., Georgoulas, G., Castano, M.,
and Nikolakopoulos, G. (2017). Cloud computing for
big data analytics in the process control industry. In
2017 25th Mediterranean Conference on Control and
Automation (MED), 1373-1378. IEEE.

Goshime, Y., Kitaw, D., and Jilcha, K. (2018). Lean
manufacturing as a vehicle for improving productivity
and customer satisfaction: A literature review on metals
and engineering industries. International Journal of
Lean Siz Sigma.

Hallin, A., Lindell, E., Jonsson, B., and Uhlin, A. (2022).
Digital transformation and power relations. interpre-
tative repertoires of digitalization in the swedish steel
industry. Scandinavian Journal of Management, 38(1),
101183.

Hansen, E.B. and Bggh, S. (2021). Artificial intelligence
and internet of things in small and medium-sized enter-
prises: A survey. Journal of Manufacturing Systems, 58,
362-372.

Hugo, A., Morin, B., and Svantorp, K. (2020). Bridging
mqtt and kafka to support c-its: A feasibility study.
In 2020 21st IEEE International Conference on Mobile
Data Management (MDM), 371-376. IEEE.

Tlin, 1., Levina, A., Borremans, A., and Kalyazina, S.
(2019). Enterprise architecture modeling in digital
transformation era. In Energy Management of Munic-
ipal Transportation Facilities and Transport, 124-142.
Springer.

Isaksson, A.J., Harjunkoski, I., and Sand, G. (2018). The
impact of digitalization on the future of control and
operations. Computers & Chemical Engineering, 114,
122-129.

Jeon, B., Yoon, J.S., Um, J., and Suh, S.H. (2020).
The architecture development of industry 4.0 compliant
smart machine tool system (smts). Journal of Intelligent
Manufacturing, 31(8), 1837-1859.

Kindratenko, V., Mu, D., Zhan,
Hashemi, S.H., Rabe, B., Xu,

Y., Maloney, J.,
K., Campbell, R.,

Peng, J., and Gropp, W. (2020). Hal: Com-
puter system for scalable deep learning. In Prac-
tice and Ezperience in Advanced Research Comput-
ing, 41-48. ACM. doi:10.1145/3311790.3396649. URL
https://doi.org/10.1145/3311790.3396649.

Li, W., Lemieux, Y., Gao, J., Zhao, Z., and Han, Y.
(2019). Service mesh: Challenges, state of the art, and
future research opportunities. In 2019 IEEE Interna-
tional Conference on Service-Oriented System Engineer-
ing (SOSE), 122-1225. IEEE.

Naqvi, S.N.Z., Yfantidou, S., and Zimanyi, E. (2017).
Time series databases and influxdb. Studienarbeit,
Université Libre de Bruzxelles, 12.

Naranjo, D.M., Risco, S., Molt, G., and Blanquer, I.
(2021). A serverless gateway for event-driven machine
learning inference in multiple clouds. Concurrency and
Computation: Practice and Experience, e6728.

Nasar, M. and Kausar, M.A. (2019). Suitability of influxdb
database for iot applications. International Journal
of Innovative Technology and Exploring Engineering,
8(10), 1850-1857.

Niirk, J. (2019). Smart information system capabilities of
digital supply chain business models. European Journal
of Business Science and Technology, 5(2), 143-184.

Ordieres-Meré, J., Martinez-de Pisén-Ascacibar, F.,
Gonzélez-Marcos, A., and Ortiz-Marcos, I. (2010). Com-
parison of models created for the prediction of the me-
chanical properties of galvanized steel coils. Journal of
Intelligent manufacturing, 21(4), 403-421.

Quader, M.A., Ahmed, S., Dawal, S., and Nukman, Y.
(2016). Present needs, recent progress and future trends
of energy-efficient ultra-low carbon dioxide (co2) steel-
making (ulcos) program. Renewable and Sustainable
Energy Reviews, 55, 537-549.

Rattanatamrong, P., Boonpalit, Y., Suwanjinda, S., Mang-
meesap, A., Subraties, K., Daneshmand, V., Smallen,
S., and Haga, J. (2020). Overhead study of telegraf as a
real-time monitoring agent. In 2020 17th International
Joint Conference on Computer Science and Software
Engineering (JCSSE), 42-46. IEEE.

Rechberger, K., Spanlang, A., Sasiain Conde, A.
Wolfmeir, H., and Harris, C. (2020). Green hydrogen-
based direct reduction for low-carbon steelmaking. steel
research international, 91(11), 2000110.

Rieger, J., Schenk, J., Buergler, T., Kofler, I., Schatzl, M.,
and Huemer, G. (2020). K1l-met—a success story since
almost 20 years. steel research international, 91(12),
2000233.

Sahai, Y. (2016). Tundish technology for casting clean
steel: a review. Metallurgical and Materials Transactions
B, 47(4), 2095-2106.

Souza Filho, I.R., Ma, Y., Kulse, M., Ponge, D., Gault,
B., Springer, H., and Raabe, D. (2021). Sustainable steel
through hydrogen plasma reduction of iron ore: Process,
kinetics, microstructure, chemistry. Acta Materialia,
213, 116971.



