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#### Abstract

We examine the far-IR properties of a sample of 5391 optically selected QSOs in the $0.5<z<2.65$ redshift range down to $\log \left[\nu L_{\nu, 2500}(\mathrm{erg} / \mathrm{s})\right]>44.7$, using SPIRE data from Herschel-ATLAS. We split the sample in a grid of 74 luminosity-redshift bins and compute the average optical-infrared spectral energy distribution (SED) in each bin. By normalising an intrinsic AGN template to the AGN optical power (at $5100 \AA$ ) we decompose the total infrared emission ( $L_{\mathrm{IR}} ; 8-1000 \mu \mathrm{~m}$ ) into an AGN ( $L_{\mathrm{IR}, \mathrm{AGN}}$ ) and star-forming component $\left(L_{\mathrm{IR}, \mathrm{SF}}\right)$. We find that the AGN contribution to $L_{\mathrm{IR}}$ increases as a function of AGN power which manifests as a reduction of the 'far-IR bump' in the average QSO SEDs. We note that $L_{\mathrm{IR}, \mathrm{SF}}$ does not correlate with AGN power; the mean star formation rates (SFRs) of AGN host galaxies are a function of redshift only and they range from $\sim 6 \mathrm{M}_{\odot} / \mathrm{yr}$ at $z \sim 0$ to a plateau of $\lesssim 200 \mathrm{M}_{\odot} / \mathrm{yr}$ at $z \sim 2.6$. Our results indicate that the accuracy of far-IR emission as a proxy for SFR decreases with increasing AGN luminosity. We show that, at any given redshift, observed trends between infrared luminosity (whether monochromatic or total) and AGN power (in the optical or X-rays) can be explained by a simple model which is the sum of two components: (A) the infrared emission from star-formation, uncorrelated with AGN power and (B) the infrared emission from AGN, directly proportional to AGN power in the optical or X-rays.
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## 1 INTRODUCTION

Several observed phenomena and physical conditions point towards a connection between nuclear activity and star formation over the history of both stellar and black hole mass build-up. For example, the peak of QSO activity and the peak of star formation are broadly coincident at $1<z<3$ (e.g. Boyle \& Terlevich 1998). Moreover there is an observed relationship between the mass of the central black hole (BH) and the mass of the host galaxy bulge or stellar velocity dispersion ( $\sigma$ ), often referred to as the ' $M-\sigma$ relation' (e.g. Magorrian et al. 1998, Ferrarese \& Merritt 2000, Gebhardt et al. 2000). Such observations have given rise to the idea that there should be a connection between star-formation rate and AGN accretion rate, particularly because they are thought to draw from the same reservoir of fuel. Numerous studies have looked for this link, but the results have not converged. For example some studies appear to show that the AGN accretion rate correlates with star formation rate (SFR; e.g. Bonfield et al. 2011; Rovilos et al. 2012; Chen et al. 2013; Hickox et al. 2014; Harris et al. 2016), whereas others report that there is no correlation at low AGN luminosities but there is one at high AGN luminosities (e.g. Shao et al. 2010; Rosario et al. 2012, 2013; Kalfountzou et al. 2012; Stanley et al. 2017). Other studies report that the two quantities are not correlated (e.g. Rawlings et al. 2013; Azadi et al. 2015; Stanley et al. 2015; Pitchford et al. 2016; Schulze et al. 2019; Bianchini et al. 2019). Complicating the extraction of correlations between nuclear luminosity and star-formation are the lack of sufficient spatial resolution, but also a number of underlying relations between stellar mass, black hole mass, SFR and AGN luminosity, as well as AGN variability (e.g. Hickox et al. 2014).

Another issue affecting the determination of a correlation between accretion and star formation is the difficulty in identifying an observational window that is either dominated by one of the two processes, or where the contribution of flux from each process can be accurately disentangled. For unobscured, luminous QSOs, optical and ultraviolet (UV) wavelengths provide a nearly uncontaminated measure of BH accretion, as the QSO outshines the host galaxy by orders of magnitude. On the other hand, at longer wavelengths, emission from processes within the host galaxy becomes increasingly important. While at mid-infrared (MIR) wavelengths, emission is dominated by hot dust within the AGN torus (e.g. Osterbrock \& Ferland 2006; Rodriguez-Ardila \& Mazzalay 2006), the primary cause for emission at far-infrared (FIR) wavelengths ( $>60 \mu \mathrm{~m}$ ) has been the subject of much debate. Due to the perceived confinement of the AGN emission to the immediate nuclear environment, it is often assumed that star formation is the primary source of heating for cool dust, with little contamination from the AGN at $\lambda>100 \mu \mathrm{~m}$. Although this view is widespread, its validity has always been questioned. Sanders et al. (1989) was amongst the first to do so, concluding that AGN must contribute to dust heating over kiloparsec (kpc) scales. More recently, Symeonidis et al. (2016; hereafter S16) examined this idea in more detail, using a sample of nearby QSOs to derive an intrinsic average AGN SED from the optical to the submm. S16 showed that powerful AGN can be responsible for most of the FIR emission in the bolometric energy output of QSOs, implying that they can potentially heat dust at kpc

Table 1. Numbers of QSOs from each survey contributing to the sample in the $0.5<z<2.6$ range. Objects detected in FIRST are removed.

| Survey | Number | $0.5<z<2.65$ |
| :--- | ---: | ---: |
| DR10 | 3182 | 2249 |
| DR7 | 1327 | 1314 |
| 2SLAQ | 1393 | 1384 |
| 2QZ | 1371 | 1360 |
| KX | 60 | 53 |
| Total | 7333 | 6360 |



Figure 1. The flux density distribution in the three SPIRE bands for the parent sample of QSOs; we remind the reader that we extract a SPIRE measurements for all QSOs (see section 2)
scales. Based on these results, Symeonidis (2017; hereafter S17) subsequently reported that the infrared spectral energy distributions (SEDs) of the most powerful QSOs are entirely AGN-dominated without the need of a star-formation component to explain any part of their energetic output, noting that the star-formation rates (SFRs) of these sources cannot be estimated reliably through broadband photometry alone. These results suggested that the FIR is not an unequivocal tracer of the SFR and that in sources with powerful AGN it is primarily indicative of AGN power.

With the aim of investigating the putative relationship between star formation and nuclear activity, we have assembled a large sample of optically-selected QSOs at $z<3$, spanning more than two orders of magnitude in accretion luminosity, with associated observations in the FIR. Our work differs from most other works in that we do not assume apriori that the FIR emission is predominantly powered by star-formation. The QSO sample and multi-wavelength data are described in Section 2 We describe how we determine the relative contributions to the FIR flux from the AGN and from the host in Section 3, and the results are presented in Section 4 Discussion and conclusions are presented in Sections 5and 6. Concordance cosmology with $H_{0}=70 \mathrm{~km} \mathrm{~s}^{-1}$ $\mathrm{Mpc}^{-1}, \Omega_{\mathrm{M}}=0.3, \Omega_{\Lambda}=0.7$ is assumed.

## 2 SAMPLE SELECTION

The FIR photometry for the current work is from the Hersche Space Observatory (Pilbratt et al. 2010), specifically the Herschel Astrophysical Terahertz Large Area Survey (H-ATLAS, Eales et al. 2010), data release 1 (DR1). DR1 (Valiante et al. 2016) covers $\sim 162 \mathrm{deg}^{2}$ on three equatorial fields centred on $\mathrm{RA}=9,12$, and 15 h , which have extensive multiwavelength ancillary data and are also covered by the GAMA survey (Driver et al. 2009).

Within the area covered by the aforementioned HATLAS fields, we obtain QSOs from the following surveys: the Sloan Digital Sky Survey (SDSS, York et al. 2000) Data Release 7 (DR7, Schneider et al. 2010) and Data Release 10 (DR10, Pâris et al. 2014) catalogues, the 2dF SDSS LRG and QSO survey (2SLAQ, Croom et al. 2009) and the 2dF QSO Redshift Survey (2QZ, Croom et al. 2004), all of which are by selection unobscured (i.e. broad lines or blue-bump; see the individual surveys for details). In addition to these large surveys, we add unobscured QSOs selected in the NIR $K$-band by the KX selection (KX QSOs, see Maddox et al. 2012 for a description of the selection technique).

For objects common to more than one survey, the order of preference in selecting them for our sample is SDSS DR10, SDSS DR7, 2SLAQ, 2dF, and KX. Note that the optical selection which results in a sample consisting solely of unobscured QSOs enables a direct and robust measure of the AGN power. Although by definition we are selecting against optically-obscured sources, this does not present a bias regarding the FIR: there is no evidence of a difference between the FIR-derived properties of type 1 and type 2 AGN (e.g. Rovilos et al. 2012; Suh et al. 2019, Zou et al. 2019) and as a result, we expect our results to be applicable to all AGN.

We extract the 250,350 and $500 \mu \mathrm{~m}$ SPIRE (Griffin et al. 2010) flux densities at the pixel containing the optical position of each QSO, using the mean-subtracted SPIRE maps processed by the Herschel Extragalactic Legacy Project (HELP, Oliver et al. in prep; see also Shirley et al. 2019) $\sqrt{2}$. We double check that the mean of the maps is indeed zero by averaging random positions on the map. Note that this method of measuring flux at the central pixel reduces the effects of clustering on the measured flux of QSOs, compared to fitting a full PSF, with the flux boosting due to clustering effects estimated to be of the order of 8 per cent at $250 \mu \mathrm{~m}$ (e.g. Béthermin et al. 2012). The distribution in flux density is shown in Fig. 1 Across all 3 H-ATLAS fields we calculate the standard deviation of the distribution in pixel values to be $9.7,9.2$ and 9.2 mJy at 250,350 and $500 \mu \mathrm{~m}$ respectively, corresponding to a QSO $3 \sigma$ detection rate of 7,7 and 3 per cent.

The combination of surveys results in a large dynamic range in luminosity and redshift, and potential biases regarding the amalgamation of the different surveys are dis-
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Figure 2. Our sample of QSOs in $\log \nu L_{\nu, 2500}$ - redshift space. The grid indicates our binning in 0.2 dex in both $L$ and $z$, whereas the numbers correspond to the bin number ( 74 bins in total). Only bins with 15 sources or more are used in our analysis. There is a lower redshift cut of $\mathrm{z}=0.5$ and a lower luminosity cut of $\log \left[\nu L_{\nu, 2500}(\mathrm{erg} / \mathrm{s})\right]=44.7$ in order to exclude sources where the host galaxy contributes to the optical/near-IR photometry. There is also an upper redshift cut of $z=2.65$ to ensure that rest-frame $2500 \AA$ falls within the SDSS photometric bands. Our final sample consists of 5391 objects.
cussed in section 4.1 QSOs with a counterpart in the Faint Images of the Radio Sky at Twenty-centimeters survey (FIRST, Becker et al. 1995) are excluded, to avoid contamination of the FIR from synchrotron emission. We supplement the SDSS photometry (ugriz) with NIR YJHK photometry from either the UKIRT Infrared Deep Sky Survey (UKIDSS) Large Area Survey (LAS, Lawrence et al. 2007) or the Visible and Infrared Survey Telescope for Astronomy (VISTA) Kilo-degree Infrared Galaxy Survey (VIKING), using the Wide Field Camera (WFCAM) Science Archive (WSA, Hambly et al. 2008) and VISTA Science Archive (VSA, Cross et al. 2012) cross-matching the data within a 1 arcsec radius. Furthermore, we cross-match our sample to the WISE (Wright et al. 2010) database within 1 arcsec, retrieving photometry at $3.4,4.6,12$, and $22 \mu \mathrm{~m}$.

We restrict the full sample of QSOs to objects in the $0.5 \leqslant z \leqslant 2.65$ range so that rest-frame $2500 \AA$ falls within the SDSS photometric bands. Choosing $2500 \AA$ allows us to probe within the maximum of QSO emission while excluding only a small amount of sources from our final sample. For each object in that redshift range we subsequently calculate their $K$-corrected rest-frame $2500 \AA$ luminosity $\left(\nu L_{\nu, 2500}\right)$ by linearly interpolating the SDSS bands. We also calculate the rest-frame $K$-corrected $5100 \AA$ luminosity ( $\nu L_{\nu, 5100}$ ) for each source, by interpolating all available optical/near-IR data. For the sources for which $5100 \AA$ (rest frame) falls outside
the wavelength range covered by the available data we use the median SDSS QSO SED from Vanden Berk et al. (2001) to convert from $2500 \AA$ to $5100 \AA$. The number of objects from each survey contributing our QSO sample is listed in Table 1

We partition the $L-z$ plane into bins of 0.2 in $z$ and 0.2 in $\log \nu L_{\nu, 2500}$, as shown in Fig. 2. Only bins with 15 sources or more are used in our analysis. Finally we restrict our work to QSOs with $\log \left[\nu L_{\nu, 2500}(\mathrm{erg} / \mathrm{s})\right]>44.7$ in order to exclude sources where the host galaxy contributes to the optical/near-IR photometry, which we find to be the case when examining the optical/NIR SEDs of lower luminosity sources. Our final sample consists of 5391 sources.

## 3 SED DECOMPOSITION

For each $L-z$ bin (Fig. 2), we have the average $\nu L_{\nu, 2500}$ and $\nu L_{\nu, 5100}$ (see section 2), and the average 250, 350 and $500 \mu \mathrm{~m}$ luminosity. The averages in the SPIRE bands are straight-forward, since, as stated in section 2, all sources have a measurement in all SPIRE bands. Individual luminosities are computed at the redshift of each source. We calculate the 68 per cent confidence intervals on the average SPIRE luminosities in each bin, by bootstrapping with 5000 iterations.

If all sources in any given $L-z$ bin, are also detected in any of the 13 optical/NIR/MIR bands ( $u, g, r, i, z$, $Y, J, H, K$, W1, W2, W3, W4), we subsequently compute the average luminosity in that band, in order to supplement our mean SED in that bin. This serves only as a consistency check when building the sources' SEDs (see Appendix A for the SEDs) and hence the incompleteness of data in these bands does not affect our results.

The AGN contribution to the average emission of sources in each bin is represented by the intrinsic AGN SED from S16. We acknowledge that there has been some controversy regarding the S16 SED (Lyu \& Rieke 2017; Lani, Netzer \& Lutz 2017; Stanley et al. 2018; Schulze et al. 2019; Xu et al. 2020) and thus refer the reader to Symeonidis (2022; hereafter S22) where this is addressed. The S16 SED represents the average optical-submm broadband emission from AGN and was derived using a sample of optically luminous $\left(\nu L_{\nu 5100}>10^{43.5} \mathrm{erg} / \mathrm{s}\right)$ unobscured, radio-quiet, $z<0.18$ QSOs from the Palomar Green (PG) survey. To obtain the intrinsic AGN emission, S16 subtracted the contribution from star-formation in the infrared, which was determined for each PG QSO as follows: the luminosity of the $11.3 \mu \mathrm{~m}$ polycyclic aromatic hydrocarbon (PAH) feature in the QSO's MIR spectrum was matched to the SED template from the Dale \& Helou (2002) library with the closest PAH luminosity (see Shi et al. 2007), a method which accurately reproduced the measured IR SED when tested on samples of star-forming galaxies (also see S22).

As discussed in S22, the S16 AGN SED is an average so it is ideally used on averaged data and, here, we normalise it to the mean $5100 \AA$ luminosity of each bin. Although the $\nu L_{\nu, 5100}$ range probed extends to higher luminosities and redshifts than that of the PG QSOs used to build the S16 SED, there is evidence that the intrinsic optical to FIR ratio of AGN is broadly independent of AGN power and redshift (see S16; S17; S22), consistent with the observation that
the UV-to-mid-IR SEDs of QSOs also do not evolve as a function of redshift or AGN luminosity (e.g. Hao et al. 2014). We are thus confident that the S16 SED is a good measure of the intrinsic AGN emission for the entire range of AGN luminosities and redshifts probed in this work.

Once the AGN template is normalised to $\nu L_{\nu, 5100}$, the AGN FIR luminosity at $\lambda=250 \mu \mathrm{~m} /(1+z)$ is subsequently subtracted from the average luminosity measured at that wavelength in each bin, in order to get the luminosity that can be attributed to star formation. To this we normalise a template from the Chary \& Elbaz (2001; hereafter CE01) star-forming SED library, by selecting the template with the closest luminosity in order to have the appropriate shape of far-IR emission and hence dust temperature. This approach simplifies the process of assigning a star-forming SED to each bin, when there are not enough data points for model fitting to be meaningful. ULIRG SED templates are excluded, as they were built on the SEDs of local ULIRGs which, as shown in Symeonidis \& Page (2019), have a significant AGN contribution. Since we use a local template library for all redshift bins, one concern might be the potential evolution in the average dust temperatures of galaxies (e.g. Symeonidis et al. 2013). However, Symeonidis et al. (2013) showed that evolution in dust temperatures between $z \sim 0$ and $z \sim 2$ is primarily confined to ULIRGs, hence by excluding them here from our selection of star-forming SED templates, we mitigate any issues that potentially arise because of this. Moreover, in section 4.1 we show that our results are not sensitive to the choice of template.

In each $L-z$ bin we now have the AGN SED component and the host galaxy SED component. The average IR luminosity from star-formation ( $L_{\mathrm{IR}, \mathrm{SF}}$ ) is computed by integrating the normalised CE01 template and the average AGN IR luminosity ( $L_{\text {IR,AGN }}$ ) is computed by integrating the normalised S16 template, all in the $8-1000 \mu \mathrm{~m}$ wavelength range. The error on $L_{\mathrm{IR}, \mathrm{SF}}$ is computed as follows: $\sigma_{\mathrm{LIR}, \mathrm{SF}}=\frac{\sqrt{\left(\sigma_{\mathrm{L} 250, \text { tot }}^{2}+\sigma_{\mathrm{L} 250, \mathrm{AGN}}^{2}\right)}}{L_{250, \mathrm{SF}}} L_{\mathrm{IR}, \mathrm{SF}}$, where $\sigma_{\mathrm{L} 250, \text { tot }}$ is the error on the $250 \mu \mathrm{~m}$ luminosity of the given bin calculated by bootstrapping as indicated earlier, $\sigma_{\text {L250, AGN }}$ is the error on the $250 \mu \mathrm{~m}$ luminosity from the AGN computed from the S16 AGN SED uncertainty and $L_{250, \mathrm{SF}}$ is the $250 \mu \mathrm{~m}$ luminosity from star-formation, computed by subtracting the AGN luminosity from the total luminosity at that wavelength, as described above. Adding $L_{\text {IR,AGN }}$ and $L_{\mathrm{IR}, \mathrm{SF}}$ gives the average total IR luminosity ( $L_{\mathrm{IR}, \text { tot }}$ ) of the given $L-z$ bin, with its associated uncertainty derived by combining $\sigma_{\text {LIR,SF }}$ and $\sigma_{\text {LIR,AGN }}$ in quadrature, the latter computed from the uncertainty on the S16 AGN SED.

## 4 RESULTS

The average SEDs of each bin (Fig. 2) are shown in Figs 3, 456 The S16 SED template which is normalised at $5100 \AA$ (see section 3) is seen to agree well with the average optical and MIR colours (where available) for the binned SEDs. It is interesting to note that the 'FIR bump' ( $>80 \mu m$ ) in each binned SED is being filled progressively more by the AGN IR emission as the bin luminosity increases, and eventually the average SED settles onto the S16 intrinsic AGN SED. This effect is quantitatively shown in Fig. 7 where $L_{\text {IR,tot }}$




Figure 3. SED fitting for bins at redshift $0.6,0.8$ and 1 (see Fig. 2]. Bin number increases from bottom to top (so increasing luminosity from bottom to top) and redshift increases from left to right. The bin number is indicated on the top right hand corner of each panel. The red diamonds are the average luminosities in each band. The blue asterisks are the rest-frame $K$-corrected $2500 \AA$ and $5100 \AA$ luminosities. Normalised onto the latter is the S16 intrinsic AGN SED (orange curve), with the thickness indicating the 68 per cent confidence intervals. The open black squares are the AGN-subtracted $250 \mu \mathrm{~m}$ luminosity on which the CE01 host galaxy SED template is normalised (black curve).
is plotted against $\nu L_{\nu, 5100}$. The redshift bins are plotted separately for clarity in Fig. 77 but also all together in Fig. 8 (top panel). At all redshifts the same trend is observed: at low AGN power, $L_{\text {IR,tot }}$ shows a larger offset from the AGN locus than at high AGN power and eventually $L_{\text {IR,tot }}$ converges onto the AGN locus. Correcting $L_{\text {IR,tot }}$ for the AGN contribution in order to get $L_{\mathrm{IR}, \mathrm{SF}}$ (see section (3), shows a different trend entirely: $L_{\mathrm{IR}, \mathrm{SF}}$ is independent of AGN power (see Fig. 7 for the separate redshift bins and Fig. 8 lower panel, for all bins together). At all redshifts, we examine whether $L_{\mathrm{IR}, \mathrm{SF}}$ can be assumed constant over
the range of $\nu L_{\nu, 5100}$ spanned here, by $\chi^{2}$ fitting a constant to the data (see Fig (7). We find that a single value of $L_{\text {IR,SF }}$ is an acceptable fit to the data in each redshift range at the 95 per cent confidence level.

In Fig. 9 we plot the average $L_{\text {IR,SF }}$ determined for each redshift bin, i.e. the constants fitted on our data in Fig 7 We also compare with the results from Stanley et al. (2015) and Lanzuisi et al. (2017), converting the AGN power from X-rays to the rest-frame $5100 \AA$, using the relation from Maiolino et al. (2007). From these samples we only chose the low luminosity AGN, i.e. $L_{\mathrm{X}, \mathrm{AGN}}<10^{44} \mathrm{erg} / \mathrm{s}$, where the


Figure 4. SED fitting for bins at redshift 1.2, 1.4 and 1.6 (see Fig. 2). Bin number increases from bottom to top (so increasing luminosity from bottom to top) and redshift increases from left to right. The bin number is indicated on the top right hand corner of each panel. The red diamonds are the average luminosities in each band. The blue asterisks are the rest-frame $K$-corrected $2500 \AA$ and $5100 \AA$ luminosities. Normalised onto the latter is the S16 intrinsic AGN SED (orange curve), with the thickness indicating the 68 per cent confidence intervals. The open black squares are the AGN-subtracted $250 \mu \mathrm{~m}$ luminosity on which the CE01 host galaxy SED template is normalised (black curve).
contribution of the AGN to the IR is minimal (see discussion). We also plot the average $L_{\text {IR,SF }}$ computed in S16 with a sample of nearby lower luminosity PG QSOs. It is evident that $L_{\mathrm{IR}, \mathrm{SF}}$ increases as a function of redshift, plateauing at about $2<z<3$. The increase from $z \sim 0$ to $z \sim 3$ is
about a factor of 30, the equivalent increase in SFR from $\sim 6$ to $\sim 200 \mathrm{M}_{\odot} / \mathrm{yr}$, using the Kennicutt (1998) calibration. As shown, the redshift evolution in average SFR of AGN hosts is similar to the increase in star-formation rate density (SFRD) as a function of redshift (Hopkins \& Beacom 2006;


Figure 5. SED fitting for bins at redshift 1.8, 2 and 2.2 (see Fig. 21. Bin number increases from bottom to top (so increasing luminosity from bottom to top) and redshift increases from left to right. The bin number is indicated on the top right hand corner of each panel. The red diamonds are the average luminosities in each band. The blue asterisks are the rest-frame $K$-corrected $2500 \AA$ and $5100 \AA$ luminosities. Normalised onto the latter is the S16 intrinsic AGN SED (orange curve), with the thickness indicating the 68 per cent confidence intervals. The open black squares are the AGN-subtracted $250 \mu \mathrm{~m}$ luminosity on which the CE01 host galaxy SED template is normalised (black curve).



Figure 6. SED fitting for bins at redshift 2.4 and 2.6 (see Fig. 2). Bin number increases from bottom to top (so increasing luminosity from bottom to top) and redshift increases from left to right. The bin number is indicated on the top right hand corner of each panel. The red diamonds are the average luminosities in each band. The blue asterisks are the rest-frame $K$-corrected $2500 \AA$ and $5100 \AA$ luminosities. Normalised onto the latter is the S16 intrinsic AGN SED (orange curve), with the thickness indicating the 68 per cent confidence intervals. The open black squares are the AGN-subtracted $250 \mu \mathrm{~m}$ luminosity on which the CE01 host galaxy SED template is normalised (black curve).


Figure 7. $L_{\text {IR }}$ versus $\nu L_{\nu, 5100}$ for each redshift bin. The central redshift of the bin is indicated on the top left corner of each panel. The shaded diagonal line represents the AGN locus as defined by the S16 intrinsic AGN SED. The width of the shading represents the $1 \sigma$ boundaries. The filled circles represent the average $L_{\mathrm{IR}, \text { tot }}$ in each $L-z$ bin, whereas the empty circles are $L_{\mathrm{IR}, \mathrm{SF}}$. The dotted line is the best fit constant for the values of $L_{\mathrm{IR}, \mathrm{SF}}$ (see


Figure 8. Top panel: $L_{\mathrm{IR}}$ versus $\nu L_{\nu, 5100}$ with all redshift bins shown together. Lower panel: $L_{\mathrm{IR}, \mathrm{SF}}$ versus $\nu L_{\nu, 5100}$. Equivalent star-formation rates are shown on the right $y$-axis derived using the Kennicutt (1998) calibration. The shaded diagonal line represents the AGN locus as defined by the S16 intrinsic AGN SED (top panel); the width of the shading represents the $1 \sigma$ boundaries.

Madau \& Dickinson 2014) - note that we have scaled the SFRD by an arbitrary amount for the purpose of comparing its shape with the trend seen in our results. The increase in $L_{\text {IR,SF }}$ with redshift for AGN hosts is also consistent with the redshift evolution of the $\mathrm{SFR}-M_{\star}$ relation ('main sequence of star-formation') in the $\log \left[M_{\star}\left(\mathrm{M}_{\odot}\right)\right]=10.5-11.5$ range, taken from Speagle et al. (2014). These findings indicate that AGN host galaxies are indistinguishable from the

Table 2. Data for Fig $9-L_{\mathrm{IR}, \mathrm{SF}}$ and SFRs of QSOs. $L_{\mathrm{IR}, \mathrm{SF}}$ is the constant fitted on our data in Fig 7 The $1 \sigma$ error is computed according to the prescribed $\chi^{2}$ confidence intervals for one interesting parameter, namely $\chi_{\text {min }}^{2}+1$. SFRs are computed using the Kennicutt 1998 calibration.

| $z$ | $L_{\mathrm{IR}, \mathrm{SF}}$ <br> $\left(\times 10^{45} \mathrm{erg} / \mathrm{s}\right)$ | $1 \sigma$ error <br> $\left(\times 10^{45} \mathrm{erg} / \mathrm{s}\right)$ | SFR <br> $(\mathrm{M} \odot / \mathrm{yr})$ |
| :--- | :---: | :---: | :---: |
| 0.6 | 0.85 | 0.14 | 38.30 |
| 0.8 | 1.23 | 0.16 | 57.97 |
| 1 | 1.51 | 0.15 | 68.11 |
| 1.2 | 1.66 | 0.12 | 74.68 |
| 1.4 | 2.09 | 0.15 | 94.02 |
| 1.6 | 2.45 | 0.22 | 110.46 |
| 1.8 | 2.75 | 0.20 | 123.94 |
| 2 | 3.98 | 0.35 | 179.15 |
| 2.2 | 3.63 | 0.24 | 163.39 |
| 2.4 | 2.88 | 0.31 | 129.78 |
| 2.6 | 3.55 | 0.46 | 159.67 |

general galaxy population in terms of their average SFR and its evolution with redshift.

### 4.1 Consistency checks

We repeat our analysis separately for each of the 5 QSO surveys that we combine (see section 22) in order to examine potential selection biases introduced by the different surveys. We find no evidence for bias - sources from the different surveys display similar optical/NIR QSO properties and the results show the same trends, hence we are confident that our results are not affected by the selection criteria employed in the QSO samples that we have used.

To understand the effect of our choice of star-forming template on the final $L_{\mathrm{IR}}$ estimates, we re-calculate $L_{\mathrm{IR}}$, $L_{\mathrm{IR}, \mathrm{SF}}, L_{\mathrm{IR}, \mathrm{AGN}}$ by choosing arbitrary templates from the CE01 library, rather than matching them in luminosity as described in section 3 We find that our computed values change only marginally and within the original computed statistical uncertainties.

## 5 DISCUSSION

We have examined the SEDs of a sample of 5391 optically selected QSOs at $0.5<z<2.65$ with $\log \left[\nu L_{\nu, 5100}\right.$ $(\mathrm{erg} / \mathrm{s})]=44.7-46.5$, binned in 74 luminosity-redshift bins. In each redshift range, we investigate the relation between the average $L_{\mathrm{IR}, \text { tot }}$ and the AGN power ( $L_{\mathrm{AGN}}$ ) parametrised by $\nu L_{\nu, 5100}$. We note a correlation between $L_{\mathrm{IR}, \text { tot }}$ and $\nu L_{\nu, 5100}$ in all redshift bins. However, after separating the total IR emission into a host ( $L_{\mathrm{IR}, \mathrm{SF}}$ ) and an AGN ( $L_{\mathrm{IR}, \mathrm{AGN}}$ ) component, we find that $L_{\text {IR,SF }}$ is consistent with being constant over the range of AGN power probed. Moreover we notice that the contribution of the AGN to the IR increases as a function of AGN luminosity, manifesting as a change in the average SED of each $L-z$ bin, from displaying a prominent far-IR bump, to eventually settling onto the S16 intrinsic AGN SED (see SEDs in Appendix A).

We calculate the average SFR of optically unobscured QSOs and find that it increases from about $30 \mathrm{M}_{\odot} / \mathrm{yr}$ at $z \sim 0.5$ to a plateau of bit less than $200 \mathrm{M}_{\odot} / \mathrm{yr}$ at $z \sim 2.6$,


Figure 9. The average $L_{\mathrm{IR}, \mathrm{SF}}$ (left y-axis) or SFR (right y-axis; derived using the Kennicutt 1998 calibration) of QSOs in each of our redshift bins (black diamonds). Each point is the constant fitted on our data in Fig 7 The black circle is the average $L_{\text {IR,SF }}$ for the sample of PG QSOs of S16. Blue circles and green asterisks represent the average $L_{\mathrm{IR}, \mathrm{SF}}$ we compute from the Stanley et al. (2015) and Lanzuisi et al. (2017) results respectively - in both cases the horizontal error bars indicate the size of the redshift bin. For both the Stanley et al. and the Lanzuisi et al. samples, we only use their $\log \left[L_{\mathrm{X}, \mathrm{AGN}}(\mathrm{erg} / \mathrm{s})\right]<44$ sources, since at low AGN luminosities the AGN does not contribute substantially to the IR. The dotted line represents the star-formation rate density (SFRD) as a function of redshift from Madau \& Dickinson (2014) assuming a Salpeter IMF and converted to luminosity units using the Kennicutt (1998) calibration. The dashed line is the Beacom \& Hopkins (2006) SFRD again assuming a Salpeter IMF and converted to luminosity units using the Kennicutt (1998) calibration. Note that these relations are not fitted to our data, but scaled by an arbitrary amount for the purpose of comparing their shape with the trend seen in our results. Finally the grey shaded region represents the $S F R-M_{\star}$ 'main sequence' relation from Speagle et al. (2014) in the $\log \left[\mathrm{M}_{\star}\left(\mathrm{M}_{\odot}\right)\right]=10.5$ (lower boundary) to the $\log \left[M_{\star}\left(M_{\odot}\right)\right]=11.5$ (upper boundary) range.
broadly consistent with the increase in star-formation rate density between those epochs (Fig 9). Our computed SFRs are consistent with the SFRs estimated from the X-ray selected AGN sample of Stanley et al. (2015) and Lanzuisi et al. (2017) of low AGN power ( $L_{\mathrm{X}, \mathrm{AGN}}<10^{44} \mathrm{erg} / \mathrm{s}$ ) where the AGN does not contribute substantially to the far-IR. Our results show that even at the peak of SFR density and AGN accretion rate density $(z \sim 2$; e.g. Boyle \& Terlevich 1998), the average SFR of AGN host galaxies does not exceed $200 \mathrm{M}_{\odot} / \mathrm{yr}$. Moreover, the increase in $L_{\mathrm{IR}, \mathrm{SF}}$ of AGN host galaxies with redshift is also consistent with what is expected from the increase in the normalisation of the $S F R-M_{\star}$ relation with cosmic time, in the $10^{10.5}-10^{11.5}$ stellar mass range. Note that the conversion from $L_{\mathrm{IR}, \mathrm{SF}}$ to SFR is uncertain as it depends on assumptions regarding the initial mass function (IMF). A top heavy IMF, which is shown to be the case in certain environments (e.g. Romano et al. 2017; Zhang et al. 2018), would significantly alter SFR
estimates. Nevertheless, our findings regarding the trend in SFR with redshift, as well as the comparison between the average SFRs of different samples are not affected as we use a consistent $L_{\mathrm{IR}, \mathrm{SF}}-\mathrm{SFR}$ calibration.

Given our findings that the most luminous AGN have similar SFRs to their lower luminosity counterparts, it is possible that the high reported SFRs in some QSO samples (e.g. Pitchford et al. 2016; Harris et al. 2016; Netzer et al. 2016; Duras et al. 2017) are a consequence of those works underestimating the AGN contribution in the far-IR, due to their choice of AGN SED (e.g. see S22).

### 5.1 The relation between AGN power and IR emission

Many works have investigated the putative correlation between AGN power and total IR luminosity ( $L_{\mathrm{AGN}}-L_{\mathrm{IR}}$ ) or star-forming IR luminosity ( $L_{\mathrm{AGN}}-L_{\mathrm{IR}, \mathrm{SF}}$ ), while also looking into fundamental galaxy and AGN relations with respect to black hole mass, AGN variability and galaxy stellar mass (e.g. Shao et al. 2010; Bonfield et al. 2011; Kalfountzou et al. 2012; Rovilos et al. 2012; Rosario et al. 2012, 2013; Chen et al. 2013; Hickox et al. 2014; Azadi et al. 2015; Gürkan et al. 2015; Stanley et al. 2015; Harris et al. 2016; Pitchford et al. 2016; Stanley et al. 2017; Lyu \& Rieke 2017; Lani et al. 2017; Bianchini et al. 2019). Although the range of AGN power probed in these studies varies, the results are essentially the same: at low AGN luminosity, $L_{\mathrm{AGN}}-L_{\mathrm{IR}}$ is flat, whereas at high AGN luminosity, $L_{\mathrm{AGN}}-L_{\mathrm{IR}}$ steeply rises. Our findings agree with these studies regarding the shape of the $L_{\mathrm{AGN}}-L_{\text {IR }}$ trend. Where we differ however, is the interpretation of this trend, which is sensitive to the amount of far-IR emission attributed to the AGN. If the contribution of AGN to the far-IR is either ignored or estimated using an AGN SED with the a-priori assumption that the AGN does not contribute significantly to the far-IR (e.g. Shao et al. 2010; Rosario et al. 2012; 2013; Stanley et al. 2015; 2017; see also S 22 ), $L_{\mathrm{AGN}}-L_{\mathrm{IR}, \mathrm{SF}}$ is largely the same as $L_{\mathrm{AGN}}-$ $L_{\mathrm{IR}}$. The change in the $L_{\mathrm{AGN}}-L_{\mathrm{IR}, \mathrm{SF}}$ relation from flat to rising then requires a, perhaps counter-intuitive, break in galaxy behaviour, in some cases interpreted as being due to a change in the mode of black hole and galaxy growth (e.g. secular versus merger-induced; Shao et al. 2010; Rosario et al. 2012; 2013) or coupled to the various underlying relations between SFR, stellar mass, black hole mass and Eddington ratio (e.g. Stanley et al. 2015; 2017). However, such interpretations do not offer an explanation for why there should be a break in galaxy behaviour at some arbitrary AGN luminosity. S16 had argued that, instead, the $L_{\mathrm{AGN}}-L_{\mathrm{IR}}$ relation could be explained simply as an increase in the AGN contribution to the infrared. Below we explicitly show this.

Using the $0.7<z<1.1$ and $1.7<z<2.1$ redshift ranges to exemplify this point, Fig. 10(top panel) shows that the $L_{\mathrm{AGN}}-L_{\mathrm{IR}}$ relation can be reproduced by a superposition of two independent components: (A) the infrared emission from star-formation, unrelated to AGN power and (B) the infrared emission from AGN correlated with the AGN power measured in the optical or X-rays. To outline component A we plot our average $L_{\mathrm{IR}, \mathrm{SF}}$ in each of the two redshift ranges (black hatched area) and component B is derived from the S16 intrinsic AGN SED (solid grey area). Summing the two reproduces the trends observed in the data: in the


Figure 10. Top panel: $L_{\text {IR }}$ vs AGN power at $5100 \AA$, combining our results (filled circles) with those of Stanley et al. (2015; open triangles) and Lanzuisi et al. (2017; open squares) for low luminosity $\left(\log \left[L_{\mathrm{X}, \mathrm{AGN}}(\mathrm{erg} / \mathrm{s})<44\right]\right)$ AGN, in the same redshift ranges; green for $0.7<z<1.1$ and blue for $1.7<z<2.1$. The horizontal black hatched regions represent the average $L_{\mathrm{IR}, \mathrm{SF}}$ from our data at the quoted redshift ranges (see Fig 9). The diagonal solid grey region represents the $L_{\mathrm{IR}, \mathrm{AGN}}-\nu L_{\nu, 5100}$ correlation as defined by the S16 AGN SED. The width of the shading represents the $1 \sigma$ boundaries. Summing the horizontal and diagonal lines in each redshift range, produces the red hatched regions which trace the trend seen in the data over the entire range in AGN luminosity. Bottom panel: Similar to the top panel, apart from, now, the infrared luminosity for our sample is corrected for the AGN contribution and hence $L_{\text {IR,SF }}$ is plotted (open circles). Our data now matches the range in $L_{\text {IR,SF }}$ seen in the Stanley et al. (2015) and Lanzuisi et al. (2017) samples of lower luminosity AGN.
low AGN power regime, the host galaxy dominates $L_{\text {IR, tot }}$, hence it is proportional to the SFR and the flat slope of the trend essentially reflects the lack of a relation between SFR and AGN power. Indeed the data from Stanley et al. (2015) and Lanzuisi et al. (2017) for low luminosity AGN in the same redshift ranges as our sources (also shown in Fig (9) are seen to lie on the flat part of the trend. In the high AGN luminosity regime, probed by our data, $L_{\text {IR,tot }}$ now has a significant AGN contribution and, as a result, it stops tracing the SFR and starts tracing the AGN power. Although, due to low number statistics we cannot probe the average IR emission for $\log \left[\nu L_{\nu, 5100} \mathrm{erg} / \mathrm{s}\right]>46.5$ AGN, Fig. 10 indicates that eventually the AGN makes up the entire $L_{\text {IR, tot }}$, rendering the host galaxy a minor component in the infrared. Indeed S17 who studied the SEDs of the most luminous QSOs at $2<z<3.5$, found that only an upper limit to the SFR could be computed in such cases. Our results are also in agreement with Symeonidis \& Page (2021; hereafter SP21) who investigated the behaviour of the galaxy and AGN luminosity functions and concluded that there is a sharp drop in the reliability of IR-derived SFRs above a certain AGN power. Once the AGN contribution is subtracted (Fig. 10, bottom panel), our sample now overlaps the hatched regions, i.e. $L_{\mathrm{IR}, \mathrm{SF}}$ for our sample of luminous AGN is consistent with the $L_{\mathrm{IR}, \mathrm{SF}}$ of lower luminosity AGN. This suggests that there is no relation between $L_{\mathrm{IR}, \mathrm{SF}}$ (or SFR) and AGN power - $L_{\mathrm{IR}, \mathrm{SF}}$ in AGN host galaxies is a function of redshift only (as also shown in Fig 9). Moreover the agreement between our computed SFRs for unobscured AGN and those for X-ray selected AGN, some of which are obscured suggests that our conclusions are applicable to the AGN population in general.

The final point we wish to make is one that relates to the potential suppression of star-formation by AGN. Various authors claim that evidence against powerful AGN suppressing star-formation stems from the fact that the estimated SFRs of such sources are high (e.g. Harrison et al. 2012; Harris et al. 2016; Schulze et al. 2019). However, earlier work by Page et al. (2012) revealed a dearth of far-IR detections amongst the most luminous AGN at $z \sim 1-3$, in line with our findings that the most luminous sources display the smallest far-IR bump, i.e. they have the shape of the AGN SED in the far-IR/sub-mm rather than the SED of a typical star-forming galaxy. It all connects to the idea that the most powerful AGN completely drown their host in the infrared and only an upper limit to the SFR can be calculated from IR broadband emission in such cases. Indeed, in the effort to verify the accuracy of IR-derived SFRs in AGN host galaxies, other SFR indicators must be explored, such as high resolution radio data and spectroscopy. Regarding the latter, the $J W S T$ will offer the opportunity to examine polycyclic aromatic hydrocarbons (PAHs; Peeters et al. 2004; Risaliti et al. 2006; Kennicutt et al. 2009) in galaxies' mid-IR spectra as tracers of star formation in AGN host galaxies. Although our results - that SFRs in AGN host galaxies appear constant at any given redshift, irrespective of AGN luminosity - seem to be at odds with a scenario whereby the most powerful AGN quench star-formation, we are missing a key galaxy property: the stellar mass. This is difficult to accurately compute for optically unobscured QSOs, but indeed, if the most luminous AGN are found in more massive galaxies than their low luminosity counterparts, the specific SFR
will show a declining trend with increasing AGN luminosity, evidence that star-formation is suppressed (e.g. Dubois et al. 2016).

## 6 CONCLUSIONS

We have examined the SEDs of a sample of 5391 of optically selected QSOs at $0.5<z<2.65$ with $\nu L_{\nu, 5100}=44.7-46.5$, binned in 74 luminosity-redshift bins. Our conclusions are:

- At any given redshift, an increase in the average AGN power translates to a change in the average SED shape from displaying a prominent far-IR bump to converging onto the intrinsic AGN SED of S16. This implies that the AGN contribution to the total infrared luminosity of galaxies, increases as a function of AGN power.
- There is no apparent correlation between SFR and AGN power, over the entire observed range in AGN power and at least at up to $z \sim 3$. The SFRs of AGN host galaxies are only a function of redshift and they range from a few $\mathrm{M}_{\odot} / \mathrm{yr}$ at $z \sim 0$ to a plateau of bit less than $200 \mathrm{M}_{\odot} / \mathrm{yr}$ at $z \sim 2.6$, consistent with the increase in SFR density as a function of redshift.
- At high AGN luminosities, the total IR emission does not trace the SFR, instead it traces the AGN power.
- Observed trends between AGN power (measured in the optical or X-rays) and total IR emission (from the host+AGN system) can be explained by the sum of two components: (A) the infrared emission from star-formation, unrelated to AGN power and (B) the infrared emission from AGN correlated with AGN power in the optical or X-rays. At low AGN power, the AGN does not contribute significantly to the far-IR/submm hence $L_{\text {IR }}$ is dominated by $L_{\mathrm{IR}, \mathrm{SF}}$. On the other hand, in the high AGN power regime, the AGN contribution to the far-IR/submm increases and $L_{\text {IR }}$ becomes dominated by $L_{\text {IR,AGN }}$. As a result, the flat and subsequently increasing trend seen in the $L_{\mathrm{AGN}}-L_{\mathrm{IR}}$ relation, turns into an entirely flat $L_{\mathrm{AGN}}-L_{\mathrm{IR}, \mathrm{SF}}$ relation once the AGN contribution is properly accounted for.


## ACKNOWLEDGMENTS

MS and MJP acknowledge support by the Science and Technology Facilities Council [ST/S000216/1]. NM acknowledges support of the LMU Faculty of Physics. E.I. acknowledges partial support from FONDECYT through grant $\mathrm{N}^{\circ}$ 1171710. M.J.M. acknowledges the support of the National Science Centre, Poland through the SONATA BIS grant 2018/30/E/ST9/00208. JGN acknowledge financial support from the PGC 2018 project PGC2018-101948-B-I00 (MICINN, FEDER), PAPI-19-EMERG-11 (Universidad de Oviedo) and for a "Ramon y Cajal" fellowship (RYC-201313256) from the Spanish MINECO .

## DATA AVAILABILITY

The data underlying this article are available in tables both in the paper itself and online.

## REFERENCES

Azadi M., et al., 2015, ApJ, 806, 187
Becker R. H., White R. L., Helfand D. J., 1995, ApJ, 450, 559
Béthermin M., et al., 2012, A\&A, 542, A58
Bianchini F., Fabbian G., Lapi A., Gonzalez-Nuevo J., Gilli R., Baccigalupi C., 2019, ApJ, 871, 136

Bonfield D. G., et al., 2011, MNRAS, 416, 13
Boyle B. J., Terlevich R. J., 1998, MNRAS, 293, L49
Chary R., Elbaz D., 2001, ApJ, 556, 562
Chen C.-T. J., et al., 2013, ApJ, 773, 3
Croom S. M., et al., 2009, MNRAS, 392, 19
Croom S. M., Smith R. J., Boyle B. J., Shanks T., Miller L., Outram P. J., Loaring N. S., 2004, MNRAS, 349, 1397

Cross N. J. G., et al., 2012, A\&A, 548, A119
Driver S. P., et al., 2009, Astronomy and Geophysics, 50, 5.12

Dubois Y., et al., 2016, MNRAS, 463, 3948
Duras F., et al., 2017, A\&A, 604, A67
Eales S., et al., 2010, PASP, 122, 499
Ferrarese L., Merritt D., 2000, ApJL, 539, L9
Gebhardt K., et al., 2000, ApJ, 539, L13
Griffin M. J., et al., 2010, A\&A, 518, L3
Gürkan G., et al., 2015, MNRAS, 452, 3776
Hambly N. C., et al., 2008, MNRAS, 384, 637
Harris K., et al., 2016, MNRAS, 457, 4179
Harrison C. M., et al., 2012, ApJL, 760, L15
Hickox R. C., Mullaney J. R., Alexander D. M., Chen C.T. J., Civano F. M., Goulding A. D., Hainline K. N., 2014, ApJ, 782, 9
Hopkins A. M., Beacom J. F., 2006, ApJ, 651, 142
Kalfountzou E., Jarvis M. J., Bonfield D. G., Hardcastle M. J., 2012, MNRAS, 427, 2401

Kennicutt Jr. R. C., 1998, ARA\&A, 36, 189
Kennicutt Jr. R. C., et al., 2009, ApJ, 703, 1672
Lani C., Netzer H., Lutz D., 2017, MNRAS, 471, 59
Lanzuisi G., et al., 2017, A\&A, 602, A123
Lawrence A., et al., 2007, MNRAS, 379, 1599
Lyu J., Rieke G. H., 2017, ApJ, 841, 76
Madau P., Dickinson M., 2014, ARA\&A, 52, 415

Maddox N., Hewett P. C., Péroux C., Nestor D. B., Wisotzki L., 2012, MNRAS, 424, 2876
Magorrian J., Tremaine S., Richstone D., Bender R., Bower G., Dressler A., Faber S. M., Gebhardt K., Green R., Grillmair C., Kormendy J., Lauer T., 1998, AJ, 115, 2285
Maiolino R., Shemmer O., Imanishi M., Netzer H., Oliva E., Lutz D., Sturm E., 2007, A\&A, 468, 979

Netzer H., Lani C., Nordon R., Trakhtenbrot B., Lira P., Shemmer O., 2016, ApJ, 819, 123
Osterbrock D. E., Ferland G. J., 2006, Astrophysics of gaseous nebulae and active galactic nuclei
Page M. J., et al., 2012, Nat, 485, 213
Pâris I., et al., 2014, A\&A, 563, A54
Peeters E., Spoon H. W. W., Tielens A. G. G. M., 2004, ApJ, 613, 986
Pilbratt G. L., et al., 2010, A\&A, 518, L1+
Pitchford L. K., et al., 2016, MNRAS, 462, 4067
Rawlings J. I., et al., 2013, MNRAS, 429, 744
Risaliti G., Maiolino R., Marconi A., Sani E., Berta S., Braito V., Ceca R. D., Franceschini A., Salvati M., 2006, MNRAS, 365, 303
Rodríguez-Ardila A., Mazzalay X., 2006, MNRAS, 367, L57
Romano D., Matteucci F., Zhang Z. Y., Papadopoulos P. P., Ivison R. J., 2017, MNRAS, 470, 401

Rosario D. J., et al., 2012, A\&A, 545, A45
Rosario D. J., et al., 2013, A\&A, 560, A72
Rovilos E., et al., 2012, A\&A, 546, A58
Sanders D. B., Phinney E. S., Neugebauer G., Soifer B. T., Matthews K., 1989, ApJ, 347, 29
Schneider D. P., et al., 2010, AJ, 139, 2360
Schulze A., et al., 2019, MNRAS, 488, 1180
Shao L., et al., 2010, A\&A, 518, L26
Shi Y., et al., 2007, ApJ, 669, 841
Shirley R., et al., 2019, MNRAS, 490, 634
Speagle J. S., Steinhardt C. L., Capak P. L., Silverman J. D., 2014, ApJS, 214, 15

Stanley F., Alexander D. M., Harrison C. M., Rosario D. J., Wang L., Aird J. A., Bourne N., Dunne L., Dye S., Eales S., 2017, MNRAS, 472, 2221

Stanley F., et al., 2018, MNRAS, 478, 3721
Stanley F., Harrison C. M., Alexander D. M., Swinbank A. M., Aird J. A., Del Moro A., Hickox R. C., Mullaney J. R., 2015, MNRAS, 453, 591

Suh H., et al., 2019, ApJ, 872, 168
Symeonidis M., 2017, MNRAS, 465, 1401
Symeonidis M., 2022, MNRAS, 509, 3209
Symeonidis M., et al., 2013, MNRAS, 431, 2317
Symeonidis M., Giblin B. M., Page M. J., Pearson C., Bendo G., Seymour N., Oliver S. J., 2016, MNRAS
Symeonidis M., Page M. J., 2019, MNRAS, 485, L11
Symeonidis M., Page M. J., 2021, MNRAS, 503, 3992
Vaccari M., 2016, in Napolitano N. R., Longo G., Marconi M., Paolillo M., Iodice E., eds, The Universe of Digital Sky Surveys Vol. 42, HELP: The Herschel Extragalactic Legacy Project and The Coming of Age of Multiwavelength Astrophysics. p. 71
Valiante E., et al., 2016, MNRAS, 462, 3146
Vanden Berk D. E., et al., 2001, AJ, 122, 549
Wright E. L., et al., 2010, AJ, 140, 1868
Xu J., Sun M., Xue Y., 2020, ApJ, 894, 21
York D. G., et al., 2000, AJ, 120, 1579
Zhang Z.-Y., et al., 2018, MNRAS, 481, 59

14 M. Symeonidis et al.
Zou F., Yang G., Brandt W. N., Xue Y., 2019, ApJ, 878, 11

APPENDIX A: The table of average SPIRE flux densities in each $L-z$ bin shown in Fig 2

Table 1. Information for the bins shown in Fig 2 The columns are: bin number, number of objects in bin, the central redshift of the bin, the mean $\nu L_{\nu, 2500}$ and the mean SPIRE flux densities with1 $\sigma$ bootstrap errors

| Bin number | number of objects | bin redshift | $\begin{gathered} \text { mean } \nu L_{\nu, 2500} \\ \log (\mathrm{erg} / \mathrm{s}) \end{gathered}$ | $\begin{gathered} \text { mean } f_{250} \\ \mathrm{mJy} \end{gathered}$ | $\begin{gathered} \operatorname{mean} f_{350} \\ \mathrm{mJy} \end{gathered}$ | $\begin{gathered} \operatorname{mean} f_{500} \\ \mathrm{mJy} \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 68 | 0.6 | 44.79 | $12.41_{2.63}^{3.10}$ | $7.99_{1.71}^{2.23}$ | $4.64{ }_{1.22}^{1.32}$ |
| 2 | 40 | 0.6 | 45.00 | $12.66{ }_{1.74}^{1.86}$ | $5.42_{1.27}^{1.38}$ | -0.32 ${ }_{1.24}^{1.31}$ |
| 3 | 20 | 0.6 | 45.20 | $11.41_{2.46}^{2.24}$ | $5.911_{1.85}^{2.13}$ | $0.77_{1.93}^{1.724}$ |
| 4 | 117 | 0.8 | 44.81 | $10.26_{1.46}^{1.41}$ | $6.60{ }_{1.21}^{1.13}$ | $2.711_{0.79}^{10.78}$ |
| 5 | 84 | 0.8 | 45.00 | $13.39_{2.47}^{2.02}$ | $8.99_{1.76}^{1.70}$ | $4.27_{1.38}^{1.25}$ |
| 6 | 58 | 0.8 | 45.19 | $15.699_{2.78}^{2.53}$ | $10.70_{2.09}^{1.92}$ | $6.40{ }_{1.60}^{1.52}$ |
| 7 | 26 | 0.8 | 45.39 | $14.69_{2.33}^{2.17}$ | $8.39_{2.03}^{2.68}$ | $2.28_{1.83}^{1.26}$ |
| 8 | 18 | 0.8 | 45.57 | $10.55_{1.76}^{3.10}$ | $5.24_{1.76}^{2.42}$ | $0.611_{1.50}^{22.03}$ |
| 9 | 109 | 1.0 | 44.81 | $8.899_{1.52}^{1.44}$ | $6.54{ }_{1.16}^{1.17}$ | $1.911_{0}^{10.92}$ |
| 10 | 104 | 1.0 | 45.00 | $9.611_{1.26}^{1.27}$ | $7.422_{1.23}^{1.23}$ | $3.16{ }_{1.05}^{1.01}$ |
| 11 | 74 | 1.0 | 45.20 | $11.23_{1.55}^{1.71}$ | $9.011_{1.51}^{1.32}$ | $5.54{ }_{1.25}^{1.11}$ |
| 12 | 74 | 1.0 | 45.40 | $12.91_{1.66}^{1.72}$ | $10.04{ }_{1.23}^{1.49}$ | $4.14{ }_{1}^{1.05}$ |
| 13 | 41 | 1.0 | 45.60 | $14.62_{2.31}^{2.83}$ | $12.233_{1.74}^{2.32}$ | $7.24{ }_{1}^{1.60}$ |
| 14 | 15 | 1.0 | 45.78 | $16.84{ }_{3.19}^{5.93}$ | $11.533_{3.19}^{4.50}$ | $5.29{ }_{3.46}^{33.58}$ |
| 15 | 75 | 1.2 | 44.81 | $5.95{ }_{1.01}^{1.00}$ | $4.54_{1.06}^{1.07}$ | $2.733_{1.00}^{1.03}$ |
| 16 | 86 | 1.2 | 45.01 | $8.57{ }_{1}^{1.27}$ | $5.50{ }_{1}^{1.11} 1$ | $3.63{ }_{0}^{0.86}$ |
| 17 | 123 | 1.2 | 45.20 | $8.731_{1.02}^{1.28}$ | $7.79{ }_{0}^{1.135}$ | $4.21{ }_{0}^{1.06}$ |
| 18 | 101 | 1.2 | 45.40 | $10.49_{1.32}^{1.04}$ | $7.73_{1.11}^{0.89}$ | $4.10_{0}^{0.82}$ |
| 19 | 66 | 1.2 | 45.59 | $10.50_{1.24}^{1.36}$ | $8.42_{1.52}^{1.57}$ | $4.77_{1.47}^{1.42}$ |
| 20 | 43 | 1.2 | 45.80 | $15.22_{1.96}^{2.40}$ | $9.65{ }_{1.75}^{2.34}$ | $5.93{ }_{1}^{1.47}$ |
| 21 | 20 | 1.2 | 45.98 | $16.86{ }_{2.90}^{3.18}$ | $12.47_{2.86}^{3.25}$ | $3.83{ }_{1.47}^{2.18}$ |
| 22 | 57 | 1.4 | 44.80 | $8.70_{202}^{0.99}$ | $9.39_{1.90}^{1.38}$ | $7.06{ }_{1.57}^{1.17}$ |
| 23 | 79 | 1.4 | 45.01 | $5.90{ }_{1}^{1.25}$ | $6.01{ }_{1}^{1.07}$ | $4.75{ }_{0}^{1.09}$ |
| 24 | 135 | 1.4 | 45.21 | $6.89_{1.00}^{0.04}$ | 6.850 .98 | $4.31_{0}^{0.764}$ |
| 25 | 120 | 1.4 | 45.40 | $11.69_{1.30}^{1.37}$ | $10.07_{1.10}^{1.30}$ | $6.444_{1.15}^{0.97}$ |
| 26 | 93 | 1.4 | 45.59 | $10.72_{1.19}^{1.19}$ | $8.83_{1.27}^{1.06}$ | $5.16{ }_{1.04}^{0.182}$ |
| 27 | 49 | 1.4 | 45.79 | $14.49_{2.29}^{2.56}$ | $9.09{ }_{1.53}^{1.83}$ | $4.977_{1.22}^{1.36}$ |
| 28 | 20 | 1.4 | 45.99 | $24.88_{5}^{3.59}$ | $20.60_{4.19}^{3.50}$ | $8.72_{2.95}^{2.34}$ |
| 29 | 71 | 1.6 | 44.82 | $7.02_{1.19}^{1.43}$ | $6.35{ }_{1.20}^{1.40}$ | $3.48{ }_{1}^{1.20}$ |
| 30 | 81 | 1.6 | 45.02 | $7.29{ }_{1}^{1.43}$ | $7.63_{0.91}^{1.13}$ | $3.15{ }_{1}^{1.18}$ |
| 31 | 99 | 1.6 | 45.21 | $8.89{ }_{1}^{1.09}$ | $7.41_{1.17}^{1.23}$ | $5.48{ }_{1}^{1.07}$ |
| 32 | 121 | 1.6 | 45.40 | $8.90{ }_{1}^{1.13}$ | $6.74{ }_{0}^{0.96}$ | $4.87{ }_{0}^{0.99}$ |
| 33 | 96 | 1.6 | 45.61 | $9.20{ }_{1}^{1.03}$ | $8.18{ }_{1.07}^{1.18}$ | $5.711_{0.97}^{1.11}$ |
| 34 | 84 | 1.6 | 45.80 | $12.48{ }_{1.91}^{1.18}$ | $11.34_{1.77}^{1.30}$ | $7.40{ }_{1}^{1.085}$ |
| 35 | 55 | 1.6 | 45.98 | $12.866_{1.88}^{2.19}$ | $9.59_{1.45}^{1.84}$ | $6.39_{1.52}^{1.49}$ |
| 36 | 32 | 1.8 | 44.84 | $5.45_{1}^{1.71}$ | $4.24{ }_{2}^{1.38}$ | $3.86{ }_{1}^{1.06}$ |
| 37 | 67 | 1.8 | 45.01 | $6.49_{1.14}^{1.15}$ | $6.54{ }_{1.14}^{1.06}$ | $4.433_{1.06}^{1.21}$ |
| 38 | 106 | 1.8 | 45.21 | $7.35_{1.25}^{1.06}$ | $7.29{ }_{1}^{1.130}$ | $3.64{ }_{1.22}^{0.98}$ |
| 39 | 117 | 1.8 | 45.42 | $7.06{ }_{1.10}^{1.11}$ | $6.411_{0.96}^{1.16}$ | $4.488_{0.95}^{0.90}$ |
| 40 | 112 | 1.8 | 45.60 | $9.48{ }_{1.60}^{1.20}$ | $8.58{ }_{1.77}^{1.17}$ | $6.22_{1.46}^{0.97}$ |
| 41 | 100 | 1.8 | 45.80 | $12.044_{1.58}^{1.29}$ | $11.57_{1.35}^{1.28}$ | $8.19{ }_{1}^{1.122}$ |
| 42 | 56 | 1.8 | 46.00 | $11.40_{1.74}^{1.85}$ | $9.40_{1.59}^{1.83}$ | $5.72_{1.51}^{1.44}$ |
| 43 | 23 | 1.8 | 46.19 | $14.11_{2.56}^{2.54}$ | $13.53_{2.88}^{3.21}$ | $4.97{ }_{1.74}^{2.23}$ |
| 44 | 55 | 2.0 | 45.02 | $6.26{ }_{1}^{1.44}$ | $6.711_{1.33}^{1.57}$ | $3.711_{1.25}^{1.50}$ |
| 45 | 79 | 2.0 | 45.21 | $7.98{ }_{1}^{1.55}$ | $6.921_{1.45}^{1.26}$ | $5.588_{1.39}^{1.16}$ |
| 46 | 86 | 2.0 | 45.41 | $9.56_{1.52}^{1.88}$ | $11.31_{1.67}^{2.06}$ | $10.42_{1.65}^{1.60}$ |
| 47 | 106 | 2.0 | 45.60 | $9.261_{1.28}^{1.22}$ | $9.04_{1.44}^{1.27}$ | $6.40{ }_{1}^{1.14}$ |
| 48 | 101 | 2.0 | 45.80 | $11.09_{1.53}^{1.26}$ | $8.47_{1.48}^{1.27}$ | $5.77_{1.23}^{1.25}$ |
| 49 | 71 | 2.0 | 45.99 | $11.19_{1.78}^{1.37}$ | $9.64{ }_{1}^{1.42}$ | $8.25_{1.40}^{1.37}$ |
| 50 | 35 | 2.0 | 46.18 | $17.25_{2.40}^{2.66}$ | $12.72_{1.92}^{2.43}$ | $7.21{ }_{1.84}^{2.20}$ |

Table 2. TABLE CONTINUING - Information for the bins shown in Fig 2 The columns are: bin number, number of objects in bin, the central redshift of the bin, the mean $\nu L_{\nu, 2500}$ and the mean SPIRE flux densities with1 $\sigma$ bootstrap errors

| Bin number | number of objects | bin redshift | $\begin{gathered} \text { mean } \nu L_{\nu, 2500} \\ \log (\mathrm{erg} / \mathrm{s}) \end{gathered}$ | $\begin{gathered} \text { mean } f_{250} \\ \mathrm{mJy} \end{gathered}$ | $\begin{gathered} \text { mean } f_{350} \\ \mathrm{mJy} \end{gathered}$ | $\begin{gathered} \operatorname{mean} f_{500} \\ \mathrm{mJy} \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 51 | 16 | 2.0 | 46.39 | $23.94{ }_{3.31}^{4.15}$ | $17.38{ }_{3.16}^{3.87}$ | $13.70_{2.93}^{3.52}$ |
| 52 | 16 | 2.2 | 44.83 | $6.55_{2.67}^{3.85}$ | $5.87{ }_{3}^{33.79}$ | $7.06{ }_{1.74}^{3.44}$ |
| 53 | 81 | 2.2 | 45.03 | $3.699_{0.91}^{1.03}$ | $4.422_{1.23}^{1.38}$ | $4.533_{1.27}^{1.23}$ |
| 54 | 121 | 2.2 | 45.21 | $6.033_{0.90}^{0.96}$ | $5.34{ }_{0.92}^{1.01}$ | $5.700_{0.96}^{1.07}$ |
| 55 | 147 | 2.2 | 45.42 | $6.633_{0.79}^{0.86}$ | $5.966_{0.87}^{0.90}$ | $4.17_{0.79}^{0.82}$ |
| 56 | 154 | 2.2 | 45.60 | $8.52_{0.99}^{0.98}$ | $8.06{ }_{1.08}^{1.07}$ | $5.95{ }_{1.01}^{1.04}$ |
| 57 | 111 | 2.2 | 45.80 | $11.10_{1.25}^{1.31}$ | $9.53{ }_{1.30}^{1.32}$ | $6.77{ }_{1.16}^{1.21}$ |
| 58 | 72 | 2.2 | 45.99 | $9.85{ }_{1.39}^{1.05}$ | $8.711_{1.30}^{1.20}$ | $3.55{ }_{1.10}^{10.164}$ |
| 59 | 37 | 2.2 | 46.19 | $13.966_{2.48}^{2.14}$ | $14.85{ }_{2.95}^{3.11}$ | $10.89{ }_{3.96}^{4.56}$ |
| 60 | 56 | 2.4 | 45.04 | $3.07_{1.26}^{1.41}$ | $5.01_{1.38}^{1.29}$ | $3.57_{1.47}^{1.15}$ |
| 61 | 109 | 2.4 | 45.20 | $3.677_{0.82}^{10.84}$ | $2.544_{0.91}^{1.87}$ | $3.38{ }_{0.94}^{10.81}$ |
| 62 | 132 | 2.4 | 45.40 | $4.455_{0.77}^{0.78}$ | $4.64{ }_{0.80}^{0.73}$ | $3.599_{0.89}^{0.87}$ |
| 63 | 128 | 2.4 | 45.61 | $5.044_{0}^{0.763}$ | $6.088_{0.92}^{0.90}$ | $4.82_{0.98}^{0.83}$ |
| 64 | 106 | 2.4 | 45.81 | $6.933_{1.07}^{1.01}$ | $8.311_{1.10}^{1.92}$ | $6.05{ }_{1.12}^{1.98}$ |
| 65 | 76 | 2.4 | 45.99 | $9.866_{1.09}^{1.16}$ | $8.711_{1.34}^{1.53}$ | $6.35{ }_{0.98}^{1.41}$ |
| 66 | 28 | 2.4 | 46.20 | $13.23{ }_{2.77}^{1.87}$ | $11.92_{2.51}^{2.02}$ | $9.33{ }_{2.91}^{2.14}$ |
| 67 | 15 | 2.4 | 46.41 | $19.27{ }_{4.38}^{6.03}$ | $18.266_{3.95}^{4.47}$ | $12.49_{3.13}^{3.93}$ |
| 68 | 33 | 2.6 | 45.22 | $1.744_{1.41}^{1.03}$ | -0.47 ${ }_{1.54}^{1.29}$ | -0.26 ${ }_{1.08}^{0.92}$ |
| 69 | 56 | 2.6 | 45.41 | $4.61_{1.15}^{1.26}$ | $3.35{ }_{1}^{1.26}{ }^{1.26}$ | $2.99_{1.68}^{1.56}$ |
| 70 | 74 | 2.6 | 45.62 | $5.711_{1.12}^{1.15}$ | $5.64{ }_{1}^{1.305}$ | $3.09_{1.19}^{1.32}$ |
| 71 | 65 | 2.6 | 45.81 | $8.46{ }_{1}^{1.47}$ | $8.80{ }_{1}^{1.90}$ | $7.11_{1.60}^{1.61}$ |
| 72 | 42 | 2.6 | 45.99 | $5.27{ }_{1.09}^{1.80}$ | $6.361_{1.22}^{1.25}$ | $3.36{ }_{1}^{1.97}$ |
| 73 | 30 | 2.6 | 46.18 | $13.75_{2.32}^{2.18}$ | $13.48_{2.46}^{2.35}$ | $9.711_{2.55}^{1.99}$ |
| 74 | 18 | 2.6 | 46.39 | $15.33_{3.48}^{3.92}$ | $12.688_{3.49}^{3.86}$ | $10.60_{2.50}^{2.86}$ |

M. Symeonidis et al.

APPENDIX B: The data shown in Fig 7

Table 3. The data shown in Fig 7 Column (1): the central redshift of the bin, Column (2): the mean $\nu L_{\nu, 5100, ~ C o l u m n s ~(3), ~(4) ~ a n d ~}^{\text {, }}$ (5): the QSO $L_{\text {IR }}(8-1000 \mu \mathrm{~m}$, uncorrected for the AGN contribution) and lower and upper $1 \sigma$ values, Columns (6), (7) and (8): the SF $L_{\mathrm{IR}}(8-1000 \mu \mathrm{~m}$, AGN contribution removed) and lower and upper $1 \sigma$ values. All units are erg/s and all values are log, apart from one which is negative.

| bin redshift | mean $\nu L_{\nu, 5100}$ | $L_{\text {IR, QSO }}$ | lower $L_{\text {IR, QSO }}$ | upper $L_{\text {IR, } \mathrm{QSO}}$ | $L_{\text {IR, SF }}$ | lower $L_{\text {IR,SF }}$ | upper $L_{\text {IR,SF }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.6 | 44.66 | 45.22 | 45.15 | 45.29 | 44.99 | 44.87 | 45.09 |
| 0.6 | 44.84 | 45.27 | 45.21 | 45.32 | 44.91 | 44.81 | 44.99 |
| 0.6 | 44.99 | 45.35 | 45.28 | 45.42 | 44.88 | 44.67 | 45.02 |
| 0.8 | 44.70 | 45.29 | 45.23 | 45.34 | 45.07 | 44.98 | 45.14 |
| 0.8 | 44.81 | 45.42 | 45.35 | 45.47 | 45.21 | 45.10 | 45.29 |
| 0.8 | 44.99 | 45.52 | 45.45 | 45.57 | 45.25 | 45.14 | 45.33 |
| 0.8 | 45.18 | 45.56 | 45.49 | 45.61 | 45.12 | 44.98 | 45.21 |
| 0.8 | 45.36 | 45.61 | 45.53 | 45.68 | 44.76 | 44.26 | 45.04 |
| 1.0 | 44.73 | 45.33 | 45.26 | 45.38 | 45.11 | 45.02 | 45.19 |
| 1.0 | 44.86 | 45.42 | 45.36 | 45.46 | 45.17 | 45.10 | 45.24 |
| 1.0 | 45.05 | 45.53 | 45.47 | 45.59 | 45.23 | 45.14 | 45.32 |
| 1.0 | 45.25 | 45.64 | 45.58 | 45.70 | 45.22 | 45.11 | 45.31 |
| 1.0 | 45.38 | 45.74 | 45.67 | 45.81 | 45.25 | 45.09 | 45.39 |
| 1.0 | 45.51 | 45.82 | 45.75 | 45.90 | 45.22 | 45.00 | 45.44 |
| 1.2 | 44.71 | 45.30 | 45.23 | 45.36 | 45.08 | 44.97 | 45.16 |
| 1.2 | 44.81 | 45.45 | 45.39 | 45.50 | 45.26 | 45.18 | 45.33 |
| 1.2 | 44.99 | 45.51 | 45.45 | 45.56 | 45.23 | 45.16 | 45.31 |
| 1.2 | 45.13 | 45.61 | 45.55 | 45.65 | 45.30 | 45.22 | 45.36 |
| 1.2 | 45.36 | 45.71 | 45.65 | 45.77 | 45.21 | 45.09 | 45.31 |
| 1.2 | 45.56 | 45.88 | 45.82 | 45.94 | 45.32 | 45.16 | 45.44 |
| 1.2 | 45.70 | 45.99 | 45.92 | 46.06 | 45.33 | 45.09 | 45.49 |
| 1.4 | 44.72 | 45.51 | 45.41 | 45.55 | 45.38 | 45.26 | 45.44 |
| 1.4 | 44.81 | 45.41 | 45.33 | 45.48 | 45.20 | 45.08 | 45.30 |
| 1.4 | 45.02 | 45.50 | 45.44 | 45.55 | 45.20 | 45.10 | 45.28 |
| 1.4 | 45.17 | 45.71 | 45.66 | 45.76 | 45.46 | 45.39 | 45.53 |
| 1.4 | 45.33 | 45.74 | 45.68 | 45.79 | 45.34 | 45.24 | 45.42 |
| 1.4 | 45.52 | 45.90 | 45.83 | 45.96 | 45.46 | 45.32 | 45.58 |
| 1.4 | 45.69 | 46.11 | 46.03 | 46.17 | 45.73 | 45.56 | 45.82 |
| 1.6 | 44.77 | 45.51 | 45.44 | 45.58 | 45.37 | 45.28 | 45.46 |
| 1.6 | 44.89 | 45.54 | 45.48 | 45.61 | 45.36 | 45.27 | 45.45 |
| 1.6 | 45.04 | 45.65 | 45.60 | 45.70 | 45.44 | 45.37 | 45.51 |
| 1.6 | 45.21 | 45.70 | 45.65 | 45.75 | 45.41 | 45.32 | 45.48 |
| 1.6 | 45.42 | 45.79 | 45.73 | 45.85 | 45.33 | 45.22 | 45.41 |
| 1.6 | 45.59 | 45.94 | 45.88 | 45.99 | 45.46 | 45.31 | 45.53 |
| 1.6 | 45.76 | 46.04 | 45.97 | 46.11 | 45.33 | 45.09 | 45.50 |
| 1.8 | 44.80 | 45.49 | 45.36 | 45.59 | 45.32 | 45.12 | 45.46 |
| 1.8 | 44.84 | 45.55 | 45.48 | 45.61 | 45.39 | 45.29 | 45.47 |
| 1.8 | 45.00 | 45.65 | 45.58 | 45.70 | 45.46 | 45.36 | 45.53 |
| 1.8 | 45.19 | 45.68 | 45.62 | 45.74 | 45.38 | 45.28 | 45.47 |
| 1.8 | 45.35 | 45.83 | 45.76 | 45.88 | 45.51 | 45.40 | 45.58 |
| 1.8 | 45.52 | 45.95 | 45.89 | 46.00 | 45.59 | 45.49 | 45.66 |
| 1.8 | 45.73 | 46.04 | 45.97 | 46.10 | 45.43 | 45.24 | 45.57 |
| 1.8 | 45.86 | 46.16 | 46.08 | 46.22 | 45.49 | 45.23 | 45.65 |
| 2.0 | 44.88 | 45.62 | 45.54 | 45.69 | 45.48 | 45.36 | 45.57 |
| 2.0 | 45.01 | 45.73 | 45.66 | 45.79 | 45.58 | 45.48 | 45.66 |
| 2.0 | 45.16 | 45.82 | 45.75 | 45.89 | 45.64 | 45.55 | 45.73 |
| 2.0 | 45.31 | 45.85 | 45.80 | 45.90 | 45.60 | 45.51 | 45.67 |
| 2.0 | 45.52 | 45.98 | 45.92 | 46.03 | 45.66 | 45.56 | 45.73 |
| 2.0 | 45.70 | 46.05 | 45.98 | 46.11 | 45.56 | 45.40 | 45.65 |
| 2.0 | 45.92 | 46.26 | 46.19 | 46.32 | 45.74 | 45.59 | 45.85 |
| 2.0 | 46.10 | 46.42 | 46.36 | 46.48 | 45.85 | 45.70 | 45.98 |

Table 4. TABLE CONTINUING - The data shown in Fig 7 Column (1): the central redshift of the bin, Column (2): the mean $\nu L_{\nu, 5100}$, Columns (3), (4) and (5): the QSO $L_{\text {IR }}(8-1000 \mu \mathrm{~m}$, uncorrected for the AGN contribution) and lower and upper $1 \sigma$ values, Columns (6), (7) and (8): the $\mathrm{SF} L_{\mathrm{IR}}(8-1000 \mu \mathrm{~m}$, AGN contribution removed) and lower and upper $1 \sigma$ values. All units are erg/s and all values are log, apart from one which is negative.

| bin redshift | mean $\nu L_{\nu, 5100}$ | $L_{\mathrm{IR}, \mathrm{QSO}}$ | lower $L_{\mathrm{IR}, \mathrm{QSO}}$ | upper $L_{\mathrm{IR}, \mathrm{QSO}}$ | $L_{\mathrm{IR}, \mathrm{SF}}$ | lower $L_{\mathrm{IR}, \mathrm{SF}}$ | upper $L_{\mathrm{IR}, \mathrm{SF}}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2.2 | 44.84 | 45.69 | 45.51 | 45.87 | 45.59 | 45.33 | 45.81 |
| 2.2 | 44.94 | 45.53 | 45.43 | 45.61 | 45.30 | 45.14 | 45.43 |
| 2.2 | 45.05 | 45.71 | 45.65 | 45.77 | 45.53 | 45.45 | 45.61 |
| 2.2 | 45.21 | 45.78 | 45.73 | 45.83 | 45.55 | 45.48 | 45.62 |
| 2.2 | 45.37 | 45.91 | 45.85 | 45.95 | 45.65 | 45.58 | 45.71 |
| 2.2 | 45.56 | 46.05 | 45.99 | 46.10 | 45.75 | 45.67 | 45.81 |
| 2.2 | 45.73 | 46.08 | 46.02 | 46.14 | 45.58 | 45.44 | 45.67 |
| 2.2 | 45.95 | 46.27 | 46.20 | 46.33 | 45.68 | 45.47 | 45.81 |
| 2.4 | 44.98 | 45.53 | 45.37 | 45.65 | 45.27 | 44.96 | 45.47 |
| 2.4 | 45.07 | 45.61 | 45.53 | 45.68 | 45.36 | 45.21 | 45.47 |
| 2.4 | 45.25 | 45.73 | 45.66 | 45.79 | 45.42 | 45.30 | 45.51 |
| 2.4 | 45.39 | 45.81 | 45.74 | 45.87 | 45.43 | 45.31 | 45.53 |
| 2.4 | 45.60 | 45.99 | 45.92 | 46.04 | 45.54 | 45.40 | 45.64 |
| 2.4 | 45.75 | 46.13 | 46.07 | 46.19 | 45.70 | 45.60 | 45.78 |
| 2.4 | 46.00 | 46.32 | 46.24 | 46.38 | 45.73 | 45.48 | 45.85 |
| 2.4 | 46.16 | 46.48 | 46.40 | 46.56 | 45.91 | 45.62 | 46.12 |
| 2.6 | 45.08 | 45.45 | 45.14 | 45.60 | 45.00 | $-4.38 \times 10^{44}$ | 45.31 |
| 2.6 | 45.21 | 45.77 | 45.67 | 45.85 | 45.53 | 45.36 | 45.66 |
| 2.6 | 45.37 | 45.88 | 45.80 | 45.94 | 45.60 | 45.47 | 45.70 |
| 2.6 | 45.57 | 46.06 | 45.99 | 46.12 | 45.76 | 45.65 | 45.85 |
| 2.6 | 45.72 | 46.01 | 45.92 | 46.07 | 45.32 | 44.98 | 45.47 |
| 2.6 | 45.96 | 46.34 | 46.27 | 46.40 | 45.89 | 45.73 | 45.99 |
| 2.6 | 46.12 | 46.43 | 46.35 | 46.50 | 45.84 | 45.55 | 46.02 |


[^0]:    1 Herschel is an ESA space observatory with science instruments provided by European-led Principal Investigator consortia and with important participation from NASA
    2 The HELP project focus is homogenising data from all Herschel extragalactic surveys, covering over $1300 \mathrm{deg}^{2}$ http://herschel.sussex.ac.uk see also Vaccari 2016. Data available at http://hedam.lam.fr/HELP/

