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a b s t r a c t

Hybrid static and dynamic typing languages are aimed at combining the benefits of both kinds of lan-
guages: the early type error detection and compile-time optimizations of static typing, together with
the runtime adaptability of dynamically typed languages. The StaDyn programming language is a
hybrid typing language, whose main contribution is the utilization of the type information gathered
by the compiler to improve compile-time error detection and runtime performance. StaDyn has been
evaluated as the hybrid typing language for the .Net platform with the highest runtime performance
and the lowest memory consumption. Although most optimizations are performed statically by the
compiler, compilation time is yet lower than the existing hybrid languages implemented on the .Net
platform.
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1. Motivation and significance

Dynamically typed languages commonly support runtime-
daptable features such as reflection, metaprogramming, dy-
amic code generation, duck typing, and dynamic reconfiguration
nd distribution. The great runtime flexibility provided by dy-
amic languages has made them suitable for different scenarios
uch as runtime adaptable systems, rapid prototyping, dynamic
spect-oriented programming, and data processing and integra-
ion systems [1]. Taking the web development scenario as an
xample, Ruby [2] is used for the rapid development of database-
acked web applications with the Ruby on Rails framework [3].
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This framework has confirmed the simplicity of implementing
the DRY (Do not Repeat Yourself) [4] and the Convention over
Configuration [3] principles in a dynamically typed language.
JavaScript [5] is being widely employed to create both front- and
back-end modules of web applications [6]. Python [7] is used for
many different purposes including web development with nu-
merous frameworks (e.g., Django, CherryPy, Pyramid and Flask).

The great flexibility of dynamic languages is, however, coun-
teracted by limitations derived from the lack of static type check-
ing. The type information gathered by statically typed languages
is commonly used to perform different optimizations and to
provide the early detection of type errors [1]. Statically typed
languages offer the programmer the detection of type errors at
compile time, making it possible to fix them immediately rather
than discovering them at runtime [8]. Moreover, avoiding the
runtime type inspection and type checking performed by dynam-
ically typed languages commonly involve a runtime performance
improvement [9,10].
rticle under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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Since both dynamic and static typing offer important benefits,
here have been approaches aimed at obtaining the advantages of
oth approaches, following the philosophy of static typing where
ossible, dynamic typing when needed [1]. Out of all the theoretical
esearch works, gradual typing has probably been the one with
he highest impact [11]—soft typing [12], quasi-static typing [13]
nd hybrid typing [14] are other well-known works. Gradual
yping defines a consistency relation that formally defines the
nteraction between static and dynamic types [15]. Ever since
ts conception, gradual typing has been an active research topic,
hich we detail in Section 5.
The research work in gradual and hybrid dynamic and static

yping has influenced the design and implementation of some
ommercial programming languages. Different hybrid typing lan-
uages were created, such as Visual Basic, Objective-C, Dylan, Boo,
antom and Cobra. Likewise, some dynamically typed languages,
uch as Groovy and PHP, became gradually typed after including
tatic type annotations [16,17]. Moreover, the statically typed C#
anguage included the dynamic type [18] to indicate the compiler
o postpone type checks until runtime. Kotlin, when compiled to
avaScript, follows a similar approach with its dynamic type [19].

The StaDyn programming language presented in this article
s a full-fledged object-oriented programming language that pro-
ides hybrid static and dynamic typing for the .Net platform. The
ain contribution of StaDyn compared with the existing hybrid

anguages is that it gathers type information from dynamically
yped code and uses it for two main purposes: detecting at com-
ile time type errors of dynamically typed code; and providing
etter runtime performance by reducing dynamic type-checking
perations.
The rest of this article is structured as follows. An illustrative

xample is presented in Section 2. Section 3 describes the StaDyn
rogramming language. An evaluation of the efficiency of StaDyn
nd some use case scenarios are presented in Section 4. Section 5
epicts the related work and conclusions are drawn in Section 6.

. Illustrative example

Fig. 1 shows an illustrative example of StaDyn code with static
nd dynamic typing. The DistanceToOrigin method in Fig. 1
eceives a Circumference, so the DistanceToOrigin(cir)
nvocation in line 26 is accepted by the compiler. On the con-
rary, the compiler rejects the next DistanceToOrigin(rec)
nvocation because rec is a Rectangle, not a Circumference.
hat invocation is rejected even though rec implements the two
essages passed to the figure parameter (GetX and GetY). If

he figure parameter had been dynamically typed, it would
have produced neither a compiler nor a runtime error, because
rec provides valid implementations of both GetX and GetY—that
s the so-called duck typing feature of dynamic languages.
Distance provides an example of the dynamic typing ap-

proach, since its two parameters are declared as dynamic. In
he invocation in line 28, a rectangle and a circumference are
assed to Distance. That function call produces no runtime error

because both objects provide GetX and GetY. That is not the
case with the following Distance(cir, tri) invocation, since
triangles do not provide GetX and GetY. In C#, the invocation
is compiled and it throws an error at runtime, just like most
dynamic languages do. However, the StaDyn compiler manages
to show an error in line 29. That is because StaDyn performs type
hecking of dynamically typed code and knows that tri does
ot provide the implementation of GetX and GetY. Moreover,
he type information gathered by the compiler is also used to
ptimize the code generated (see Section 4.1). This compile-
ime type inference and type checking of dynamically typed
 T

2

code is the main difference between StaDyn and the rest of the
dynamically typed languages.

3. Software description

StaDyn is a hybrid static and dynamic typing object-oriented
language for the .Net framework. It was created as an extension
of C# 3 in 2007 by the Computational Reflection research group
of the University of Oviedo, as a research project partially funded
by Microsoft Research. StaDyn enhances the behavior of the C#
implicitly typed local references (i.e., the var keyword) and the
dynamic type that was later included in C# 4.

In StaDyn, the var keyword can be used to declare implic-
itly typed references. This means that var is a valid type for
declaring fields, parameters, return values and local variables—
in C#, var can only be used to define initialized local variables.
In the example code in Fig. 1, all the dynamic references used
(line 19) can be replaced with var. The main difference between
var and dynamic is that the compiler is more lenient with
dynamic references. With var, the compiler performs classical
static typing, making sure that every possible execution flow is
safe. However, with dynamic it allows constructs with at least
one valid execution flow1 (details are given in Section 3.4).

The StaDyn compiler is implemented in C# [20]. For lexical and
syntactic analysis, we use the ANTLR LL(*) parser generator. The
compiler generates assembly code in the intermediate language
(IL) for the .Net platform. Finally, the IL assembler is used to
generate the .Net binaries.

3.1. Variables holding different types at runtime

In dynamic languages, it is very common to use one unique
variable to hold different types in the same scope. For example,
the code on the left-hand side of Fig. 2 uses the value variable
to hold the same value with different types. First, value stores
the string representation of a real number (line 3) passed to the
program from the command line prompt. In that case, the Length
message can be passed to value, because Length is a property
provided by String. Then, line 5 converts the String into a
double number, so it can be passed to Sqrt (line 6). The Length
property is no longer provided by value, so the StaDyn compiler
produces a compile-time error in line 7 (unlike C#, which shows
the error at runtime).

Common statically typed platforms such as Java and .Net do
not allow variables to have different types in the same scope.
So, if the Object type is used as the assembly translation of
dynamic and var, the required casts or the use of reflection will
slow down the execution of the application [21]. To avoid this
runtime performance penalty, the StaDyn compiler transforms
the program (its abstract syntax tree, AST) into another one
where each dynamically typed reference is (statically) assigned
at most once. That is, programs are transformed into Static Single
Assignment (SSA) form [22].

The SSA transformation is shown in Fig. 2. The AST of the
program on the left is translated into the AST of the program on
the right [23]—the same occurs with var references. In this way,
the type-checking phase of the StaDyn compiler infers a unique
type for the value 0 (string) and value 1 (double) variables.
Besides the robustness of detecting the error in line 7, the gener-
ated code provides significantly higher runtime performance by
avoiding unnecessary casts and reflection (Section 4.1).

1 The first version of StaDyn only supported our extension of the var type,
ot dynamic. Afterwards, C# 4.0 was launched and included the new dynamic
ype. We then created StaDyn 2.0 to include a new interpretation of dynamic.
he exact differences between var and dynamic are detailed in Section 3.4
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Fig. 1. Example StaDyn program with hybrid static and dynamic typing (class constructors are obviated).

Fig. 2. Left-hand side: StaDyn source code where value holds two different types. Right-hand side: the transformed program produced by the SSA algorithm.
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Fig. 3. Flow-sensitive types in StaDyn.
3.2. Flow-sensitive types

As in dynamic languages, StaDyn allows variables whose type
depends on the execution flow. In the source code of Fig. 3,
the type of figure (line 10) depends on the dynamic value of
args[0]. It may be Circumference or Rectangle.

StaDyn models flow-sensitive types through union types [24].
The type of the figure variable is the Circumference∨
Rectangle union type. A union type T1∨T2 denotes the ordinary
union of the set of values belonging to T1 and T2 [25], representing
the least upper bound of T1 and T2 [26]. Therefore, the set of
operations (e.g., addition, field access, assignment, invocation
and indexing) that can be applied to a union type are those
accepted by every type in the union type. For this reason, it is
safe to call the GetX method of figure in line 11 of Fig. 3 (both
Circumference and Rectangle provide GetX). This is what
is called duck typing in the dynamic language community [27].
An important benefit of StaDyn is that duck typing is statically
typed [28].

The behavior of var and dynamic references are not the
same when it comes to type-check union types. For var, the
type system checks, for a given operation, that such operation
is supported by all the types in the union type. In our exam-
ple, figure.GetX() is safe because both Circumference and
Rectangle provide that method. However, the GetRadiusmes-
sage cannot be passed to figure (line 12) because it is not
implemented by Rectangle. This is the classical interpretation
of union types [29].

StaDyn provides a new interpretation of union types for dy-
namic Refs. [30]. In this case, the compiler is more lenient to
follow the flavor of dynamic languages, but static typing is still
performed. An operation is allowed when at least one of the
types in the union type supports that operation. For example,
if figure is declared as dynamic in Fig. 3 (line 10), the fig-
ure.GetRadius() statement in line 12 will be accepted by the
compiler, because GetRadius is implemented by Circumfer-
ence. On the other hand, figure.GetArea() is detected as a
compiler error, even if figure is dynamic, because neither Cir-
cumference nor Rectangle supports that message. A formal
description can be consulted in [31].

For both dynamic and var union types, StaDyn adds runtime
type checks in the generated code [31]. As the number of types in
the union type grows, those type checks consume more execution
4

time [32]. Although the method specialization technique imple-
mented (Section 3.5) significantly reduces this cost, union types
holding a massive number of types are better avoided by defining
a common supertype. Otherwise, the StaDyn compiler uses the
type cache of the Dynamic Language Runtime (DLR) (Section 3.6)
when a union type holds 126 types or more—from this value on,
the DLR provides better performance.

3.3. Dynamically typed parameters

The type of both dynamic and var variables are inferred
with a unification algorithm [33]. The StaDyn compiler models
the type of dynamic and var variables as type variables that
can be unified (i.e., instantiated or substituted) with any other
type [34]. This unification is performed on method invocation,
object construction and assignments.

Fig. 4 shows a StaDyn program excerpt with gray type anno-
tations on the right. Type variables are represented as Xi, where
i is a unique identifier. The type of cir (line 15) is the type
variable X6 that, initially, is not instantiated (a substitution has
not been found for it). The assignment in line 15 unifies the type
of cir (X6) to Circumference. The SSA algorithm assures that
one dynamically typed local variable is assigned once and hence
has a unique type.

var and dynamic parameters cannot be unified with a single
type. Since they represent the type of all the possible arguments
to be passed, they cannot be inferred in the same way as local
variables. This is the case of the figure parameter in line 2.
In the first invocation to Distance (line 17), the parameter
type variable (X1) is unified to Circumference but, in the next
invocation (line 18), X1 will be Rectangle. Thus, the type of
the parameter (X1) varies depending on the invocation—the same
happens for methods returning var or dynamic.

To support the type inference of var and dynamic param-
eters and return values, StaDyn includes constraints in its type
system [35]. For example, the type of Distance is a method
receiving X1 and returning X2, with the following constraints: X1
must provide the GetX() and GetY() messages (X1 ≤ {GetX():
X3}, X1 ≤ {GetY(): X4}), since they are called in the method
body; likewise, the two values returned by GetX and GetY (X3
and X4) must be subtypes of double, because they are passed
to Math.Pow; and, finally, the type returned by Distance is
double, since that is the type returned by Math.Sqrt.
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Fig. 4. Dynamically typed parameters.
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At every invocation, the type variables of the parameters are
nified with the type of the arguments, and constraints are
hecked. If the constraints are fulfilled, the returning type is then
nferred. Otherwise, a compiler error is shown. The three invoca-
ions in lines 17, 18 and 20 fulfill the constraints of Distance and
eturn double. However, the invocation in line 21 does not meet
he constraints because Triangle does not implement GetX()
nd GetY()—a compiler error is shown.

.4. Static and dynamic typing

One of the development scenarios of gradual typing is rapid
rototyping. In such a scenario, dynamically typed variables are
sed to implement prototypes. If the language also supports static
yping, dynamically typed variables can be gradually converted
nto statically typed ones to make the application more robust
nd efficient.
StaDyn supports the gradual modification of dynamically typ-

d code with different compiler options. As mentioned, the langu-
ge provides var as a new type. By default, var is statically typed
nd shows a compiler error when an operation is not supported
y all the types in a flow-sensitive union type (Section 3.2).
owever, if the everythingDynamic option is passed to the
ompiler, all the var references are treated as dynamic, mak-
ng the type system to be more lenient. That option would no
onger be used when we want to convert a prototype into a safe
rogram [28].
StaDyn also provides a Visual Studio plug-in that facilitates

he conversion of rapid prototypes into safe applications [36].
mong other functionalities, it performs the automatic replace-
ent of var and dynamic references with the types inferred by
5

he compiler, when they are inferred to one single static type
flow-sensitive union types are not replaced) [37]. It supports this
ption for a single variable, one file and the whole application.

.5. Method specialization

The StaDyn type inference system combines constraints, union
ypes, unification and SSA transformations to detect compile-time
rrors of dynamically typed code. Moreover, the type informa-
ion gathered by the compiler is used to improve the runtime
erformance of the generated code. One of the most signifi-
ant optimizations performed by StaDyn is method specializa-
ion [28]. The type information inferred for the arguments in a
ethod invocation is used to specialize the code of the method
eing called. var and dynamic parameters are replaced with
he inferred types of the arguments, and a new implementa-
ion for the invoked method is generated. In that new version
f the method, no dynamic typing is performed, so runtime
erformance is significantly increased (Section 4.1).
Fig. 5 shows an example of the method specialization tech-

ique (the left-hand side shows the original code, while the
ight-hand side depicts its specialized version). For the first in-
ocation to Distance (line 7), a new Distance_1 method is
reated, replacing the dynamic type of the parameter (line 2)
with the type of the argument (Circumference); the same spe-
cialization is performed for the return type. Therefore, when the
specialized invocation calls Distance_1, runtime performance
will be increased because dynamic typing is avoided.

The same specialization takes place if the argument is a flow-
sensitive union type (e.g., figure argument in line 9). In this
case, a new Distance_3 method is created. The only runtime
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Fig. 5. Original StaDyn code (left-hand side) and its specialized version (right-hand side).
ype check performed in Distance_3 is knowing whether the
arameter is Circumference or Rectangle. No other type
hould be checked because the type of the argument is inferred
o Circumference∨Rectangle. Distance_3 calls either Dis-
tance_1 or Distance_2, where no dynamic type checking is
performed.

3.6. Runtime type cache optimization

Although method specialization is performed for each invoca-
tion, the original Distancemethod with the dynamic parameter
and return type is maintained in the generated code. This is
because the compiled assembly can be used as a .Net compo-
ent from another application and, in that case, it would not be
pecialized.
For that particular case scenario, the StaDyn compiler provides

another optimization. For those unspecialized methods with dy-
namically typed parameters, a runtime type cache is used [38]. In
that case, the code generated by the compiler uses the services
of the Dynamic Language Runtime (DLR). The DLR implements
different cache levels for the typical operations of dynamically
typed code [39]. The use of the runtime cache provides signifi-
cant performance benefits when methods are repeatedly called
with the same argument types (a common scenario in most
applications) [38].

4. Impact

StaDyn is a suitable programming language for scenarios
where both dynamic and static typing are appropriate to build a
.Net component or application. The main contribution of StaDyn
is the static type checking performed by the compiler for the
dynamically typed code. So far, we have described how that in-
formation is used to produce safer programs with fewer runtime
errors (Section 3). We now evaluate how that type information
is used to generate more efficient code (Section 4.1). Finally,
we describe some scenarios where the StaDyn programming
language has been used (Section 4.2).
 s

6

4.1. Runtime performance and memory consumption

We compare the efficiency of StaDynwith the following hybrid
typing languages for the .Net platform: C# 7.3, Visual Basic 15,
Boo 0.9.7, Fantom 1.0.77 and Cobra 0.9.6. We also include the
IronPython 2.7.7 implementation of Python for the .Net platform
due to its good performance. All the source code has no type
annotations (everything is dynamic). For C#, we also measure
the code with all the type annotations to see how close the
implemented optimizations are to fully type-annotated C#.

There exist some other dynamic languages that implement
state-of-the-art optimizations to improve the runtime perfor-
mance of dynamically typed code. Although they do not generate
code for the .Net platform, we include them in our analysis to
compare their optimizations with the ones provided by StaDyn.
For Python, we measure PyPy 2.7, evaluated as the fastest Python
implementation [40], and the CPython 2.7.14 reference imple-
mentation. The JavaScript engines V8 8.7 and SpiderMonkey 24.4
(with and without IonMonkey) are also included in the evaluation
because of their excellent performance [20]. We also include the
JavaScript GraalVM implementations over the high-performance
GraalVM polyglot virtual machine (both native image and JVM
runtimes) [41].

We measure different applications and benchmarks. First,
we take the Pybench and Pystone well-known dynamically typed
benchmarks. Second, we include Section 2 (kernels) and Sec-
tion 3 (large-scale applications) of the statically typed Java Grande
benchmark. The Points hybrid static and dynamic benchmark
is also measured [31]. We translate all the programs into the
different languages to be evaluated, and all the type annotations
are replaced with dynamically typed references.

We follow the two methodologies proposed by Georges
et al. [42]: (1) startup performance is how quickly a system
can run a relatively short-running application; (2) steady-state
performance concerns long-running applications, where runtime
optimizations have been executed. For startup, each program is
executed 30 times, computing the average result and the stu-
dent’s t 95% confidence interval of the total execution time. As for
tartup, steady-state programs are executed 30 times. However,
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Fig. 6. Average startup execution times relative to StaDyn (whiskers represent 95% confidence intervals).
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ach program execution in steady-state runs the benchmark in
loop, and it returns the average value of the last 10 itera-

ions when the coefficient of variation of those 10 iterations is
ower than 2% (i.e., a steady state is reached)—a more detailed
escription can be consulted in [42].
Memory consumption is evaluated with the startup methodol-

gy. For each program execution, we measure the maximum size
f working set memory employed by each process ever since it
tarted (i.e., PeakWorkingSet). The working set of a process is
he set of memory pages currently visible to a process in physical
AM memory, which is available to be used without triggering a
age fault.
All the programs are measured on a 2.5 GHz Intel Core i7

ystem with 8 GB of RAM, running an updated 64-bit version of
indows 10 and .Net Framework 4.8.
Fig. 6 shows the startup execution times, where StaDyn out-

erforms the rest of the languages measured but C# with full type
nnotations. The optimizations implemented by StaDyn make
ode with all dynamic variables to be 1.8% slower than fully
ype-annotated C#, but there are no significant differences since
oth confidence intervals overlap [42]. When comparing the same
ource code – C# and StaDyn with all dynamic variables – run-
ime performance is 12.1 times higher than C#. This value grows
p to 74.9 factors when compared to Cobra, the .Net language
ith the lowest runtime performance.
When compared to PyPy, a Python implementation optimized

ith a tracing JIT compiler [43], StaDyn provides a 272.8% runtime
erformance benefit for startup. The JavaScript engine evaluated
ith the best startup performance is V8, which implements run-
ime adaptive optimizations [44]. In the applications measured,
8 requires 93.4% more execution time than StaDyn.
 d

7

For the steady-state methodology (Fig. 7), the dynamic opti-
izations implemented by the tracing JIT compilers of IonMon-
ey and GraalVM for JVM show important benefits compared
o the startup approach. IonMonkey shows the best JavaScript
erformance with 127.7% more execution time than StaDyn. Sta-

Dyn keeps showing the second best steady-state performance,
consuming 5.1% more execution time than C# with all the type
annotations. All these data show that our optimizations make
dynamic code in StaDyn to be very close to type-annotated code,
and provide significantly higher runtime performance than the
existing approaches to optimize dynamically typed code.

Fig. 8 shows the average runtime memory consumed by the
different languages. StaDyn is the programming language that
requires fewer memory resources at runtime. This is because
the method specialization optimization implemented by StaDyn
is performed statically by the compiler.2 On the contrary, highly
optimized implementations, such as PyPy, IonMonkey, V8 and
GraalVM, perform all the optimizations dynamically, consuming
additional memory resources. C# with dynamic and IronPython
use the runtime cache of the DLR, and Fantom implements its
own cache, causing significantly higher memory consumption.

As mentioned, most of the optimizations provided by Sta-
Dyn take place statically, at compile time. That provides lower
execution times and memory consumption than the existing ap-
proaches, but requires additional compilation time. Thus, we
compare the compilation time of the selected programs with
different compilers. The .Net Foundation supports two C# and

2 Fully type-annotated C# consumes 2.4% more memory than StaDyn because
of the DLR used in the Points benchmark. StaDyn does not make use of the DLR,
ue to the method specialization technique implemented [28].
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Fig. 7. Average steady-state execution times relative to StaDyn (whiskers represent 95% confidence intervals).
isual Basic compilers implemented on the .Net platform (known
s Roslyn compilers), similar to StaDyn. The average compilation
imes of these C# and Visual Basic compilers are, respectively,
2.9% and 101% higher than StaDyn. Compared to the Microsoft
ative implementations (i.e., binary compilers), C# and Visual
asic use 15.9% and 24.6% of the compilation time consumed by
taDyn. StaDyn compiles the selected programs 4.5%, 12.4% and
3.4% faster than, respectively, Fantom, Boo and Cobra, the rest
f the hybrid typing languages for the .Net platform.

4.2. Usages of StaDyn

The StaDyn programming language was used in the develop-
ment of the OneRate credit risk analysis system [45]. OneRate
was built as a highly adaptable framework that supports the com-
mon features of credit risk analysis systems, while allowing their
customization to the particular requirements of each customer.
These two objectives are achieved with the combination of static
and dynamic typing.

StaDyn was also used in the development of part of DIMAG, a
framework for the declarative implementation of native mobile
applications [46]. The code generation module of DIMAG was
implemented in StaDyn, due to its adequacy to add new target de-
vices using duck typing. The same approach was used to develop
the Lizard native view generation system [47].

We used StaDyn in the implementation of statically typed mul-
timethods for the .Net platform [9]. A multimethod dispatcher
uses dynamic as the type of its polymorphic arguments. Those
arguments are passed to statically typed overloaded methods
implementing each multimethod [48]. The type system of StaDyn
allows detecting errors statically, while obtaining high runtime
performance. StaDyn was also used to implement part of the dy-
namic weaving module of the DSAW aspect weaver platform [49].
8

Besides software development, StaDyn has also been utilized
in different academic scenarios. Our language is used to teach the
differences between dynamic and static typing in a Programming
Paradigms and Technologies course [50]. Likewise, its source code
is employed to teach the different parts of a compiler in a Pro-
gramming Language Design and Implementation module [51].
Finally, we use StaDyn to teach its different optimizations in
a Programming Languages and Platforms research course of a
software engineering master’s degree.

5. Related work

There have been many works aimed at obtaining the advan-
tages of static and dynamic typing in the very same programming
language. Soft typing applies static typing to the Scheme dy-
namically typed language [12]. In soft typing, the static type
checker inserts runtime type checks in dynamically typed op-
erations that may be erroneous. Abadi et al. add a Dynamic
type to lambda calculus, including two conversion operations:
dynamic to construct values of Dynamic type and typecase for
inspecting them, producing verbose code deeply dependent on its
dynamism [52].

The works of quasi-static typing [13] and hybrid typing [14]
perform implicit conversions between dynamic and static code
via subtyping relations. Gradual typing is based on the consis-
tency relation, first defined in the λ?

→
functional calculus [15]. Un-

like subtyping, the consistent subtyping relation is not transitive.
Consistency was later combined with subtyping (≲) and included
in object-oriented abstractions [11]. Gradual typing has also been
integrated with ownership types [53], refinement types [54],
session types [55] and type inference [56].
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Fig. 8. Average runtime memory consumption relative to StaDyn (whiskers represent 95% confidence intervals).
Garcia et al. propose a new foundation for gradual typing
called Abstract Gradual Typing (AGT) [57]. AGT derives consis-
tent predicates and gradual typing judgements by using abstract
interpretation to give gradual types a semantics in terms of
pre-existing static types. Gradual types are interpreted as sets
of possible static types. AGT yields a formal account of consis-
tency that subsumes and generalizes the traditional notions of
consistency. AGT includes a systematic approach to developing
dynamic semantics for gradual programs as proof reductions over
source-language typing derivations.

Inspired by the AGT work on using abstract interpretation to
understand gradual typing [57], Toro and Tanter define gradual
union types. Gradual union types combine the traditional static
approach of untagged (T1 + T2) and tagged (T1 ∨ T2) unions,
viewing a union type as a kind of gradual type [58]. Thus, T1

⨁
T2

is a union gradual type that represents both T1 and T2, meaning
that the use of a value type T1

⨁
T2 is accepted if the operations

make sense for either T1 or T2. If such operations are valid for
one of the types (T1 or T2), a runtime check is introduced that
may cause a dynamic cast error. No runtime check is necessary
if the operation is valid for both T1 and T2. If the operation is
valid for neither T1 nor T2, the program is rejected statically. Since
gradual union types do not allow full dynamic type checking, the
unknown type ? is also included in the meta-theory of gradual
union types.

Castagna and Lanvin enrich gradual type systems with union
and intersection types, making the transition between dynamic
and static typing smoother and finer grained [59]. Union and
intersection types can be used by programmers to instruct the
system to perform fewer runtime checks. They use the name of
set-theoretic types because, interpreting types as sets of values,
9

union and intersection types are interpreted as the correspond-
ing set-theoretic operations. Likewise, the subtyping relation is
defined as set containment. Castagna and Lanvin define the static
and dynamic semantics of a language with gradual typing and
set-theoretic type connectives, and prove its soundness.

Muehlboeck and Tate present a calculus, called MonNom,
that allows mixing untyped structural code with typed nominal
code in gradually typed object-oriented languages [60]. Their
system allows programs to transition between untyped struc-
tural and typed nominal approaches, while still ensuring gradual
guarantee [61] and soundness. MonNom was implemented with
an ahead-of-time compiler using LLVM, extending their calculus
with a standard library, generics and new primitives. The evalua-
tion showed that the worst-case overhead of the implementation
stays under 25%.

Sound gradually typed languages insert runtime checks to
provide type soundness for the overall program. Therefore, the
programmer can rely on the language implementation to pro-
vide meaningful error messages at runtime. However, these run-
time type checks imply a significant performance overhead [62].
Rastogi et al. measured the runtime performance of the sound
gradual type system provided by Safe TypeScript, reporting that
the average performance cost for dynamic code with no type
annotations was 22 factors [63].

Due to the runtime performance cost of sound gradually typed
languages, there have been many works focused on their op-
timization. Siek et al. propose monotonic references to avoid
the runtime overhead of dynamic typing in statically typed re-
gions [64]. The work of Herman et al. aims at reducing the
type checking operations by combining adjacent type coercions,
providing potential optimizations in space and time [65].
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Rastogi et al. design a sound type inference algorithm to
mprove the performance of gradually typed programs, without
ntroducing any new runtime failures [66]. In this way, static
ypes can often be inferred, thereby removing unnecessary run-
ime checks. The algorithm performs an asymmetric treatment of
ypes that flow in and out to an unknown type, and an escape
nalysis is performed to decide which types are safe to infer.
heir type inference algorithm was included in an implementa-
ion of ActionScript, showing an average runtime performance
mprovement of 60% [66].

Reticulated Python is a gradually typed variant of the Python
rogramming language [67]. The transient strategy for gradual
yping in Reticulated Python inserts lightweight constant-time
hecks (type tag inspections) rather than using proxies. However,
uch transient gradual typing still shows a runtime performance
ost linear to the number of type annotations, presenting a worst-
ase overhead of 6 factors compared to CPython [68]. Reticulated
ython was later optimized by removing unnecessary checks
ith a type inference algorithm that uses subtyping and check
onstraints generated by the transient checks [69]. The linear
ost disappeared, showing a 6% average overhead compared to
Python and 1% when run on PyPy.
Pycket implements a tracing JIT compiler for the gradually

yped Racket language [70]. Pycket is implemented in the RPyt-
on meta-tracing framework, originally created for PyPy. RPython
utomatically generates tracing JIT compilers from interpreters
71]. Among other optimizations, Pycket performs runtime type
pecialization of different data structures. The tracing JIT compiler
rovided by RPython has allowed Pycket to eliminate more than
0% of the gradual typing overhead introduced by Typed Rack-
t [72].

. Conclusions

The StaDyn programming language combines the benefits of
tatic and dynamic typing in the very same language. Compared
o the existing hybrid typing languages, its main contribution is
hat it statically gathers type information of dynamically typed
ode. Such type information is used to provide early detection
f type errors of dynamically typed code and a significant run-
ime performance improvement. Dynamic memory consumption
s also reduced due to its compile-time method-specialization
ptimization. Although most optimizations take place at compile
ime, compilation time is lower than the hybrid typing languages
mplemented on the .Net platform. StaDyn has been successfully
sed to implement several software applications and to teach
ifferent topics in university courses.
A virtual machine with all the benchmarks and the software

sed to measure the different language implementations evalu-
ted in this article are available for download at
https://www.reflection.uniovi.es/stadyn/download/2022/softw

rex
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