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Ana G. Rúa1 • Noelia Rico2 • Ana Alonso1 • Elena Dı́az1 • Irene Dı́az2

Received: 9 November 2021 / Accepted: 28 June 2022 / Published online: 27 July 2022
� The Author(s) 2022

Abstract
Chronodisruption alters circadian rhythms, which has negative consequences on different pathologies and mental disorders.

This work studies whether factors related to chronodisruption of circadian rhythms motivated by shift works influence on

reproductive health or not. In particular, this influence is studied on four particular aspects related to reproductive health:

reproductive health disease, first pregnancy attempt, problems during pregnancy and gestation period. Some explainable

machine learning models based on trees have been employed. These methods provided information about the importance of

each predictor. The most important variables provided by each method were aggregated using a ranking aggregation

function in order to reach a consensus ranking of variables that made possible to understand whether the chronodisruption

factors had an effect on each of the aspects studied. The data have been obtained from 697 health professionals. Infor-

mation about classical biomarkers, sleep quality indices and also other new variables related to eating jet lag, sleep hygiene

and how the sleep is affected by shift works were considered as input data. Experiments have shown how some of these

novel biomarkers are ranked in the top positions of the issues studied in relation to reproductive health. In particular, the

light level and the use of electronic devices, which are features related to chronodisruption, are highlighted as biomarkers.
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1 Introduction

Biological clocks are natural timing devices that generate

biological oscillations, which affects the regulation of cir-

cadian rhythms. These oscillations are usually synchro-

nized with the environment, but can be disturbed by

external signals. If these signals are not in concordance

with the internal clock, then the system experiences a

misalignment called desynchronization [1]. Modern life-

style habits such as shift work, night work, changes in

eating schedules or poor sleep quality can cause desyn-

chronization between the biological clock and physiologi-

cal rhythms at different levels. This is a risk factor for the

initiation and development of various pathological pro-

cesses. In fact, the relationship between shift work and the

incidence of metabolic disorders, pathologies related to

reproduction and also with alterations in mental health has

been demonstrated [2, 3].

The effects of rotating shifts on pregnancy complica-

tions are associated with an increased risk of preterm
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delivery, gestational hypertension and even with lower

weight of the offspring for their gestational age [2]. Nurses

who work during the night report a greater number of

irregular menstrual cycles than those who work during the

day [4]. Social jet lag, i.e., discrepancy between biological

and social rhythms, is a marker of chronodisruption asso-

ciated with severe menstrual symptoms, suggesting the

association between the circadian system and the repro-

ductive function in females [5]. In this way, altered

sleeping at night was associated with reduced fecundabil-

ity. An inverse association was observed between shorter

sleep duration and fecundability [6].

On the other hand, poor sleep quality in pregnant

women during the second trimester of pregnancy is asso-

ciated with stress, anxiety and depressive symptoms sug-

gesting that sleep quality could be used as a modifiable

factor to improve the psychological health among pregnant

women, including the risk of adverse birth outcomes.

Therefore, improving sleep could in turn improve psy-

chological health and at the same time promote the overall

well-being of pregnant women [7–9].

Machine learning is an increasingly used tool in health

related to reproductive or mental health among others

[10, 11]. For example, machine learning models can predict

postpartum hemorrhage using data available at the time of

admission for labor [12]. In addition, machine learning was

also applied to predict preterm delivery [13], identifying as

key predictor the light at night exposure, i.e., exposure to

bright light at night due to the use of electronic devices

such as computers, mobile phones, television, tablets or

artificial light itself. Actually, feature selection is a long-

standing problem in machine learning and other related

fields (see, for example, [14]).

It is well known that there does not exist a standard

machine learning method associated to an specific problem.

For this reason, the common approach is to test several

methods and select the one considered the best in some

sense. However, due to many different factors, sometimes

it is difficult to select the best method and in this case it is

possible to combine the information provided by the dif-

ferent machine learning methods in some sense. In this

context, it is possible to adapt and apply methods from the

social choice theory field (see, for example, [15]) that

provide a consensus conclusion from the output provided

by each classifier.

Taking into account that the birth rate progressively

declines in recent years [16] and the anxiety and psycho-

logical disorders that both attempted pregnancy and dis-

turbances during pregnancy causes in future pregnant

mothers [17], it seems interesting to study the usefulness of

predictive models to determine the influence of

chronodisruption on reproductive health and on distur-

bances during pregnancy.

Although there are some works where the effect of

chronodisruption and eating jet lag over pregnancy is

studied, to the best of our knowledge, there is no evidence

about the use of machine learning as a tool to identify some

chronodisruption markers as indicators of the reproductive

health for shift worker women. In addition, the possible

influence of sleep quality on the time of pregnancy, i.e., the

time needed to conceive once the woman starts to try to

become pregnant is still under study. Thus, the goal of this

work is to identify possible biomarkers related to

chronodisruption factors to properly study reproductive

health using a machine learning approach.

The remaining of the paper is organized as follows. In

Sect. 2, the data available for this studied are described as

well as the variables to study. Sect. 3 describes the methods

employed to identify biomarkers. Sect. 4 describes the

experiments, and finally in Sect. 5, the discussion and some

conclusions are drawn.

2 Description of the data

A descriptive and cross-study was performed with 697

women health professionals (nurses, nursing assistants,

midwives, physiotherapists, occupational therapists, labo-

ratory technicians, etc.), who work in different hospitals or

in different primary care centers of Oviedo, Asturias,

Spain. An overall of nine public hospitals was considered

for this study. All of them offer integral patient care, three

are reference hospital complexes with a number of beds

between 434 for the smallest and 1,039 for the largest, and

another six are regional hospitals with fewer beds (between

84 and 201). The study was approved by the Clinical

Research Ethics Committee of the Principality of Asturias.

All the participants have been informed about the objective

of the study and have signed an informed consent. The

variables obtained are described in the following

subsections.

2.1 Classical markers

Although the main objective of this work is to study the

impact of variables related to the sleep habits in repro-

ductive health, some classical markers are also included to

consider as much information as possible. These are related

to basic information (age, body mass index or BMI, marital

status). Also ‘‘smoker’’ was considered having in mind that

tobacco smoking is one factor associated with complica-

tions in pregnancy. The possible values these variables can

take are the following. Note that age is collected as a

continuous variable and further categorized.

• Age (\30, ½30� 40Þ, ½40� 50Þ, ½50� 60Þ and � 60).
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• BMI (\18:5- [18.5, 25), [25, 30) and [ 30).

• Marital status (single, married, widower or divorced).

• Smoker (Yes/No).

In addition, as shift work has been previously proved to be

an important variable in order to predict reproductive

health [13], the following markers are also considered:

• Shift work during pregnancy (Yes/No).

• Current shift work (Yes/No).

• Work position (emergency, consultation, hospitaliza-

tion, ICU, etc).

2.2 Sleep quality

The Pittsburgh Sleep Quality Index (PSQI) [18] is a self-

rated questionnaire which assesses sleep quality and dis-

turbances over a 1-month time interval. Seven different

scores between 0 and 3 points are obtained from nineteen

individual items, and these scores are: subjective sleep

quality (pQuality), sleep latency (pLatency), sleep duration

(pDuration), habitual sleep efficiency (pEfficiency), sleep

disturbances (pDisturbances), use of sleeping medication

(pMedication), and daytime dysfunction (pDysfunction).

The score for any item indicates that there is no difficulty

when is equal to 0, while a score of 3 indicates a severe

difficulty in that item. The sum of these seven scores yields

one global score (pittsburg) ranging from 0 (indicating the

absence of difficulties) to 21 (indicating severe difficulties

in all the areas studied).

2.3 Sleep hygiene

Having a good sleep hygiene means to have daily routines

related to the sleeping time and also a comfortable bed-

room environment that promote good quality of the sleep,

(i.e., consistent and uninterrupted sleep) [19]. This can be

achieved by having a bedroom free of disruptions and also

building healthy relaxing habits before going to sleep.

Some of these factors related to the sleep hygiene are

measured through the following variables:

• Exposure to light at night (Yes/No).

• Level of light during sleeping (Integer number in the

interval [1, 6]). Six possibilities are offered, ranging

from level 1 (I sleep with a mask or I cannot see my

hands), to level 6 (I can read comfortably).

• Use of electronic devices before sleeping (No/Less than

1 h/Between 1 and 2 h/Around 3 h/More than 4h).

• Average hours of sleeping during 1) workdays with

morning shift (hsm) 2) workdays with evening shift

(hst) 3) workdays with night shift (hsn) 4) workdays

(hsdt) 5) free days (hsdd).The variable set to 0 when the

characteristics of the individual do not fit any of the

established models.

• Social jet lag (jls), defined as the difference between

midpoint of sleep in working days and free days.

• Social jet lag night shift (jlsn) defined as the difference

between the midpoint of sleep in working days with

night shift and free days. The value is set to 0 if the

person does not work in night shift.

• Social jet lag daylight shift (jlst) that is defined as the

difference between the midpoint of sleep in working

days with daylight shift and free days. The value is set

to 0 if the person does not work in daylight shift. Social

Jet lag was calculated in all cases following the

methodology previously described by other authors

[19].

• The person sleeps alone or accompanied (sleepWith),

which can take any of the values: No / Yes, in the same

bed / Yes, in the same bedroom but not the same bed /

Yes, in another bedroom).

2.4 Eating jet lag

The variables introduced in this section are referred to the

delay on the eating times produced by the different work

shifts. Eating Jet Lag is a marker of the regularity of daily

routines.

• Eating midpoint in 1) morning shift (pmtm) 2) evening

shift (pmtt) 3) night shift (pmtn) 4) free days (pmd). It is

computed for the different work shifts as

Eating midpoint ¼ tlm� tfm

2
þ tfm;

where tlm is the timing of the last meal and tfm the

timing of the first meal [20].

• Eating jet lag when working in 1) morning shift (jlatm)

2) evening shift (jlatt) 3) night shift (jlatn). It is

computed as the difference (in absolute value) between

eating midpoint on free days and eating midpoint on

work days (for the different shift works).

• Delay in breakfast time when working in 1) morning

shift (rhdtm) 2) evening shift (rhdtt) and 3) night shift

(rhdtn).

• Delay in lunch time when working in 1) morning shift

(rhctm) 2) evening shift (rhctt) and 3) night shift (thctn)

• Delay in dinner time when working in 1) morning shift

(rhcetm) 2) evening shift (rhcett) and 3) night shift

(rncetn) The variability or delay in the timing of

breakfast, lunch or dinner depending on the work shift

was calculated [19] as the difference in hours (in

absolute value) between the time of breakfast (resp.

lunch, dinner) on free days and the time of breakfast

(resp. lunch, dinner) on work days.

Neural Computing and Applications (2023) 35:5697–5720 5699

123



2.5 Measuring reproductive health

The hypothesis of this work is that some of the variables

introduced in sects. 2.1–2.4 could influence over different

issues related to reproductive health. In particular, four

different aspects related to the reproductive health are

studied. These aspects will be studied separately in dif-

ferent problems. The variables of interest are:

• Reproductive health disease, which is Yes if the

woman has presented any disease related to reproduc-

tive health and No otherwise.The main diseases were

polycystic ovary, endometriosis, myoma, uterine mal-

formations, tubal obstruction and early ovarian failure.

• Attempt time, referring to the time that the woman

needs to achieve successful pregnancy for the first

child.

• Problems during pregnancy, which takes the value No

if the woman did not have any problem during her

pregnancy and Yes if she had any problem, such as pre-

eclampsia (gestational hypertension with albuminuria),

hypertension (gestational hypertension), gestational

diabetes or any other.

• Gestation period, which is short if the length of the

pregnancy is under 37 weeks and normal otherwise.

3 Methods

As previously stated, the aim of this study is to identify the

biomarkers (from the ones detailed in sects. 2.1–2.4) that

influence on each of the four variables presented in

Sect. 2.5. For each one of the problems, these biomarkers

are identified using a procedure that can be divided in three

different steps:

• STEP 1. Training different classification models.

• STEP 2. Get the most important variables associated to

each classification model.

• STEP 3. Determine the importance of each biomarker.

The above introduced procedure is applied to solve four

different problems, considering each time a dataset formed

by all the possible predictor variables and one of the four

interest variables (Reproductive health disease, Attempt

time, Problems during pregnancy, Gestation period) as the

output that must be predicted. Note that the training set

depends on the variable under study (due to missing values

on the variable under study). Appendix A shows the details

related to each dataset.

3.1 Machine learning methods

Classification models aim at predicting the value of a

variable class [21] based on previously observed data.

Therefore, a key purpose of any learning algorithm is to

build models with good generalization capability [22].

Among the many different families of classification algo-

rithms, decision trees are very popular in biological con-

texts due to their high interpretability. This kind of

algorithms obtain tree representations, where each node

tests the input variables until the leaf nodes are reached,

which are labelled with the classes to classify the objects.

Every algorithm for building classification trees must

define, at least, the splitting criteria, the stopping condi-

tions and the pruning method (if any). This allows to define

different algorithms based on trees with the same under-

lying idea. Among them, CART trees are binary decision

trees that use the Gini index to select the nodes at each

point of the model [23]. Taking also as main step this tree

representation, the random forest algorithm [24] is a clas-

sifier consisting of an ensemble of decision trees, where

each tree is constructed by applying a given number of

times an algorithm on a random sub-sample of examples

and variables of the training set. The prediction of the

random forest is obtained by a majority vote over the

predictions of the individual trees.

Due also to its high level of interpretability, models

based on trees are often used for feature selection in

machine learning as the above defined strategy naturally

ranks by how well each feature improves the purity of the

node. Nodes with the greatest decrease in impurity happen

at the start of the trees, while nodes with the least decrease

in impurity occur at the end of trees [25], being therefore

the ones that happen at the beginning more important in

order to determine the output.

Implementations of these algorithms can be easily found

in any modern programming language. In this work, the R

programming language has been used, more concretely the

methods rpart and rpart2 that implement CART trees

and also the randomForest method. The difference

between the two tree-based algorithms selected consist in

the constraints of the model that each algorithm enforces.

More concretely, the main difference between these two

implementations of the CART trees are the parameters

used and how they affect in the training process for
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building the optimal tree. On the one hand rpart uses the

complexity parameter, which is the value of the minimum

improvement in the model needed at each node for creating

a new split for pruning the tree and avoided overfitting. On

the other hand, rpart2 uses the max tree depth that the

tree is allowed to grow. The implementantion of ran-

domForest has also parameters regarding the number of

trees and variables randomly sampled.

3.1.1 Validation process and resampling techniques

For all the problems, the data sets defined have been

divided in training set and testing set in a proportion 80%-

20%, respectively, using the training set for parameter

setting of the algorithms and building the models, and the

testing set for the validation of the models in unseen data.

Cross-validation is a common model validation technique

to train machine learning models on a limited data sample.

The dataset is divided into k groups. Then k models are

trained leaving one of the folds for evaluation. The per-

formance of the model is the average of the results obtained

in the testing folds associated with each model. On the

other hand, the bootstrap method [26] estimates quantities

about a population by averaging estimates from multiple

small data samples. Then, samples are constructed by

drawing observations from a large data sample one at a

time and returning them to the data sample after they have

been chosen. Models using these two different validation

techniques have been trained for the studied problems in

this work.

In addition, as the input data associated to each of the

binary problems studied are quite unbalanced, four sam-

pling techniques are tested, seeking for improving the

results of the obtained models. Basic techniques upsam-

pling (resp. downsampling) increases (resp. decreases) the

number of samples of the minority class to fight unbal-

ancing. More advanced techniques have been also tested:

ROSE [27] is a bootstrap-based technique that generates

synthetic examples from a conditional density estimate of

the two classes; SMOTE [28] is another technique that

over-samples the minority class and under-samples the

majority class. More concretely, SMOTE first selects a

minority class instance at random and finds its k nearest

minority class neighbors. Then, a new synthetic instance is

created by choosing randomly one of the k nearest neigh-

bors and generating a convex combination in a the hyper

plane that connects the object with this neighbor.

3.1.2 Evaluation of the models

In order to evaluate the performance of the models, metrics

computed using the confusion matrix have been used [24].

Considering the binary target variable with a positive and a

negative class, TP (resp. TN) represents the number of

positive (resp. negative) examples correctly classified, FP

is the number of negative examples classified as positive,

and FN is the number of positive examples classified as

negative [24]. Using this definition of confusion matrix, the

Sensitivity and Specificity are computed as follows:

Sensitivity ¼ TP

TPþ FN
; Specificity ¼ TN

TN þ FP
:

For the problems defined in this work (see Sect. 2.5), the

minority class has always been considered the positive

class as it is the object of interest. Thus, the positive class

for the reproductive health disease problem is Yes (i.e.,

having a problem). For the attempt time problem, more

than a year is the positive class, which is less common and

therefore is interesting to study the factors that influence

this value. Having a problem during pregnancy is the event

that the model must detect so is the positive class. Lastly,

having a gestation period lower than expected is also the

positive class, as is interesting to understand why this

happens.

3.2 Consensus ranking

Methods that aim at drawing conclusions from the prefer-

ences expressed by several voters over a set of candidates

are deeply studied in the field of social choice theory (see

for example [15]). When the voter preferences are

expressed as a ranking, these can be aggregated using

ranking rules in order to obtain a winning candidate. Many

of these ranking rules allow to obtain also the complete

winning ranking.

A set of rankings over the voters is known as profile of

rankings. The Kemeny method [29] is a distance-based

method that selects as winner of the election the candidate

in the first position of the ranking that is the closest to the

profile of rankings. To do so, it considers the distance from

all the possible rankings that can be created by permuting

the set of candidates of the profile and the permutation that

is closest to the profile is elected as winner. This distance

measure between two rankings is based on the pairwise

comparison of the candidates such that:

• One point is annotated every time that two candidates

are in different order in the two rankings.

• Half of a point is annotated every time that two

candidates are tied in one of the rankings and ordered in

the other.

To compute the final distance each permutation of the set

of candidates is compared to all the rankings of the profile,

updating accordingly to the previous procedure after each

comparison. This method ensures that if a candidate wins

all the other candidates by majority in the pairwise
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comparison, then this candidate is always chosen as winner

[30].

Notice however that, by the definition of this distance,

there could be more than one ranking with the same dis-

tance to the profile, and all of them would be the ranking

winner of the election. If all those rankings have the same

winning candidate, then the winning candidate can be

chosen anyway as candidate winner, but how to choose the

winner otherwise remains unclear and it is a field of current

study [31]. Moreover, this method has an additional

drawback to be applied in practice due to its complexity, as

determining the Kemeny ranking is an NP-hard problem.

However, recently published optimization techniques

allows to apply this method to a greater number of candi-

dates [32], which is enough to apply to the data considered

in this work.

Besides this ranking rule, a easier method to determine

the winner of the election is the one proposed by Borda,

nowadays known as Borda Count [33]. This method tries to

elect broadly acceptable candidates, rather than those pre-

ferred by a majority. [34]. Borda Count method gives to

each candidate as many points as the number of candidates

that are ranked in a worse position than it in a certain

ranking. Summing the individual points that the candidate

has in each of the rankings of the profile of rankings the

final score is obtained. The candidates are then ranked in

decreasing order according to their score, making the

candidate with the most points the winner. Kemeny and

Borda Count methods are combined in this work to take

advantage of both methods.

3.3 Biomarker identification

The methodology proposed for the identification of

biomarkers considers all the methods previously introduced

in this section. It is detailed in Algorithm 1.

First of all, different classification models are trained

using trees and random forest algorithms, getting the best
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configuration for each one according to the parameter

optimization.

Unfortunately, how to define which are these best

models is not straightforward. Actually this task is even

more complicated when working with unbalanced datasets,

as in this case (see Fig. 1). Therefore during the training

process both Sensitivity and Balanced Accuracy are con-

sidered. It is considered that the best model in testing is the

one that maximizes the Sensitivity but always ensures a

minimum threshold on the Specificity.

Once the models are selected, the next step is to deter-

mine the most important variables using these models.

CART trees measure variable importance by the reduction

in the sum of the loss function associated to each variable

in each node is sum. Random forest obtains the importance

of each variable averaging the minimal depth values for all

trees in the random forest. Variable ranking importance has

been computed using the function varImp of the caret

package in R.

The rankings of most important variables according to

each model are added as part of a profile of rankings. These

rankings are then aggregated using Kemeny ranking rule. If

Kemeny produces more than one ranking, Borda count is

applied to obtain the final consensus order of most

important biomarkers.

4 Experiments and results

In this section, the biomarkers identified for each of the

individual problems studied in this work are presented. All

the experiments have been performed in R 4.0.3 using

RStudio v1.4.1103 with a computer with 3.4 GHz Intel

Core i5 with 4 kernels and 8 Gb RAM.

Following the methodology proposed in Algorithm 1,

for each problem, the best model obtained with each

algorithm is kept and the rankings of importance of the

variables are obtained. Although some of the models can

give a ranking up to twenty most important variables, in

this work only the six most important variables are con-

sidered for the ranking aggregation. This threshold is

established in order to obtain an accurate set of important

variables.

4.1 First pregnancy attempt

In order to illustrate the methodology followed to obtain

the results presented in this work, this problem is set as

example and it is more detailed. Therefore, exceptionally

for this problem the number of important variables con-

sidered has been increased to eight instead of six, so more

aspects of the methodology can be clarified.

Table 1 presents the three different rankings obtained

with each of the selected models. Although many of the

variables appear in more than one of the rankings, notice

how not all are common, and thus the need of establishing

a consensus ranking for determining the variable that

influences the output the most. Consider the ranking

obtained with the algorithm rpart, which is:

pmd�workType�pEfficiency�age�pittsburgh�hsm

This ranking does not contain all the variables that are

present in the three rankings. However, in order to aggre-

gate the rankings, the Kemeny method must evaluate all

the possible permutations of the set of candidates. There-

fore, all rankings must consider the union of all the vari-

ables that appear in the three rankings. Thus, it is necessary

to modify this ranking adding the variables that were not in

the original ranking as tied in the last position. That means

that according to that method all the added variables are

equal and worse than the ones originally given in the

ranking:

pmd�workType� pEfficiency� age� pittsburgh� hsm� smoker�
� hsdt� pDuration� hst� jlatm� lightLevel� pmtt�
� rhdtm� pSleepiness� pregnantShift

In the same way, the ranking given by rpart2 adding

these variables is:

pmd�pittsburgh�rhdtm�hsm�pmtt�pEfficiency�hst�jlatm�
�pDuration� age� smoker� hsdt� lightLevel�
� pSleepiness� pregnantShift�workType

And the ranking given by randomForest is now:

pSleepiness�hsdt�pDuration�pregnantShift�jlatm�
�workType�lightLevel�pmd�age� pEfficiency� smoker� hsm�
� hst� pittsburgh� pmtt� rhdtm

These three rankings form the profile of rankings. After

applying the Kemeny method to this profile of rankings,

more than one solution is obtained. However, the winner is

always the variable pmd, showing that this biomarker is the

most important according to the aggregated opinion of

these three models. Now, in order to determine a single

ranking as consensus ranking, the Borda Count ranking

rule is applied. The points obtained by each variable are:

• age: 19

• smoker: 16

• hsdt: 25.5

• hsm: 25.5

• hst: 16

• jlatm: 22.5

• lightLevel: 16

• pDuration: 20
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• pEfficiency: 26.5

• pittsburgh : 28.5

• pmd: 38

• pmtt: 18

• pSleepiness: 22

• pregnantShift: 19

• rhdtm: 20

• workType: 27.5

After sorting all the variables decreasingly using their

score, the consensus ranking showing the importance of the

biomarkers according to the criterion of the three methods

is:

pmd�pittsburgh�workType�pEfficiency�hsdt� hsm�jlatm�
�pSleepiness�pDuration� rhdtm�age� pregnantShift�
�pmtt�smoker� hst� lightLevel

Notice how the middle point in the daylight (pmd), a

chronodisruption biomarker, is the most important variable

according to the models. Also variables related to the

pittsburgh test as pEfficiency, pSleepiness and pDuration

appear in this ranking. Furthermore, many of the intro-

duced variables related to the amount of time of sleep in

work days and more concretly with the turn in which the

person work appear in this ranking (hsdt, hsm, hst). From

the classical biomarkers only age and smoker appear,

which indicates that in presence of the proposed

biomarkers other classical measures lose importance.

4.2 Gestation period

The results obtained for predicting gestation period are

shown in Table 2.

The Kemeny method gives also for this problem more

than one solution. However, in this case, is not possible to

determine the winning variable only using the Kemeny

ranking as it returns more than one solution and in some of

them pmtm is in the first position but also pQuality is in

some others.

The ranking of biomarkers obtained after applying the

Borda Count method is shown below:

Fig. 1 Distribution of the interest variables that are the main class of study in each of the four problems

Table 1 Results of the models (right) and ranking of most important

variables according to each of them (left) for the attemp time of the
first child problem

rpart rpart2 randomForest

1st pmd pmd pSleepiness

2nd workType pittsburgh hsdt

3rd pEfficiency rhdtm pDuration

4th age hsm pregnantShift

5th pittsburgh pmtt jlatm

6th hsm pEfficiency workType

7th smoker hst lightLevel

8th hsdt jlatm pmd

rpart rpart2 randomForest

train Sens 0.49 0.50 0.77

train Spec 0.88 0.53 0.55

test Sens 0.57 0.64 0.57

test Spec 0.80 0.59 0.59
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pmtm�jls�pQuality�hsdd�device�
�sleepWith� pittsburgh� rhdtn�hsm�rhctn

Notice how social jet lag (jls) is a variable that appears in

all the rankings and consequently is ranked in the second

position of the Borda ranking. The importance of this

variable reassures the idea that chronodisruption has a

negative impact on reproductive issues. Again, the hours of

sleep are important. Moreover, the use of devices is also

listed in this final ranking of important biomarkers,

remarking what has been shown in the literature before in

related problems with the pregnancy attempt time [13].

4.3 Problems during pregnancy

When reproductive health is studied in terms of the pos-

sible problems during pregnancy, the results obtained are

shown in Table 3.

The results after applying Borda Count are:

jlatm�pLatency�hsdt� hsm�sleepWith� hsdd�pQuality�
� jls� rhcett�pmd�pmtm�pSleepiness�rhctn� rhdtm

Again, all the biomarkers related to the hours of sleep are

present in high positions of the rankings, as happened with

he previous problems.

4.4 Reproductive health disease

Reproductive health is studied in terms of reproductive

health disease issues, the results are those shown in

Table 4.

In this case, the age is the first variable in all the rank-

ings, so it is clear that the Kemeny method returns solu-

tions always with this variable in the first position. To

obtain one single solution, Borda Count produces the fol-

lowing ranking:

age�pmtm�lightLevel�jltn�jls�pDuration�
� hsm� pittsburgh�device� hsdt� pmtn�hsn� pPerturbation

Again the light level and the use of electronic devices as

well as other of the introduced variables related to chron-

odysruption are present as most important variables in the

consensus ranking.

5 Discussion

In this work, a methodology to identify biomarkers based

on consensus ranking and machine learning is presented. A

ranking of relevant variables is obtained from the the dif-

ferent classifiers employed. These rankings are then

aggregated to provide a more robust set of important

variables. In particular, this methodology has been shown

as an effective tool to seek for the variables that influence

chronodisruption on reproductive health. In addition, our

results corroborate and expand those previously obtained

[13], which showed that machine learning is a promising

tool to predict the influence of chronodisruption in preterm

births and identified the use of electronic devices at night

and consequently the exposure to high levels of lightness at

night as a risk factor for preterm labor.

With regard to the biomarkers, this study shows that the

chronodisruption produced by shift works in humans

affects their daily routines and have a great impact on

different aspects related to the reproductive health. Factors

associated with eating jet lag or sleep hygiene are specially

relevant for first pregnancy attempt time, pregnancy dis-

turbances or duration, that are three of the four issues

related to reproductive health studied in this work. The

results indicate that the main biomarker is eating jet lag

and its components since, respectively, the most important

factor in each case is pmd, jlatm and pmtm. Thus, night

shift work previously related to various pathologies [35] is,

according to our model, the main factor to take into

account for pregnancy disturbances, being also an impor-

tant factor for the time until reaching the first pregnancy,

although in this case behind other indicator factors of

chronodisruption such as sleep timing and quality.

Note that eating delay caused by the different work

shifts reinforce the idea that shift work is a risk factor for

pregnancy, since three of the four aspects studied in rela-

tion to reproductive health are affected by this factor. In

case of duration of the pregnancy, eating delays are those

produced during the night shift, while for the timing of

Table 2 Results of the models (right) and ranking of most important

variables according to each of them (left) for the length of the
pregnancy

rpart rpart2 randomForest

1st device pQuality pmtm

2nd sleepWith pittsburgh rhdtn

3rd jls jls pQuality

4th pmtm pmtm hsdd

5th hsm hsdd rhctn

6th hsdd hsm jls

rpart rpart2 randomForest

Train Sens 0.56 0.74 0.71

Train Spec 0.77 0.45 0.57

Test Sens 0.60 1.00 0.60

Test Spec 0.86 0.58 0.77
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pregnant or pregnancy alterations like diabetes,

preeclampsia or hypertension, the most important eating

delays are those produced during the morning shift. To our

knowledge, this is the first evidence that eating jet lag is a

risk factor for the evolution and term of pregnancy.

On the other hand, other authors have found that social

jet lag and sleep quality were predictors for stress symp-

toms among pregnant women [36]. In this way, elevated

levels of depression and anxiety were associated with

obstetric complications, preterm labor and pain relief under

labor, also has implications for fetal and neonatal well-

being and behavior [37]. Based on our results and the well-

known relationship between mental health and the devel-

opment of pregnancy, we infer that a simple intervention

on sleeping and eating habits, trying to take regular

breakfast, lunch and dinner times every day of the week, as

well as improving our quality of sleep, it is possible to

intervene to improve both mental health during pregnancy

and the development of the pregnancy itself.

Finally, we have found that for reproductive health

disease the first influencing factor is age. Besides, several

chronodisruption indicators are also predictive factors (jls,

quality of sleep or sleep hours). However, in this case the

variables related to delays in feeding do not seem to be

predictors of reproductive health disease. These results are

in concordance with the risks related to night shift work

previously found in relation to some diseases such as

endometriosis [38] or breast and ovarian cancer [39, 40].

Obviously, this is associated with reduced emotional health

[41].

To sum up, we have proposed a methodology that

allows to identify factors that affect reproductive health.

This methodology combines the results of several machine

learning models into just one using consensus rules to

avoid biases. This fact is important as the dataset is not too

large. In addition, we have identified some new factors

related to chronodisruption for the first time. These are the

main strengths of our work. As future work, we plan to

overcome some of the weaknesses of the proposal. In

particular, we will try to gather a larger sample and then to

improve the performance of the baseline models.

Appendix A: Description of the datasets

This appendix shows a graphical description of the dataset

used to solve each problem.

A.1 Reproductive health disease

The dataset of the reproductive health disease contains the

650 samples of the original dataset that have no missing

values. Among these, 135 have a problem and therefore

they take the value of the positive class Yes (striped green

in the figures) and the remaining 515 take the value No

(dotted red in the figures) (Figs. 2, 3, 4, 5).

Table 3 Results of the models (right) and ranking of most important

variables according to each of them (left) for the problem during
pregnancy

rpart rpart2 randomForest

1st sleepWith hsdd jlatm

2nd pQuality rhcett jls

3rd pLatency hsm pmd

4th jlatm hsdt pmtm

5th pSleepiness pLatency hsdt

6th hsm rhctn rhdtm

rpart rpart2 randomForest

Train Sens 0.37 0.69 0.78

Train Spec 0.66 0.37 0.58

Test Sens 0.60 0.53 0.67

Test Spec 0.62 0.52 0.55

Table 4 Results of the models (right) and ranking of most important

variables according to each of them (left) for the reproductive health
disease

rpart rpart2 randomForest

1st age age age

2nd jltn lightLevel lightLevel

3rd jls pmtm pmtm

4th pDuration hsm pittsburgh

5th hsdt device pmtn

6th pmtm pPerturbation hsn

rpart rpart2 randomForest

Train Sens 0.64 0.65 0.79

Train Spec 0.61 0.65 0.89

Test Sens 0.52 0.52 0.44

Test Spec 0.60 0.64 0.79
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Fig. 2 Distribution of the classical markers according to the class (striped green = Yes, dotted red = No) for the dataset used in the reproductive

health disease problem

Fig. 3 Distribution of the variables related to the sleep hygiene according to the class (striped green = Yes, dotted red = No) for the dataset used

in the reproductive health disease problem
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Fig. 4 Distribution of the Pittsburgh test variables according to the class (striped green = Yes, dotted red = No) of the dataset used in the

reproductive health disease problem
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A.2 Attempt time

The dataset of the first pregnancy attempt contains the 328

samples of the original dataset that have no missing values

and have a value different to did not try as answer to this on

the original form. Among these, 71 have tried for more

than one year which is the positive class and is represented

by striped green in the figures. The remaining 257 take

tried for one year or less (dotted red in the figures). The

values in Fig. 6 with value Does not have children for the

shift during pregnancy plot corresponds with not ended

pregnancies and miss-carriages (Figs. 7, 8, 9).

Fig. 5 Distribution of the variables related to the jet lag in the diet colored according to the class (striped green = Yes, dotted red = No) for the

dataset used in the reproductive health disease problem
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Fig. 6 Distribution of the classical markers according to the class (striped green = short, dotted red = normal) for the dataset used in the attempt

time problem

Fig. 7 Distribution of the variables related to the sleep hygiene according to the class (striped green = short, dotted red = normal) for the dataset

used in the attempt time problem
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A.3 Problem during pregnancy

The dataset of the problem during pregnancy contains the

286 samples of the original dataset that have no missing

values and an answer different to no children in this col-

umn. Among these, 75 had a problem and therefore they

take the value of the positive class Yes (striped green in the

figures) and the remaining 211 take the value No (dotted

red in the figures) (Figs. 10, 11, 12, 13).

A.4 Gestation period

The dataset of the gestation period problem contains the

305 samples of the original dataset that have no missing

values and have a value different to never been pregnant as

answer to this variable in the original form. Among these,

28 had a pregnant lower than 37 weeks, which is the

positive class as it is the value of interest to study (it is

represented by striped green in the figures). The remaining

Fig. 8 Distribution of the pittsburgh test variables according to the class (striped green = short, dotted red = normal) for the dataset used in the

attempt time problem
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Fig. 9 Distribution of the variables related to the jet lag in the diet colored according to the class (striped green = short, dotted red = normal) for

the attempt time problem

Fig. 10 Distribution of the classical markers according to the class (striped green = Yes, dotted red = No) for the dataset used in the prediction of

the problem during pregnancy
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Fig. 11 Distribution of the variables related to the sleep hygiene according to the class (striped green = Yes, dotted red = No) for the dataset used

in the reproductive health disease problem
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Fig. 12 Distribution of the pittsburgh test variables according to the class (striped green = short, dotted red = normal) for the dataset used in the

prediction of problem during pregnancy
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Fig. 13 Distribution of the variables related to the jet lag in the diet colored according to the class (striped green = short, dotted red = normal) for

the dataset used in the prediction of problem during pregnancy

Fig. 14 Distribution of the classical markers according to the class (striped green = Yes, dotted red = No) for the dataset used in the prediction of

the length of the pregnancy
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Fig. 15 Distribution of the variables related to the sleep hygiene according to the class (striped green = Yes, dotted red = No) for the dataset used

in the reproductive health disease problem
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Fig. 16 Distribution of the pittsburgh test variables according to the class (striped green = short, dotted red = normal) for the dataset used in the

prediction of the length of the pregnancy
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277 have a pregnancy of 37 weeks or longer. The values in

Fig. 14 with value Does not have children for the shift

during pregnancy plot corresponds with not ended preg-

nancies (Figs. 15, 16, 17).
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