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Pressure and temperature stability boundaries of cubic
SiC polymorphs: a first-principles investigation

Pilar Pertierra, Miguel A. Salvadó∗, Ruth Franco and J. Manuel Recio

A better understanding of the effects of thermal and pressure on the wide gap SiC semiconductor
is necessary for both (i) an improvement of the performance of this compound in a variety of
technological applications and (ii) the clarification of controversial issues related to the stability of
its cubic polymorphs at high pressure and high temperature. Bearing in mind this double demand, we
perform first-principles calculations of the phonon band structures, vibrational density of states, and
thermal and mode Grüneisen parameters of the zinc blende (B3) and rock-salt (B1) cubic polymorphs
of 3C-SiC covering pressures and temperatures up to 120 GPa and 3000 K, respectively. Under a
martensitic description of the B3-B1 transformation, we found that the large hysteresis pressure range
observed at room temperature (35 GPa-100 GPa) vanishes around 1100 K. The calculated Clapeyron
slope of this transformation is slightly negative, with an average value of -2.9 MPa/K in the 0-3000
K interval and -3.7 MPa/K at 2000 K. We also study the decomposition reaction of the two cubic
polymorphs into their elemental constituents (C, Si) finding a decreasing (increasing) decomposition
temperature for the B3 (B1) phase as pressure is applied. All these results are sustained by a good
agreement with other recently reported experimental and theoretical thermodynamic data that have
been also evaluated under our quasi-harmonic approximation framework.

1 Introduction

Besides being a fundamental constituent of proposed C-rich exo-
planets with implications in the C-life cycle1,2, SiC gathers many
demanded properties related to its high stability when operating
at hostile pressure and temperature conditions (see for example
Refs.3 and4). The outstanding performance of the hexagonal and
cubic SiC polytypes is continuously highlighted in numerous pub-
lications due to their extensive applications in such diverse fields
as power electronics5, quantum spintronics6, manufacturing of
abrasive tools3, aerospace industry7 or nuclear energy8.

The fabrication processes of SiC polytypes have been a con-
comitant matter of continuous developments within these fields
requiring further investigation9. La Via et al.4 put the emphasis
on the singularities of the cubic zinc blende polymorph (3C-SiC-
B3) as it is the only one growing on Si wafers. Drawbacks of this
heteroepitaxial process are also remarked since the mismatch be-
tween the lattice spacings in 3C-SiC-B3 (a = 4.36 Å) and Si (a
= 5.43 Å) introduces undesired strains and subsequent stacking
faults and defects in the cubic polymorph4,10–12. The apparition
of the so-called thermoelastic stress due to a difference of around
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dad de Oviedo. E-33006 Oviedo, Spain
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8% between the thermal expansion coefficients of 3C-SiC-B3 and
Si is also pointed out4,10,11,13. The relevance of these limitations
clearly illustrates the importance of disposing a precise knowl-
edge of how temperature affects the interatomic distances of this
cubic SiC polymorph.

Along with temperature, pressure introduces desired strains in
materials if it is appropriately controlled. Both together, pressure
and temperature, have been the subject of a recent investigation
exploring the onset of the plastic behaviour in 3C-SiC-B3 sam-
ples under pressures and temperatures up to 7.4 GPa and 1400
◦C, respectively3. Besides the conclusion of its superior mechani-
cal performance when compared with the most popular strongest
materials (diamond, moissanite or α-Si3N4), the ‘much higher
pressure and temperature requirements for phase transition and
decomposition’ of 3C-SiC-B3 were also remarked3.

However, the limits associated with the pressure-induced B3-
B1 (rocksalt) phase transition and the decomposition of 3C-SiC
into its elemental constituents are a matter of debate showing a
number of discrepancies in the publications reported so far. For
example, Miozzi et al.2 ‘do not observe any decomposition of SiC
compound or change in diffraction peaks intensity over 2000 K, in
the pressure range 30–60 GPa’ in opposition to a previous exper-
imental work of Daviau and Lee14. These two authors have later
critically examined the factors producing the differences in the
observations noticing that the interplay of thermodynamic and
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kinetic effects makes the stability boundaries of these two poly-
morphs to depend on the particular conditions of the experiments
(static or dynamic compression, rate of increasing temperature
and pressure, etc.) and the history of the sample15. Our previous
investigation on the B3-B1 transition path in 3C-SiC16 has also
contributed to clarify how the own process of cooling/heating and
loading/unloading pressure is determinant to decide which will
be the (meta)stable phase observed at the final achieved pressure
and temperature of the sample.

Our view of this reconstructive B3-B1 transition does not take
into account the well-known mechanical stability criteria (in-
volved in displacive transformations) recently applied by Ran et
al.17, since the energetic barriers and the hysteresis of the trans-
formation are here the key factors affecting the observed pressure
values for the direct and reverse B3-B1 transitions. Overall, com-
puter simulations are at this regard very convenient since they can
separate thermodynamic boundaries (usually less complicated to
evaluate) from kinetic effects involving transition mechanisms
and time evolution of atomic displacements (see the two first
chapters of Ref.18).

The increasing technological interest in SiC and the controver-
sial experimental and theoretical data have drawn us to carry
out a computational study directed to the accurate determina-
tion of the structural and stability behavior of SiC cubic poly-
morphs under different temperature and pressure conditions.
Pressure-Volume-Temperature (p-V -T ) data were obtained from
first-principle density functional theory (DFT) calculations involv-
ing the evaluation of phonon dispersion curves under the quasi-
harmonic approximation (QHA). Our recent results on the B3-B1
transition mechanism16 have been further exploited using these
new QHA calculations to evaluate energetic barriers associated
with the direct and inverse transitions at different pressures and
temperatures.

Our focus is on (i) the hysteresis associated with the B3-B1
pressure-induced phase transition, (ii) the sign of the slope of the
Clapeyron equilibrium curve of this transition, and (iii) the sta-
bility of SiC against its decomposition into its elementary C and
Si constituents. We first provide thermal EOS parameters of B3
(F 4̄3m) and B1 (Fm3̄m) SiC polymorphs, with special emphasis
on the rock-salt phase since it is not observed at zero pressure.
Second, the narrowing of the pressure hysteresis range is deter-
mined from 0 K to around 1100 K, where it vanishes. Third, our
calculations allow us to estimate a slightly negative Clapeyron
slope for the B3 → B1 transition that increases in absolute value
as temperature increases. Finally, we find that the decomposi-
tion of 3C-SiC into stable Si and C polymorphs at high tempera-
ture and high pressure shows different trends for the B3 and B1
phases.

The rest of our contribution is split into three more sections.
Section 2 contains information about our computational proce-
dure and the parameters used in the calculations. Results are
discussed in two different subsections. The first one is devoted
to the static and thermal equations of state of 3C-SiC B3 and B1
polymorphs, whereas the second deals with their own stability,
with respect to each other, and against decomposition into C and
Si. The paper ends with a summary of the main findings.
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Fig. 1 Gibbs energy vs volume data points from 0 K to 3000 K, at 250
K intervals (top), for B3 at 0 GPa (left) and for B1 at 65 GPa (right)
according to our quasi-harmonic calculations. Red lines join minima of
the third-order Birch-Murnaghan fitting curves (in blue). At the bottom,
structure representations of the respective phases.

2 Computational Details

Density functional perturbation theory (DFPT) calculations under
the generalized gradient approximation (GGA) were carried out
using the VASP code19 at selected volumes of both B3 and B1
3C-SiC polymorphs (see unit cells of both structures in Fig. 1). A
2×2×2 supercell of the corresponding conventional unit cells was
chosen. We used the Perdew-Burke-Ernzerhof (PBE) exchange-
correlation functional20 and k-point Γ-centered Monkhorst-Pack
meshes21 where the numbers of subdivisions along each recipro-
cal lattice vector ~bi were given by Ni = max(1,90×|~bi|+0.5) along
with an energy cutoff of 600 eV. The projector-augmented wave
(PAW) method was included to account for the interaction be-
tween the valence and the core electron densities22,23. Thermal
contributions were included within the QHA framework imple-
mented in the Phonopy package24. A 41×41×41 q-point mesh
was used for the calculations of the phonon dispersion curves.
Thermal energies at selected pressure-temperature pairs were cal-
culated using our home-made Gibbs2 code25,26, that easily al-
lows the calculated Phonopy phonon density of states (DOS) at
each volume to be introduced as input data. For the phonon dis-
persion bands plots and mode Grüneisen parameters calculation,
a non-analytical term correction was included. In the calculation
of C-diamond and Si-hcp, a 2×2×2 and 4×4×2 supercells were
chosen respectively.
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3 Results and Discussion
3.1 Static and Thermal EOS
Fig. 1 shows our calculated (G∗i -Vi) data points at selected tem-
peratures from 0 K to 3000 K for the B3 polymorph at zero pres-
sure and for the B1 phase at 65 GPa. G∗i is F∗i (Vi;T )+ pVi and,
therefore, the Gibbs energy (G) becomes the Helmholtz energy
(F) at zero pressure. The star superscript refers to the so-called
non-equilibrium G and F free energies26. The minima of these
curves determine the equilibrium volumes and energies corre-
sponding to each of the given pressure and temperature values.
A third-order Birch-Murnaghan analytic equation of state (EOS)
is used to describe the calculated (G∗i -Vi) data points. At zero
pressure the equilibrium volumes obtained correspond to cell pa-
rameter values of 4.380 Å for B3 and 4.058 Å for B1. Similar
calculations were carried out at selected pressures up to 120 GPa.
From these fittings, p-V -T equilibrium values and the correspond-
ing EOS parameters were extracted.
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Fig. 2 Calculated thermal EOS for B3 and B1 polymorphs.

In Fig. 2, the p-V calculated equations of state of B3 and
B1 phases at 0 K, 300 K, 1000 K, and 3000 K are displayed.
Thermal contributions have been incorporated after evaluating
the phonon dispersion curves (see later) under the QHA. As T
increases, the expected increasing compressibility of both poly-
morphs is revealed in these plots by the progressive greater slopes
of the curves from 0 K to 3000 K (more difficult to appreciate
for the B3 phase). This trend is quantified in Fig. 3, where the
temperature evolution of the corresponding zero pressure bulk
moduli (B0) at 0, 65, and 120 GPa is plotted. The negative slope
observed in the B0 vs T graphs of Fig. 3 is greater (in absolute
value) in the B1 case. For the B3 phase, a low

(
∂B0
∂T

)
p

value of

-0.037 GPa/K was measured by Wang et al.27 (-0.014 GPa/K from
DFT calculations) who remarked the high thermal stability of this
B3 phase. We confirm this result that contrasts with the behavior
of the B1 phase which shows severe phonon softening at 0 GPa
and high temperatures.

Our calculated B0 values for B3 and B1 at 300 K are 207 GPa
and 216 GPa, respectively, 212 and and 243 are the correspond-
ing static values, and 208 and 230 are the values at 0 K including
thermal zero-point corrections. The static calculated B0 values
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Fig. 3 Calculated temperature evolution of bulk moduli of B3 and B1
SiC polymorphs at 0, 65, and 120 GPa.

for B3 and B1 are inside the range of other analogous calcula-
tions28–34. At 300K, our calculated B0 value for B3 is similar to
the value calculated (GGA, quasi-harmonic) by Kidokoro et al.33.
Both are slightly below the smallest reported experimental val-
ues1,2,27,35–37 including the own measurement of Kidokoro et al.
For B1 at 300 K, our calculated B0 value is smaller than the value
calculated by Kidokoro et al.33 by a 10% and than the value mea-
sured by the same authors by a 8%. These results are within the
expectations since GGA usually predicts crystals more compress-
ible than the observed ones. A considerably higher value (323
GPa) was measured by Miozzi et al. for the B1 phase2. It should
be noted that in this experimental determination of B0 only pres-
sures values above 50 GPa were used. This fact can lead to a
large uncertainty in the determination of the EOS parameters at
zero pressure since the zero pressure volume (V0) is a non-linear
parameter in the fitting procedure.

The thermal expansion coefficient (α) of both phases at differ-
ent pressures was also evaluated under the quasi-harmonic ap-
proximation. Our α value for 3C-SiC-B3 at zero pressure and 300
K (8.15×10−6 K−1) is close to the experimental value27,38 and
previous computations27,39. The value of α reduces with pres-
sure at a progressively decreasing rate (in absolute value) with an
estimated average derivative −2.14×10−7 K−1 GPa−1 between 0
and 5 GPa and −0.97× 10−7 K−1 GPa−1 between 0 and 65 GPa.
We notice that the accurately determined α value of Si at room
T (7.71×10−6 K−1 13) is already reached by 3C-SiC-B3 at around
2 GPa according to our calculations. Zielinski et al.10 and Ia-
copi et al.11 pointed out that the mismatch between the thermal
expansion coefficient of 3C-SiC-B3 and Si is one of the factors in-
troducing an undesired residual strain preventing a good growth
of 3C-SiC films. Although other factors as the specific plane of
the Si substrate and the orientation growth11 (beyond the scope
of our study) are key to improve the deposition process, we notice
that the combined role of pressure and temperature can be used
to approach both expansion coefficients.

On the other hand, the B1 phase has an α value about five
times greater than that of the B3 phase at 0 GPa (41.9×10−6

K−1). It also decreases with pressure and about the transition
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pressure (∼65 GPa, see below) has for B1 a value similar to B3
at zero pressure. The greater value of α in the B1 phase can be
explained as due to a consequence of larger nearest neighbor dis-
tances caused by the increasing in the coordination number in
this phase which leads to lower frequencies for the high-pressure
phase (see below) and a subsequent greater thermal expansion
parameter. It is to be remarked that, in contrast with

(
∂B0
∂T

)
p
,(

∂α

∂ p

)
T

is very similar for both B3 and B1 polymorphs. We con-

cluded that, as regards these thermoelastic properties, tempera-
ture discriminates both phases but pressure does not. Nisr et al.1

measure the combined effect of pressure on the thermal expan-
sion of B3 at a temperature as high as 2500 K. They obtain values
for α in the range 1.5−2.0×10−5 K−1 (compared with our calcu-
lated values: 2.02×10−5 K−1 at 0 GPa and 6.37×10−6 K−1 at 100
GPa). Their reported values of α with pressure depends on the
gold scale used for pressure. Whereas using Ref. 40 scale, α is
nearly constant, with the Ref. 41 scale, α decreases significantly
with pressure in a somewhat lesser extent that our calculations,
but more consistently with them.

3.2 Phase stability

3.2.1 Phonon dispersion curves and dynamical stability

Before analyzing the pressure and temperature regions where our
calculations detect the presence of (meta)stable B3 or B1 poly-
morphs, we focus on the inherent dynamical stability of the two
phases. The presence of imaginary frequencies in the optical
modes of the phonon dispersion curves are indicative of a dynam-
ical unstable structure and provides a complementary analysis to
the mechanical stability criteria based on Born’s elastic constants
relationships42.

Phonon dispersion curves and the vibrational density of states
for the two phases at two pressures are shown in Fig. 4. For
B3 our results are in overall agreement with the experimental
phonon dispersion data (at room conditions) collected in Ref. 43.
Our results can be compared also with the theoretical results (for
B3 and B1) of Thakore et al.44. In agreement with these authors,
we have found in the B3 phase that the frequency is lowered with
pressure along the directions Γ-K and Γ-L but this change is small
and, according to our calculations, if the pressure is increased
above 70 GPa, it does not progresses significantly. Our results for
this phase agree also with the observations and comments about
phonon softening around 40 GPa reported in Ref. 37. In the B1
spectra, we do not observe imaginary frequencies up to volumes
corresponding to temperatures around 1500 K at 0 GPa, although
some of the frequencies, including optical ones decrease notably.
We conclude that B1 is dynamically stable at room conditions.
The same result was obtained in the calculations of Ivashchenko
et al.45. Therefore, we confirm the possibility of having the B1
polymorph at zero pressure if temperature is low enough.

Not evidence of dynamic instabilities were found in either of
the two phases up to 100 GPa. Recent results of Ran et al.17

based on explicit elastic constants calculations showed a mechan-
ical instability of B3 phase at 112 GPa. Although the impossibility
of even a metastable 3C-SiC-B3 phase at pressures above 112 GPa

is deduced from these calculations, we would like to make clear
that we have not found any indications relating this instability
with a softening mechanism involved in the B3 to B1 transition,
what is not surprising in the context of a reconstructive transition.
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Fig. 4 (Top) Phonon dispersion curves and density of states of B3-SiC
at 0 GPa (red) and 71 GPa (black). (Bottom) Phonon dispersion curves
and density of states of B1-SiC at 0 GPa (red) and 71 GPa (black).

Information of how the phonon frequencies evolve as the unit
cell volume changes with T and p is enclosed in the modal
Grüneisen parameters. The most representative ones are gath-
ered in Table 1. For the B3 phase, our results for TO(Γ) and LO(Γ)
are in agreement with previous calculations and experimental re-
sults37,39,46–53. Outside the Γ point the only experimental results
available are from Wang et al.52, that were obtained using the
data of Olego et al.46,47 but assuming the own Wang et al. the-
oretically calculated bulk modulus. The overall agreement we
found with respect to the experimental results (except for LA(L))
provides support to our data outside those ranges that are not
available in other calculations and experiments. Softening has
been observed or predicted for the B3 phase for the modes and
points TA(L)52, LA(L)52 and TA(X)39,48. In our results, softening
is predicted at 0 GPa in TA(L) and in both TA(L) and TA(X) at
higher pressures. For LA(L) our values are clearly non-negative
in the range studied. These calculated negative mode Grüneisen
parameters in the B3 phase for the TA modes at X and L special
points could be interpreted as a signal for a potential dynamical
instability but our phonon calculations at high pressure discussed
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Table 1 Calculated mode Grüneisen parameters of the B3 and B1 SiC polymorphs. In each pair of numbers, the first corresponds to 0 GPa and the
second to 71 GPa.

B3 B1
Γ L X Γ L X

LO 1.09, 1.02 1.15, 1.16 1.15, 1.05 1.59, 1.25 1.54, 1.20 1.47, 1.79
TO 1.14, 1.11 1.30, 1.20 1.45, 1.29 4.32, 2.21 2.72, 2.39 3.25, 2.01
LA - 0.96, 0.66 0.82, 0.78 - 3.58, 0.90 2.07, 0.97
TA - -0.10, -0.71 0.14, -0.45 - 1.44, 1.80 0.99, 1.73

above does not confirm this hypothesis. At this respect, it is in-
teresting to note that the presence of negative mode Grüneisen
parameters in other zinc-blende (B3) and diamond-like semicon-
ductors is considered as a necessary condition for the presence
of negative thermal expansion at low temperature54 although a
study of this phenomenon in SiC is out of the scope of the present
work.

3.2.2 Hysteresis and Clapeyron slope

 0

 500

 1000

 1500

 2000

 2500

 3000

 30  40  50  60  70  80  90  100

B3 B1

B3 B1B3 B1

T
 (

K
)

P (GPa)

Fig. 5 Temperature dependence of transition pressures fulfilling the
thermodynamic equilibrium condition ∆G = 0 (solid line). Temperature
dependence of pressures needed to overcome the kinetic barrier for the
direct B3→ B1 (red, dotted line) and the inverse B1→ B3 (blue, dotted
line) transition.

Let us now summarize the data reported so far concerning the
pressure-induced B3-B1 phase transition (see also Ref. 15 for
more details). Yoshida et al.36 found experimentally values of
100 GPa and 35 GPa at room temperature for the direct B3→ B1
and inverse B1→ B3 transitions, respectively, whereas the calcu-
lations available at that time (28,49,55) predicted the B3-B1 phase
equilibrium at around 60 GPa. Daviau and Lee56 observed a tran-
sition pressure (pT) around 64.5±2.1 GPa when the sample was
heated at temperatures around 1500-1700 K, very close to the cal-
culated pressures predicted in the theoretical studies above and
also in other reported later16,28–30,32,57–59. Kidokoro et al.33 in-
formed of a slightly higher experimental value of 74 GPa at 2100
K, whereas their calculations using the quasi-harmonic approxi-
mation at the GGA level gave a value of 60 GPa at that tempera-
ture, 65 GPa at 0 K and 67 GPa when zero pressure contributions
were also neglected (static conditions). The most recent static
compression experiments of Miozzi et al.2 surprisingly ‘place the
transition at 66 ± 2 GPa at room temperature and between 65

and 70 GPa at high temperature’.

In a previous study16, we calculated a static transition pres-
sure of 66 GPa and estimated using a simple kinetic model a
transition pressure of 110 GPa at 300 K. In order to evaluate the
pressure hysteresis range of the B3-B1 transformation, the vibra-
tional energies of the B3 and B1 phases at different pressures and
temperatures have been calculated using now the phonon disper-
sion curves evaluated under the quasi-harmonic approximation
instead of a simple Debye model (see details in Ref. 16). The
transition temperature-pressure values are depicted in Fig.5 for
the direct B3 → B1 (red dotted lines) and B1 → B3 (blue dotted
lines). With a few exceptions (mainly the last values of Miozzi et
al.57), it is possible to reconcile the variety of experimental and
theoretical data using our results since they take into account the
thermodynamic and kinetic factors affecting the transition.

Most of the calculated values for the transition pressure are
around 65 GPa. As they are evaluated requiring equal Gibbs en-
ergy (or enthalpy at static conditions) for both phases, they rep-
resent an ideal thermodynamic boundary. These thermodynamic
predictions should be compared with the pressure at the onset
of the high-pressure phase only in high temperature experiments
where the sample has enough thermal energy to overcome the
kinetic barrier associated with the transition. For that reason, the
theoretical predictions are in good agreement with the value of
Daviau and Lee56 and to a less extent with Kidokoro et al.33.
Other factors related to the purity of the sample, hydrostaticity of
the transmitting medium, rate of the pressure load, etc. can af-
fect the observation of the high-pressure phase and may explain
the unexpected low transition pressure found by Miozzi et al. at
room temperature2.

In addition, the results plotted in Fig. 5 also account for the
hysteresis range (35 GPa, 100 GPa) at room temperature reported
by Yoshida et al.36. Considering the success of this simple kinetic
model, we can delimit the presence of the two polymorphs at
different pressure and temperature conditions using the diagram
of Fig. 5. Above (below) the red (blue) dotted line only the B1
(B3) would be expected, whereas in between these two dotted
lines the actual observed polymorph depends on whether we are
loading (B3) or unloading (B1) pressure.

As regards the Clapeyron d pT
dT slope, although there are less ex-

perimental and theoretical data, the existing discrepancies have
also received particular attention lately. Daviau and Lee gathered
the most relevant results in Fig. 3 of Ref. 15. Using their experi-
mental results and those of Yoshida et al.36, they found a slope for
the B3-B1 boundary of -26.4±3.9 MPa/K using three pT -T points
and of -19.4±0.32 MPa/K using two pT -T points. They remarked
that their values can be excessively large due to the kinetic effects
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involved in this transition. In fact, they also applied an approxi-
mated model derived by Li and Jeanloz60 to get rid of the kinetic
effects and obtained an almost negligible dependence of the tran-
sition pressure on T . Their estimations vary from a positive +1.8
MPa/K to a negative −0.7 MPa/K Clapeyron slope56. Kidokoro et
al.33 recognized the difficulties of an experimental determination
of this slope and reported calculated (GGA, quasi-harmonic) val-
ues that increase (in absolute value) from −1.3 MPa/K at 500 K
to −4.0 MPa/K at 2000 K. On the other hand, the static compres-
sion experiments of Miozzi et al.2 inform of a small but positive
Clapeyron slope of +1 MPa/K.

The comparison between experimental and theoretical Clapey-
ron slopes should be carried out with care since temperature
affects both the thermodynamic equilibrium position (∆G = 0,
∆G = ∆H −T ∆S, ∆H and ∆S are, respectively, the change of en-
thalpy and entropy associated with the transition) and the kinet-
ics of the transformation. Once we plot the variation of our cal-
culated ∆G values with pressure at different temperatures (see
Fig. 6), we observe an overall decreasing of the transition pres-
sure with T . The corresponding values go from 64.1 GPa at 0
K to 55.3 GPa at 3000 K, leading to an average Clapeyron slope
of -2.9 MPa/K in this interval and -3.7 MPa/K at 2000 K. These
results follow the same trend and are of the order of the ones
found by Kidokoro et al.33. The effect of T on the kinetic barriers
is obvious: the higher the temperature the more the vibrational
energy available to overcome the barrier and therefore the lower
the observed transition pressure (see also the dotted red line in
Fig. 5). Thus, according to our calculations, the overall effect of
increasing the temperature is to decrease the transition pressure.

This result can be supported by an argument similar to the one
stated by Kidokoro et al.33. Since d pT

dT = ∆S
∆V and ∆V is negative

for a reconstructive pressure-induced phase transition, the sign
of the Clapeyron slope depends on the entropy change across the
transition. Usually, this change is close to zero for a solid-solid
transition. In this case, the high-pressure B1 phase has a higher
Si and C atomic coordination (six-fold) than the B3 one (four-
fold) with larger Si-C nearest neighbour distances and overall
lower frequencies. This leads to a greater number of available
energetic vibrational levels for a given temperature in the high-
pressure B1 phase and, therefore, a greater entropy than in the
B3 low-pressure phase. As a result, a negative Clapeyron slope is
expected in agreement with the calculations.

3.2.3 SiC decomposition

In order to study the influence of hydrostatic pressure on the tem-
perature decomposition of SiC, we have modelled this process us-
ing for the elements the diamond and hcp polymorphs of carbon
and silicon, respectively. The hcp-Si polymorph is assumed to be
the stable phase of silicon between 42 and 79 GPa61. When we
add the Gibbs energy of Si and C and compare the total value with
respect to that of the B3 and the B1 phases of SiC, we observe that
the thermodynamic decomposition of the compound is predicted
for the B3 phase at around 1300 K at 50 GPa and only at a slightly
greater temperature (1380 K) for the B1 phase at 70 GPa. Daviau
and Lee14 reports a decomposition temperature for the B3 phase
of around 2000 K at 60 GPa and no decompositon of B1 phase at
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0 K
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2000 K
3000 K

Fig. 6 Gibbs energy of the B1 phase with respect to the B3 one (dotted
line) calculated at 0 K, 1000 K, 2000 K, and 3000 K.

3200 K and 80 GPa. It should be beard in mind that the melting
point of silicon is probably around 2000 K at 60 GPa62 and then,
our decomposition predictions at high T are limited by the valid-
ity of the quasi-harmonic approximation. It should also be noted
that in the hcp-Si thermal calculations at high volumes part of the
frequencies were imaginary and they were not included in the
subsequent calculations. For silicon, when high pressure is com-
bined with enough high temperature the stable phase is probably
fcc63. Further research in this direction is needed to fully address
the complexity of SiC decomposition.

It may be of interest in the synthesis of 3C-SiC to remark the
different behaviour that we have found for the two cubic poly-
morphs as regards the influence of pressure on their decomposi-
tion temperatures. For the B3 phase, an increasing in pressure
leads to a lower decomposition temperature in our calculations
(red lines in Fig. 7). This is in qualitative agreement with the
experimental observations of Daviau and Lee14 that reported a
negative phase boundary for this solid reaction. Our results are
consistent with the known stability of 3C-SiC-B3 at high temper-
ature and ambient or low pressure and quantify that this trend is
by about -8 K/GPa. For the B1 phase, we have found an oppo-
site trend. At 100 GPa, the decomposition temperature is around
470 K higher that at 70 GPa (blue lines in Fig. 7). These results
are well explained recalling to the pressure stability regions of
both B3 and B1 phases. We have seen that in 3C-SiC the pack-
ing efficiency with Si and C six-fold coordinations is preferred at
high pressure. This behavior makes the temperature decomposi-
tion of the B1 phase to be higher as pressure increases for this
phase. The same trend does not apply for the B3 phase because
pressure tends to destabilize the 4-fold Si and C coordination of
this structure and contributes to the decomposition of SiC at high
temperature.

4 Conclusions
Due to the increasing interest of SiC polytypes in a variety of ap-
plications at an every day more demanding conditions, we have
explored the pressure and temperature regions where 3C-SiC can
be found stable or metastable in the form of zinc blende (B3)

6 | 1–8Journal Name, [year], [vol.],

Page 6 of 8Physical Chemistry Chemical Physics

P
hy

si
ca

lC
he

m
is

tr
y

C
he

m
ic

al
P

hy
si

cs
A

cc
ep

te
d

M
an

us
cr

ip
t

Pu
bl

is
he

d 
on

 1
0 

Ju
ne

 2
02

2.
 D

ow
nl

oa
de

d 
by

 U
ni

ve
rs

ity
 a

t B
uf

fa
lo

 L
ib

ra
ri

es
 o

n 
6/

10
/2

02
2 

6:
37

:0
4 

PM
. 

View Article Online
DOI: 10.1039/D2CP01266A

https://doi.org/10.1039/d2cp01266a


-1.5

-1.0

-0.5

0.0

0.5

1.0

 0  500  1000  1500  2000

∆G
 (

eV
)

T (K)

50GPa
60GPa
70GPa

100GPa

Fig. 7 Calculated Gibbs energy of Si(hcp) and C(diamond) with respect
to the B3 (red) and B1 (blue) polymorphs of SiC at different pressures
and temperatures.

or rocksalt (B1) polymorphs. As expected, both phases show
less compressibility as pressure increases and are more compress-
ible as temperature increases. It is noticeable to observe the ex-
istence of a crossing point between our B3 and B1 calculated
B0 − T curves that informs of a greater thermal stability of the
B3 phase. This result is more evident at low pressure (B1 shows
severe phonon softening at 0 GPa if temperature increases above
1000 K) and turns to change if pressure increases above 100 GPa
where the B3 phase shows mechanical instability above 110 GPa.
Our calculations predict a thermal expansion coefficient for the
B1 phase five times greater than for the B3 phase. Both decrease
with pressure at a similar rate leading for the B3 phase a value
similar to the one of Si at room temperature at only 2 GPa. This
results has implications on the heteroepitaxial growth of 3C-SiC-
B3 films using Si as a compliance substrate.

To make clear our contribution, we would like to specifically
point out the main findings of our investigation. To begin with,
the thermodynamic B3-B1 transition pressure at 300 K has been
predicted around 64 GPa. We have also emphasized that to com-
pare with data obtained in a variety of experiments, kinetic effects
have to be taken into account too. We were able to evaluate the
energetic barriers associated with the direct and reverse transi-
tions and, therefore, we have quantified how pressure hysteresis
ranges decrease from 82 GPa at room temperature (28 GPa-110
GPa) to 7 GPa at 1000 K. These results allow us to reconcile many
of the previous reported data. Similarly, the Clapeyron slope of
the B3-B1 boundary was found to show a slightly negative slope
with a value around -3 MPa/K in the 0-3000 K range if phase
equilibrium is considered. However, a higher negative value is ob-
tained when the kinetic effects present in the experiments are in-
volved in the calculation. Our results shed light on the sign of the
Clapeyron slope, given the discrepancies observed between some
recent experimental results2,56. Finally, although our predictions
concerning the stability of SiC cubic polymorphs against decom-
position into hcp-Si and C-diamond are affected by the limita-
tions of the quasi-harmonic approximation at high temperature,
we were also able to provide a reasonable account of the different

response of the two polymorphs. According to our investigation,
B3 shows a negative temperature decomposition rate with pres-
sure, whereas an opposite trend is found for the B1 phase that
needs higher temperature to decompose if pressure increases.
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