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Abstract: The use of machine learning and semantic analysis in case 
law is the new trend in modern society. Case Based Reasoning tools 
are being used to analyze texts in courts to make and predict judicial 
decisions which are designed to base the outcomes of current court 
proceedings from past and or learning from the mistakes to make 
better decisions.  Because of the accuracy and speed of this technol-
ogy, researchers in the justice system have introduced Machine 
Learning to optimize the Case-Based Researching approach. This 
paper presents a study aimed to critically analyze semantic analysis 
in the context of machine learning and proposes a case-based rea-
soning information retrieval system. It will explore how CBR-IR is 
being used to improve legal case law information retrieval.  The 
study covers the importance of semantic analysis. The study will dis-
cuss limitations and recommendations for improvement and future 
research. The study recommends that it is necessary to conduct fur-
ther research in semantic analysis and how they can be used to im-
prove information retrieval of Canadian maritime case law. 
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1  Introduction 

Intelligence Information retrieval refers to the process of accessing case docu-
ments that are related to a given case.  The process is important as it helps in link-
ing related information and thus ensuring ideal solutions are met in every case. 
There are several approaches that are used in retrieving these data. For instance, 
Information extraction which uses natural language processing, machine learning 
techniques, rule-based, and case-based approach. However, to deliver the much-
needed value, it is critical to ensure that all case and court processes are efficient, 
effective, and equitable. These approaches are used to retrieve the previous case 
with respect to the current case. Machine learning, semantic learning, and comput-
ers favor state legislatures and all other courts in the land by allowing all the 
stakeholders to design and develop equitable, effective, and efficient legal systems 
to serve justice for all [1]. Therefore, the purpose of this study is to identify and 
evaluate how machine learning and semantic learning integration into the legal do-
main is done by focusing on the analysis of legal texts and their impact on the le-
gal system. 

2  Problem Statement 

One of the major problems for courts in the modern environment is the inability 
to optimally analyze quantitative legal data. Inadequate data acquisitions by courts 
today are a major problem that hinders decision making and litigation of cases. 
With limited information, courts are unable to have consistency between inputs 
and outputs. Today, courts are unable to normalize inputs and outputs, implying 
that they end up making uninformed decisions. Inconsistencies between inputs and 
outputs can be linked to the approaches that are used to gather information. Legal 
institutions rely on existing data or newly generated data to make predictions. 
Therefore, it is imperative for courts to ensure that these sources are reliable and 
gathered from people who are affected and who will benefit from the designed 
predictions. The presence of different types of data can pose a challenge in data 
analysis and generation of reliable predictions. The vast amount of data requires 
courts to constantly rely on similarities and differences in legal data, which can 
significantly aid generate optimal predictions. Because modern courts operate in a 
highly dynamic and competitive environment, they have to address the needs of 
all populations, which prompts them to adopt approaches that can help improve 
customization [11]. Also, these changes lead to changes in ML algorithms and 
thus, establishment of input and output inconsistencies. 

Legal reasoning (LR) is a key component in legal practice, LR are methods that 
lawyers use to apply laws to facts to answer legal questions, it is mainly based on 
data gathered from previous cases. It is safe to imply that the verdict of cases can 
be made easier or difficult depending on the available legal data [20]. In the 
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research [20], the authors argue that the effectiveness and efficiency of legal pro-
cessing depends on how data is stored and retrieved. In this context, analysis of le-
gal cases has been a challenge in the past because of the inability to store and re-
trieve data as needed. In the past, courts relied on hard copies and manual retravel 
of data, which was time consuming, predictable, and exposed to errors. 

In most countries today, legal data is retrieved manually or by the use of syntax 
[12]. Using these methods to analyze cases have numerous problems, which inhib-
its the abilities of judges to analyze and identify cases. The use of manual methods 
and syntax methods are associated with generation of inadequate and less useful 
information. The problem of effective and efficient data retrieval and storage is 
significant in the legal domain because it is primarily on information. Besides, in-
formation gathered in the legal domain is important because it defines the surviva-
bility of society. Because of the inefficiency and ineffectiveness, the justice sys-
tem is unable to provide justice where it is deserved. The soundness of judicial 
verdict depends on the quality of information gathered by legal experts. Another 
dimension of this problem is that judicial verdicts are based on the information 
gathered from past cases. As time passes, the volume of the information in past 
cases increases, making it a challenge for legal experts to analyze the data. 

3  Related work 

The current literature shows that machine learning, information technology, and 
semantic learning have been used in the court system to enhance the quality of ser-
vices provided [9]. For example, machine learning and semantic learning allow 
text creation, storage, and retrieval, which have become more accessible and an 
essential part of the legal process [2]. Aside from the hearing capacity, judges 
need to create composed rulings, judgment, and purposes behind the choices they 
ceaselessly make [10]. After the typewriter era, judges were forced to write deci-
sions in longhand, and secretaries would then type the same out in typescript [8]. 

Additionally, machine learning and semantic learning have improved access to 
the law. In most countries and jurisdictions, the applicable law is found in differ-
ent sources, including statutes, law reports, and customary laws [3]. In the past le-
gal documents were kept as paper copies stored in filing cabinets and folders, but 
now it is possible access digital copies over the internet, it is easy to access and 
use the existing information to make critical decisions. 

The use of ML to aid in semantic analysis of texts, phrases, and language of law 
data has helped in quantitative analysis of legal data [17]. The progress in artificial 
intelligence, language processing, and machine learning are linked to rapid evolu-
tion in algorithms and data-based practices [13]. An evolution in algorithms has 
helped courts to make informed predictions through provision of important in-
sights and knowledge about [14]. Because of the need to offer accessibility to 
court cases and decisions, and the need to promote equality, machine learning is 
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used to find similarities and differences in litigation judgements, which improves 
court outcomes [15]. 

4  Machine learning and sentimental analysis 

Semantic is a branch of linguistics that focuses on exploring the meaning of sen-
tences and words. Understanding words and sentences help understand language. 
Semantic analysis helps in the comprehension of forms and how they interact with 
each other. In machine learning, semantic analysis is used to determine the signifi-
cance of syntax in a program. It is used to verify whether software declarations are 
correct. It is used to determine if a code in a program is accurate. 

Machine learning and semantic analysis are becoming an essential part of the 
modern court system. One of the easier parts of electronic court innovation is uti-
lizing an advanced camera or scanner to take exhibit and show it on the screen [4]. 
This underlines how machine learning and semantic learning have revolutionized 
the modern legal and court systems [5]. The use of advanced cameras and scan-
ners in the legal system shows that machine learning and semantic analysis to re-
trieve Canadian maritime law cases are improving and changing the Canadian le-
gal and court system. However, future studies should focus on the challenges of 
adequate application and use of machine learning, information technology, and se-
mantic learning in the court system as the court system moves towards efficiency 
and effectiveness. 

According to [18], employment of semantic retrieval technology will enhance 
information quality retrieval. The work suggests a technological framework that 
will help users retrieve information by providing them with relevant case-based 
and semantic retrieval documents. Users will key in their query terms in their nor-
mal language and the system conduct analysis on them. [19] argues that compar-
ing ideological query representation against the conceptual representations data-
base aid in choosing the match within a close range. [19] further contends that 
users can use natural language or a relevant document or Boolean query to search-
related documents. 

The suggested sets of concepts for geographical-related information retrieval in-
cluded a mixture of quantitative and qualitative geometric data, including sparse 
coordinate and topological relations information representing the geographical 
place’s footprints. Geographical categories classified places and then connected to 
non-geographical cases grouped by conceptual ranking. According to [20], the 
goal was to combine Euclidean and hierarchical distance analysis to establish a ge-
ographical distance evaluation. Another proposal was on query advancement ap-
proach that employed advanced dependent topologies to bring queries nearer to 
document collection characteristics and user’s preferences [20]. It aimed at linking 
each concepts’ case and class with a feature vector to modify these ideas to the 
terminology and document collection utilized. The concepts and their related 
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feature vectors processed results after identifying user’s query on the search en-
gine [20]. 

According to [21], concepts established in the Spirit web project were employed 
to support document retrieval that was geographically suitable to users’ request, 
where query advancement used domain and spatial concepts.  A concept network 
deduced from concepts from the original query words served as a knowledge base 
for modifying query advancement [20]. The conceptual query advancement qual-
ity relied on the quality of concept network.  The purpose of a concept network 
was to match original query words which resulted in the development of other 
concepts and queries terms. 

While most concepts categories used the WordNet as a controlled vocabulary to 
advance the query, the approach suggested by [20] combines the advantages of 
statistical methods and concept use. For query advancement, field concepts were 
utilized as controlled terminology. The primary presupposition is that users create 
a query concurrently illustrating an issue they are trying to address. The CBR ap-
proach uses other related cases to address an information retrieval request [22]. A 
solution is acquired by providing several links related to the user’s query. A case-
based approach contains a set of data that defines and provide information about 
other data. The model by [20] offers various intelligent query advancement and 
processing benefits. 

5  Case-based Reasoning Information Retrieval System (CBR-
IR)  

Traditional IR systems recovered information without defining any user’s spe-
cific field of interest. As such, the system provided massive data that was not im-
portant to the user. [23] demonstrates how to employ concepts effectively included 
in various multi-disciplinary fields comprising of different terminologies aiming 
goal to improve the browsing outcome quality for extensive search systems. 

One strength of Case-Based Reasoning (CBR) systems is the ability to reason 
about a problem case and perform highly intelligent problem-solving, such as the 
generation of legal arguments or detailed operational plans [26]. 

Query searching using concepts is a promising and unique approach in the re-
trieval process. Users do not need to know the documents implementation; their 
focus is on the conceptual searching level. Domain concept is helpful for query 
advancement by increasing the input terms with the appropriate domain ontolo-
gies. WordNet adds meronyms, homonyms, and synonyms to the index terms, 
making the indexing stage effective [28]. There exist two problems in utilizing the 
concept–based approach. The first problem is using keywords to extract semantic 
concepts. Its main problem is determining relevant concepts that identify docu-
ments and determine the language used in user queries. It is essential to avoid 
matching and connecting inappropriate concepts and disregard appropriate 
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concepts. The second problem is document indexing. Field ontology is estab-
lished, and property and concept relationship in the professional field is described. 

Nevertheless, query expansion contains some built-in dangers. Thesaurus has 
been used in information retrieval to identify the linguistic entities and synony-
mous expressions semantically the same. A query drift can occur due to query am-
biguity providing information that is irrelevant to the user. For instance, the term 
windows could mean Microsoft Windows OS (operating system) or the actual 
house windows. The system should employ domain concepts to solve the problem. 
Not every tokenized term should be set for expansion. Query expansion process 
should replace the terms in the domain concepts with the original user terms and 
their related domain concepts. 

A concept-based method utilizes concepts from a specific domain and CBR ap-
proach with various metadata containing relevant documents defines a case. A 
case bases act as a piece of document information to examine the query process 
and retrieve information from appropriate documents in the digital library [24]. It 
aimed at improving concept-based information retrieval by integrating  

 

 
Fig. 1: The conceptual system diagram of the CBR-IR System 
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domain ontology, case-based reasoning process, and traditional information re-
trieval process [24]. The model proposed by [24] employs concepts to expand 
queries and integrates textual and case-based closeness to recover a set of infor-
mation for relevant documents to give users several document recommendations 
options. The steps in figure 1 are as follows: 

Step one:  matching a new case using other cases in the case dB – The CBR-IR 
system performs a CBR analysis of inputs. It then uses the analyzed results to gen-
erate a text-based document retrieval system. [28] 

Step two: recover the closest matching case from the past cases’ library - De-
fines categories and classes for a ranking system in this step. This is used to gener-
ate a standard query of these texts' top N terms or top D pairs of terms. The CBR-
IR module checks large number of cases in the case dB. Full texts of the court's 
opinions and cases selected from the CBR module's Case dB.   CBR system used a 
similarity measure that is based on a generalized weighted distance metric. 

Step three: reuse the recovered case to address the existing issue - the system 
sorts the retrieved documents into an initial ordering of cases relevant to the prob-
lem case. The categorization is done on the bases of "on-point". The model of rel-
evance and on-pointiness used are then used in CBR-IR style system settings.   
The cases selected are passed through the preprocessing steps, it is presented to 
the “on-point” classifier to retrieve similar previous cases from the CBR-IR. [28] 

Step four: re-evaluate and modify the suggested solution if needed - The on-
pointiness model sorts the unique cases. The sorting generates a partial ordering in 
which Case A is more "on-point" than Case B (if the set of applicable dimensions 
A shares with the problem case are more than those of case B and the problem 
case. Maximal cases in this ordering are called most on-point cases. The result of 
sorting these instances is virtualized in a "claim lattice." (See Figure 2 for an ex-
ample.) 
 

 

Fig.  2 Claim lattice for Jones vs Mark 
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Step five: rename the final result as a new case - These CBR analysis results are 
represented in a "claim lattice" that uses a hybrid CBR-IR system to select unique 
cases from the claim lattice. For instance, the most on-point cases and maximal 
cases in the on-point ordering. The texts associated with the unique cases are 
passed to a modified version of the relevance feedback (RF) mechanism of the 
“INQUERY IR” system [27], 

Apache Lucene provides all the relevant interfaces for query, index engines and 
analyses the overall text format content, such as txt, pdf, docx, and web page data. 
The functions can be easily embedded into various applications to implement full 
text retrieval functions. Comparing Lucene to other text retrieval system, it pro-
vides faster speed and better performance repository and data retrieval without de-
grading the system performance and provides steady indexing across database in 
data center and files in various formats. [30] Lucene core data is encapsulated into 
classes by defining a file index format, and then program processes to form a com-
plete information search engine. Lucene's has three main parts: External Interface, 
Index Core and Infrastructure Package. Index Core is the direct focus when ma-
nipulating file indexes [29]. 

Case similarity evaluation is done for the subject and author attributes [25]. Sta-
tistical IR methods used the Apache Lucene to measure Title attribute content. In 
Lucene, the Boolean technique and vector space model were used to determine the 
relevancy of a particular document to the user’s request. 

6  Conclusion 

Semantic analysis is an important area of study today because courts today strive 
to achieve equality and optimal decision making by adopting technologies. The 
ability to understand information that courts gather is vital because it helps make 
effective predictions and improve performance. Semantic analysis can be used to 
address technical challenges that are faced in machine learning. Semantic analysis 
can be used to address problems associated with limited data, presence of different 
data types, and inconsistencies in AI predictions and real-life solutions. 

The research has demonstrated that the already developed domain-specific on-
tology with Machine Learning can be efficient for query advancement. Many re-
searchers have used semantic retrieval technology using concepts. It helps solve 
problems that lack semantics in traditional retrieval technology. Using concepts in 
ontology enhances search results. Expanding a query aims at minimizing docu-
ment or query mismatch by adding related phrases and terms to the relevant docu-
ments set. 

This research has introduced Machine Learning to the semantic analysis module 
in the proposed Case-Base Reasoning Information Retrieval (CBR-IR) system. 
The future research will further study and develop the CBR-IR by implementing 
the machine learning techniques with semantic analysis in the information re-
trieval system. 
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