
1

Artificial Intelligence: New Frontiers in Real-Time
Inverse Scattering and Electromagnetic Imaging

Marco Salucci, Senior Member, IEEE, Manuel Arrebola, Senior Member, IEEE, Tao Shan, Member, IEEE, and
Maokun Li, Senior Member, IEEE

Abstract—In recent years, artificial intelligence (AI) techniques
have been developed rapidly. With the help of big data, mas-
sive parallel computing, and optimization algorithms, machine
learning (ML) and (more recently) deep learning (DL) strategies
have been equipped with enhanced learning and generalization
capabilities. Besides becoming an essential framework in image
and speech signal processing, AI has been also widely applied to
solve several electromagnetic (EM) problems with unprecedented
computational efficiency, including inverse scattering and EM
imaging. In this paper, a review of the most recent progresses in
the application of ML and DL for such problems is given. We
humbly hope a brief summary could help us to better understand
the pros and cons of this research topic and foster future research
in using AI to address paramount challenges in the field of EM
vision.
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ficial intelligence, machine learning, deep learning, learning by
examples

I. INTRODUCTION

During the last decades, Artificial Intelligence (AI) has been
an important research topic in signal processing, computing
science, and mathematical areas. Recently, the application of
such techniques is rapidly spreading to many other fields,
including electromagnetics (EM) [1]. Although pioneer works
on the application of Machine Learning (ML) techniques
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Fig. 1. Geometry of the 3D ISP.

to different problems in antennas, arrays, EM scattering or
imaging are dated some years ago, they were mainly proof-
of-concepts or they were dealing with size limited scenar-
ios/applications. Currently, the real interest in the application
of AI to EM problems comes from the potential of the
more sophisticated Deep Learning (DL) paradigm, which is
emerging as a powerful framework enabling unprecedented
time and accuracy performance for solving a wide variety of
complex EM problems [2]–[13].

The number of AI-related publications in EM problems has
been exponentially growing during the last years. However,
most of them are works presented in conferences, which show
partial or preliminary results but not a mature technique.
Actually, the papers discussing more complete studies are
published in journals and they are almost restricted to the
last three years. When publications in ML or DL in the field
of EM imaging or scattering are searched in IEEE Xplore
database, most of journal papers have been published in 2020
or 2021, demonstrating the novelty of the topic as well as its
current great interest because of the potential benefit that can
be obtained from its development.

Although the development or improvement of EM tech-
niques based on AI is at the beginning, many research works
have been recently carried out in a number of applications such
as EM scattering [2], [3], radar and remote sensing [4], target
classification [5], shape reconstruction [6], inverse design [7],
[8] and fingerprinting [9] of EM devices, and medical imaging
[10]. Moreover, an ever-growing number of papers have been
published on localization [11], human behavior monitoring
[12], and EM compatibility (EMC) [13], among others.

Within this context, the aim of this paper is to provide
a comprehensive review the most recent applications of ML
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and DL techniques to inverse scattering (IS) and EM imaging
problems. To this end, Section II provides the mathematical
formulation of the problem at hand. Section III and Section
IV describe the learning-by-examples (LBE) framework and
the most attracting/advanced DL methodologies for its solu-
tion, respectively. Then, Section V reviews the most recent
applications of such techniques to several inverse scattering
problems (ISPs) and imaging problems. Finally, some conclu-
sions, remarks, trends, and possible roadmaps are discussed
in Sect. VI, identifying challenges and opportunities in this
widely unexplored research field, as well.

II. MATHEMATICAL FORMULATION

Without loss of generality1, let us consider a three-
dimensional (3D) volume D embedded within a homogeneous,
isotropic, non-magnetic (µ = µ0 = 4π × 10−7 [H/m]), and
lossless (σ = σ0 = 0 [S/m]) background medium of permittiv-
ity ε = ε0 = 8.85×10−12 [F/m] [Fig. 1]. Under the hypothesis
of monochromatic time-harmonic EM fields, the Maxwell’s
equations governing at frequency f all scattering phenomena
inside/outside D can be rewritten in terms of the electric
field phasor E (x, y, z) = Ex (x, y, z)ux +Ey (x, y, z)uy
+Ez (x, y, z)uz [Ep (x, y, z) ∈ C and up being the unit
vector along the p-th Cartesian coordinate, p = {x, y, z}
- Fig. 1], corresponding to its time-domain representation,
E (x, y, z, t) = <{E (x, y, z) exp (−jωt)}, where <{ . } is
the real part, j =

√
−1, and ω = 2πf . In order to non-

invasively retrieve a guess of its EM characteristics, D is
illuminated by means of V incident waves with associated
electric fields E

(v)
inc (x, y, z), v = 1, ..., V [Fig. 1]. Defining

the scattered field for ∀ (x, y, z) ∈ R3 as

E(v)
sca (x, y, z) = E

(v)
tot (x, y, z)−E

(v)
inc (x, y, z) ; v = 1, ..., V

(1)
where E

(v)
tot (x, y, z) is the total electric field measured in pres-

ence of unknown scatterers, it turns out that, for v = 1, ..., V ,

E(v)
sca (x, y, z) = ω2ε0µ0∫ ∫ ∫

D

G (x, y, z, x′, y′, z′) · J(v) (x′, y′, z′) dx′dy′dz′.

(2)

In (2) G ( . ) is the free-space dyadic Green’s function [14].
Moreover,

J(v) (x, y, z) = τ (x, y, z)E
(v)
tot (x, y, z) ; v = 1, ..., V (3)

is the induced equivalent current in D arising from the
unknown contrast distribution

τ (x, y, z) = [εr (x, y, z)− 1] + j
σ (x, y, z)

ωε0
(4)

where εr (x, y, z) ≥ 1 and σ (x, y, z) ≥ 0 are the rela-
tive permittivity and conductivity distributions, respectively
[⇒τ (x, y, z) ≥ 0 for (x, y, z) ∈ D - Fig. 1]. The scattered

1For the sake of notation simplicity, free-space imaging is considered in the
following [14] [15]. The extension to more complex scenarios (e.g., subsurface
[16], biomedical [17] [18], through-the-wall [19] [20], NDT/NDE [21] [22])
only requires proper reformulations of the involved Green’s operators and
primary/induced sources.

field radiated by the V equivalent sources is computed from
the measured incident/total fields according to (1) at M
probing locations

(
x(m), y(m), z(m)

)
, m = 1, ...,M forming

the so-called observation domain O /∈ D [Fig. 1].
In order to numerically solve the ISP at hand, a voxel-

wise representation of the EM properties of D is adopted by
employing N 3D pulse basis functions

B(n) (x, y, z) =

{
1 if (x, y, z) ∈ D(n)

0 otherwise
n = 1, ..., N

(5)
D(n) being the n-th voxel of barycenter

(
x(n), y(n), z(n)

)
[D =

⋃N
n=1D

(n) - Fig. 1]. Accordingly, the unknown equiva-
lent currents for each v-th (v = 1, ..., V ) illuminating direction
and contrast distributions can be expressed as

J(v) (x, y, z) =
∑

p={x,y,z}

N∑
n=1

J (v,n)
p B(n) (x, y, z)up; (6)

and

τ (x, y, z) =

N∑
n=1

τ (n)B(n) (x, y, z) (7)

respectively, where J (v,n)
p = J

(v)
p

(
x(n), y(n), z(n)

)
is the p-

th (p = {x, y, z}) scalar component of the induced current,
and τ (n) = τ

(
x(n), y(n), z(n)

)
, n = 1, ..., N . Therefore, it is

possible to rewrite (2) in compact matrix form as[
E(v)
sca,x E(v)

sca,y E(v)
sca,z

]T
= G

3D

[
J (v)
x J (v)

y J (v)
z

]T
(8)

where .T is the transpose operator,

E(v)
sca,p =

[
E

(v,m)
sca,p ; m = 1, ...,M

]T
, E

(v,m)
sca,p =

E
(v)
sca,p

(
x(m), y(m), z(m)

)
, and J (v)

p =[
J

(v,n)
p ; n = 1, ..., N

]T
, p = {x, y, z}. Moreover,

G
3D
∈ C3M×3N is the external Green’s matrix for the

3D scenario at hand [14].
In many practical scenarios a 2D reconstruction is sought

instead of a 3D one. Towards this end, Equation (2) is
simplified to a scalar one under the assumption that the electric
field is transverse-magnetic (TM)-polarized [i.e., E (x, y, z) =
Ez (x, y, z)uz ] and that the unknown scatterers are infinitely-
extended cylinders with invariant properties along the z-axis.
Under such hypotheses,

E(v)
sca,z (x, y) = ω2ε0µ0∫ ∫

D

g2D (x, y, x′, y′) J (v)
z (x′, y′) dx′dy′; v = 1, ..., V

(9)

where J
(v)
z (x′, y′) = τ (x′, y′)E

(v)
tot,z (x′, y′) and

g2D (x, y, x′, y′) is the 2D Green’s function [14]. Finally,
after discretizing D into N pixels centered at

(
x(n), y(n)

)
,

n = 1, ..., N , the following matrix expression is yielded

E(v)
sca,z = G

2D
J (v)
z ; v = 1, ..., V (10)

where G
2D

∈ CM×N is the discrete Green’s operator
for the 2D scenario [14]. In the following, the AI-driven
computationally-efficient solution of the 3D/2D ISP described
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Fig. 2. (LBE Solution Strategies) - Equivalent definitions of LBE strategies
as two-steps or three-steps approaches.

by equations (8)/(10) is formulated within the Learning-by-
Examples (LBE - Sect. III) and Deep Learning (DL - Sect.
IV) frameworks, respectively.

III. LEARNING-BY-EXAMPLES SOLUTION
STRATEGIES

The term Learning-by-Examples (LBE) refers to a specific
class of ML algorithms also known as “supervised learn-
ing” techniques. Their goal is to predict the unknown Q-
dimensional output/ response,

Ỹ =
{
Ỹq; q = 1, ..., Q

}
(11)

associated to a known input sample of K variables/features

X = {Xk; k = 1, ...,K} (12)

by means of a computationally-efficient but accurate surrogate
model (SM)/digital twin (DT) Ψ̃ ( . ) of the actual (but time-
costly) input/output (I/O) function Ψ ( . ) : X → Y . Mathe-
matically, the LBE goal is formulated as follows

Ỹ = Ψ̃ (X )

subject to
∥∥∥Ỹ − Y∥∥∥→ 0 and ∆̃t� ∆t

(13)

where ‖ . ‖ is the `2-norm, Y = Ψ (X ) = {Yq; q = 1, ..., Q}
is the actual response of X , while ∆̃t and ∆t are the
time required to make a prediction or an exact evaluation
(through simulations or experiments) of the I/O relationship,
respectively.

Depending on the nature of Y , two main families of
LBE approaches can be identified, namely (a) classification
and (b) regression techniques. Methods belonging to group
(a) are aimed at retrieving a discrete-valued/integer label
Y = Ψ (X ) = L (X ) ∈ Z (Q = 1) among a predefined
set of C options/classes (i.e., L (X ) ∈

{
L(c); c = 1, ..., C

}
).

Otherwise, group (b) strategies predict a continuous-valued
output Y = Ψ (X ) ∈ RQ. The term “supervised” comes from
the fact that a training set of S known I/O examples

T =
{[
X (s), Y(s) = Ψ

(
X (s)

)]
; s = 1, ..., S

}
(14)

is exploited to build the SM Ψ̃ ( . ) according to a “learning
with a teacher” process 2.

2For completeness, “unsupervised learning” techniques such as clustering
and association are aimed at automatically analyzing the structure of the input
data to determine underlying similarities/relationships (i.e., “learning without
a teacher”).

There are many possible strategies to solve the 3D/2D ISP
(8)/(10) with high computational efficiency (often in real-time)
within the LBE framework. They can be grouped in two main
classes: (i) inverse learning (IL) and (ii) forward learning (FL)
techniques. IL approaches directly solve the ISP by inverting
the unknown relationship between data and unknown sources.
The most naive IL implementation based on regression is
to retrieve the unknown contrast function (i.e., Y ← τ ,
being τ =

{
τ (n); n = 1, ..., N

}
) or the induced currents

(i.e., Y ← J , being J =
{
J (v)
p ; v = 1, ..., V ; p = x, y, z

}
)

starting from the scattered field (i.e., X ← E, be-
ing E =

{
E(v)
sca,p; v = 1, ..., V ; p = x, y, z

}
) or equiva-

lent/transformed data representations (e.g., the scattering ma-
trix measured by a vector network analyzer [23]). However,
owing to the very high complexity of predicting pixel-wise
distributions because of the very large output space dimen-
sionality (e.g., Q ≥ N ), “parametric” IL strategies are often
a preferred choice [24] [25]. In this case, the DT is trained
to recover a set of Q parameters/descriptors of the domain
under test, i.e., Y ← P = {Pq; q = 1, ..., Q}. For instance,
the ISP can be reformulated to retrieve the position (i.e.,
P =

{
xobj , yobj , zobj

}
[25] [26]) of an unknown object

within D. Shaping/qualitative imaging is possible, as well,
by letting the SM predicting geometrical descriptors of the
target according to a-priori chosen parametric models (e.g.,
P = P1 = ρobj for circular/spherical objects of radius ρobj

[26], or P =
{
lobjx , lobjy , lobjz

}
for parallelepipeds of length

lobjx , width lobjy , and depth lobjz , respectively [25]). It is worth
pointing out that parametric approaches are typically used
when the target can be modeled with a limited number of
parameters. These latter (along with the model itself) must
be carefully selected exploiting the underlying assumptions
about the classes of shapes to which the scatterer can belong
[27]. Finally, quantitative reconstructions can be performed
by assuming that homogeneous scatterers are at hand (i.e.,
εr (x, y, z) = εobjr and σ (x, y, z) = σobj for ∀ (x, y, z) ∈ Ω,
Ω being the target support ⇒ P =

{
εobjr , σobj

}
[24] [26]).

As for IL techniques implemented via classification strate-
gies, the predicted label often corresponds to a specific “status”
of D. Accordingly, multi-step approaches can be implemented
to progressively infer information on the unknown targets
starting from available data in O. As an example, in brain
stroke imaging the ISP can be decomposed in sub-tasks
triggered in a cascaded fashion and devoted at (i) detecting
the presence of a stroke (i.e., binary classification problem,
C = 2: stroke present, L(1) = 1, or stroke absent, L(2) =
−1), (ii) identifying its “nature” (i.e., C = 2: ischaemic
stroke, L(1) = 1, or hemorrhagic stroke, L(2) = −1), and
finally (iii) localizing it (i.e., multi-class problem, C > 2:
L (X ) ∈

{
L(c); c = 1, ..., C

}
, L(c) identifying one among C

sub-regions of D) [23].
On the other hand, FL strategies are based on the prediction

of the forward scattering operator/phenomena (e.g., Y ← E)
starting from the pixel-wise (e.g., X ← τ ) or parametric (i.e.,
X ← P) description of the unknown targets. Accordingly,
the DT is regarded as a computationally-fast replacement of
accurate but time-consuming forward scattering solvers when
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Fig. 3. (LBE Solution Strategies) - Plot of the K = 2-dimensional
benchmark functions (a) Ψ (X ) = cos (X1 + 0X2) and (b) Ψ (X ) =
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Fig. 4. (LBE Solution Strategies) - Pictorial sketch of the binary SVM
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solving the ISP through iterative optimization approaches. In
this framework, an effective recipe to mitigate the complexity
of the underlying learning task is to exploit a regressor to
directly estimate the data mismatch function to minimize,
rather than the data itself. More precisely, a single scalar
(Q = 1) is predicted quantifying the difference between
measured,

{
E(v)
sca,p; v = 1, ..., V ; p = x, y, z

}
, and retrieved,{

Ẽ
(v)

sca,p (X ) ; v = 1, ..., V ; p = x, y, z

}
, data associated to a

given trial guess X

Y (X ) =

∑
p={x,y,z}

∑V
v=1

∑M
m=1

∣∣∣E(v,m)
sca,p − Ẽ(v,m)

sca,p (X )
∣∣∣2∑

p={x,y,z}
∑V
v=1

∑M
m=1

∣∣∣E(v,m)
sca,p

∣∣∣2 .

(15)
IL and FL strategies are commonly formulated as two-

phases approaches as follows

1) “Off-Line” Phase - Build the training set T by gen-
erating S input samples within physically admissible
bounds, X (min) ≤ X (s) ≤ X (max), s = 1, ..., S,
then merging them with the corresponding simu-
lated/measured responses Y(s), s = 1, ..., S. Finally, use
T to train the LBE strategy and let it “learn” the I/O
relationship.

2) “On-Line” Phase - Input to the trained LBE a previously-
unseen test sample X and let it predict the corresponding
output as Ỹ = Ψ̃ (X ).

More in general, the LBE framework can be regarded as a
three-step paradigm (Fig. 2), as described in the following
Sections.

A. Step 1: Reduction of the Input Space Dimensionality

Because of the so-called “curse of dimensionality” [28]
the number S of I/O training samples required to build a
high-fidelity DT exponentially grows with the input space
dimensionality, K. Therefore, when K is large 3, it is con-
venient to reduce the input space dimensionality by deriv-
ing a reduced set of K ′ � K highly-informative features
X ′ = {X ′k; k = 1, ...,K ′} so that both the learning complexity
and the cost of the training phase are mitigated and, most
importantly, the number of required samples S is kept as low
as possible. Towards this goal, function independent/dependent
feature selection/extraction techniques can be exploited to
derive X ′ from X and build a reduced training set T′ ={[
X ′(s), Y(s) = Ψ

(
X (s)

)]
; s = 1, ..., S

}
to be exploited

instead of T.
Indicating with X =

{
X (s); s = 1, ..., S

}
and with Y ={

Y(s); s = 1, ..., S
}

the collected I/O samples in T, re-
spectively, “function independent” techniques derive X ′ ={
X ′(s); s = 1, ..., S

}
by analyzing the data distribution within

the input space (i.e., X ′ = ℵ
(
X
)
). Otherwise, “function

dependent” strategies rely on the “observed” relation between
X and Y (i.e., X ′ = ℵ

(
X , Y

)
). Moreover, “feature selection”

refers to the identification of a subset of K ′ features from
the original K ones which are carrying the largest amount
of information on the I/O function to predict. Differently,
“feature extraction” is a process aimed at deriving a new set
of K ′ features from the original ones. To better understand
the difference between feature selection and extraction, let
us consider in the following two rather simple and intuitive
examples. In the first example, a regression model must be
created to predict the function Ψ (X ) = cos (X1 + 0X2)
[K = 2, Q = 1 - Fig. 3(a)]. Clearly, Ψ (X ) depends only on
variable X1. Therefore, X2 can be simply discarded because
it has no impact on the output, by letting X ′1 = X1 and
K ′ = 1 (i.e., X1 is the selected feature). On the other hand,
if Ψ (X ) = cos

(
X1 cos

(
π
6

)
−X2 sin

(
π
6

))
[Fig. 3(b)] then

both K = 2 features have an equal impact on the output.
However, it is possible to extract a new single (K ′ = 1) feature
X ′ = X1 cos

(
π
6

)
−X2 sin

(
π
6

)
which completely captures the

actual behavior of the I/O relation. Finally, as for the strengths
and limitations of each technique, function dependent strate-
gies are generally more appropriate than function independent
ones in regression problems (e.g., for NDT-NDE [25]). On the
other hand, it should be pointed out that the main advantage
of feature extraction strategies over feature selection ones is
that they do not require cumbersome sensitivity analyses to
understand which features should be kept and which could be
discarded [29].

In the following, let us briefly recall the basics of two
feature extraction techniques for ISPs, namely the Principal

3Although such a claim is rather vague, it is not possible to rigorously a-
priori indicate whether a given value of K should be considered as “large”,
because such a definition depends on the ISP at hand as well as on the adopted
LBE strategy to solve it. However, to provide the reader with a general-purpose
“rule-of-thumb” it is possible to consider K > 50 as an indicative threshold
for defining a large-dimensionality LBE problem.
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Component Analysis (PCA) [30] and the Partial Least Squares
(PLS) [29].

Principal Component Analysis (PCA): The PCA is a
function independent feature extraction technique. Given S K-
dimensional input samples X , its goal is to find the K ′ � K
“principal components”, i.e., the directions along which the
largest variance of data is observed. More in detail, the PCA
applies the following linear transformation [30]

X ′ = X ×W (16)

where the columns of the (K ×K ′) weight matrix W ,
{Wk; k = 1, ...,K ′} are the eigenvectors of the covariance
matrix of X .

Partial Least Squares (PLS): Differently from the PCA,
the PLS is a function dependent feature extraction technique.
It seeks a new reduced set of features X ′ such that the I/O
relationship is linearized as much as possible [29]. Towards
this end, it expresses the output as follows

Y =
(
X ′ ×QT

)
+ E (17)

where Q is a (Q×K ′) matrix of weights,
(
X ′ ×QT

)
is a

linear approximation of Y , and E = Y−
(
X ′ ×QT

)
expresses

the approximation error. There are in the literature several iter-
ative approaches for deriving the optimal PLS transformation
matrix W (16) such that E is minimized (e.g., the SIMPLS
[25]). It should be pointed out that hypothesis (17) may be
inaccurate for highly non-linear I/O relationships. For such
cases, non-linear PLS algorithms have been proposed such
as the orthogonal kernel PLS (OKPLS) [31], which exploits
the so-called “kernel trick” [32] to reformulate the linear
approximation (17) inside a higher-dimensionality space.

B. Step 2: Exhaustive Representation of the Input Space

Once the ISP-DoFs have been defined, the purpose of this
step is to select the S I/O pairs to build T 4. One-shot or
iterative/adaptive sampling techniques can be exploited to-
wards this goal. The former class of strategies performs a non-
iterative sampling of the input space in order to comply with
the “input space filling” (ISF) property, that is obtaining the
most uniform possible spreading of training samples within the
physically admissible bounds. The uniform full-factorial sam-
pling is the most common strategy to achieve ISF. However,
it becomes rapidly unfeasible since the number of generated
training samples exponentially grows with the number K of
uniformly-quantized variables. Orthogonal Arrays (OAs) [33]
and Latin Hypercube Sampling (LHS) [34] are effective and
widespread alternatives mitigating such an issue.

On the other hand, adaptive sampling techniques are based
on the iterative selection of new training samples to yield a
suitable balance between “exploration” (i.e., sampling regions
with a low density of samples) and “exploitation” (i.e., adding
samples where a large non-linearity of the underlying function
has been observed) [35] [36] [37]. LOLA-Voronoi [35] and

4In the following, for the sake of notation let us refer to the input space
as the original K-dimensional one. All discussed concepts and theories are
applicable to the K′-dimensional reduced features, as well.

Output Space Filling (OSF) [24] [25] [31] [38] are two
techniques belonging to this group.

In the following, two common sampling strategies in ISPs
(i.e., the LHS and the OSF) are briefly described.

Latin Hypercube Sampling (LHS): LHS is a single-shot
strategy with ISF properties [34]. Although it is based on
a pseudo-random exploration of the input space, it mitigates
- differently from the uniform random sampling - undesired
phenomena of “under-sampling” and “over-sampling” for a
user-defined number of training samples S. It works as follows

1) Divide the range of each variable into S uniform inter-
vals;

2) For each dimension (k = 1, ...,K), randomly choose
one point inside each s-th interval;

3) For each point of variable k = 1, randomly select one
point of variable k = 2, ..., k = K to form a K-
dimensional sample;

4) Repeat Step 3 until S K-dimensional samples have been
generated, each time excluding already selected points.

Output Space Filling (OSF): The OSF is an adaptive
sampling strategy for solving ISPs within the LBE framework
[24] [25] [31] [38]. In [24] [25] [31] it is exploited for
“parametric” IL inversion to adaptively sample the parameters
space generating S configurations of the unknown scatterers{
P(s); s = 1, ..., S

}
such that a uniform exploration of the

extracted features space,
{
X ′(s); s = 1, ..., S

}
, is yielded. It

works as follows:
• Step 1 - Initialization

1) Use the LHS to generate S = S0 scatterer con-
figurations, Y

0
=
{
P(s); s = 1, ..., S0

}
, within

physically-admissible bounds, then compute the
scattered data associated to each sample, X

0
={

E(s); s = 1, ..., S0

}
;

2) Apply a feature extraction technique (e.g., the PLS)
to X

0
and Y

0
to derive the transformation rule

X ′
0

= ℵ
(
X

0
, Y

0

)
, then form the initial training

set of S0 samples as T′ =
(
X ′

0
, Y

0

)
;

• Step 2 - Adaptive Sampling
1) Use the LHS to select Z “candidate” scatterer con-

figurations
{
P(z); z = 1, ..., Z

}
;

2) Use the information in T′ to quickly pre-
dict (via multi-dimensional linear interpolation
[25]) the extracted features for each candidate,{
X̃
′(z)

; z = 1, ..., Z

}
;

3) Select the candidate maximizing the minimum dis-
tance in the extracted features space from all sam-
ples in T′,

P(∗) = arg

{
max

z=1,...,Z

[
min

s=1,...,S

∥∥∥∥X̃ ′(z) −X ′(s)∥∥∥∥]}
(18)

then compute the data associated to P(∗), X (∗), and
map it to the reduced features space as X ′(∗) =

ℵ
(
X (∗), P(∗)

)
;
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Fig. 5. (LBE Solution Strategies) - Pictorial sketch of the (a) SVR, (b) RBF,
and (c) OK regressors.

4) Update the training set as T′ = T′ ∪
(
X ′(∗), P(∗)

)
and let S ← (S + 1). Finally, go to Step 2.1 and
iterate until the desired number of training samples
has been generated.

C. Step 3: Definition of the Prediction Method
This last step is aimed at exploiting the information inside

T/T′ defining the proper DT model Ψ̃ ( . ). In the following,
some of the most common prediction stategies for classifica-
tion and regression in ISPs are described.

Support Vector Machines (SVMs): SVMs rapidly emerged
in the EM community as a powerful alternative to well-
established LBE classification techniques such as neural net-
works and decision trees [39] [40]. A binary (C = 2) SVM
is aimed at recovering the optimal separating hyper-plane
(defined by means of a subset of training samples called
“support vectors” - Fig. 4) between two classes by solving
the following optimization problem

minα
1
2α

TAα− 1Tα

subject to LTα = 0; 0 ≤ αs ≤ C; s = 1, ..., S
(19)

where α = {αs; s = 1, ..., S}T are Lagrange’s mul-
tipliers, 1 is a column vector of all ones, L ={
L
(
X (s)

)
; s = 1, ..., S

}T
, and C > 0 is the SVM reg-

ularization parameter [40]. Moreover, A is a (S × S) ma-
trix whose (a, b)-th entry (a, b = 1, ..., S) is A

⌋
a,b

=

L
(
X (a)

)
L
(
X (b)

)
K
(
X (a), X (b)

)
, K ( . ) being the so-

called “kernel function” expressing the scalar product between
input samples

(
X (a), X (b)

)
in a higher dimensionality space

enabling the linear separation of classes even if Ψ ( . ) is a
non-linear function of X [32] [40] (Fig. 4). One of the most
common definitions of K ( . ) is the following

K
(
X (a), X (b)

)
= exp

(
−γ
∥∥∥X (a) −X (b)

∥∥∥2
)

(20)

γ > 0 being a real weight. The solution of (19) yields the
following binary decision function

Ψ̃ (X ) = sgn

{
S∑
s=1

L
(
X (s)

)
αsK

(
X , X (s)

)
+ o

}
(21)

where o is a bias term. The extension to the multi-class case
(i.e., C > 2) is straightforward and it is generally leveraging
on the “one-against-one” strategy [41]. More in detail, a set
of C × (C−1)

2 binary SVM classifiers (21) is built using the
training data corresponding to each pair of classes. Therefore,
the predicted label for a given input test sample X corresponds
to the class collecting the maximum number of “votes” among
the different trained SVMs.

Support Vector Regression (SVR): SVR defines a function
Ψ̃ (X ) jointly exhibiting (i) the flattest possible behavior and
(ii) a deviation not larger than a given threshold ε from the
S training samples [i.e.,

∥∥∥Ψ̃
(
X (s)

)
−Ψ

(
X (s)

)∥∥∥ ≤ ε, s =

1, ..., S - Fig. 5(a)] [42]. For Q = 1 5, the following problem
is solved during the off-line phase

minα, α∗
1
2 (α− α∗)T B (α− α∗) + ε

∑S
s=1 (αs − α∗s)

+
∑S
s=1 Ψ

(
X (s)

)
(αs − α∗s)

subject to 1T (α− α∗) = 0;
0 ≤ αs, α∗s ≤ C; s = 1, ..., S

(22)
to derive the following regression SM

Ψ̃ (X ) =

S∑
s=1

(−αs + α∗s)K
(
X , X (s)

)
+ o. (23)

In (22) α = {αs; s = 1, ..., S}T and α∗ =
{α∗s ; s = 1, ..., S}T are Lagrange’s multipliers, while B

is a (S × S) matrix with entries B
⌋
a,b

= K
(
X (a), X (b)

)
(a, b = 1, ..., S). As for the SVR constant C, it determines
the trade-off between the flatness of Ψ̃ (X ) and the “penalty”
given to training deviations larger than ε. Therefore, it must be
properly calibrated via suitable cross-validation strategies [43]
so that accurate predictions can be achieved without suffering
from over-fitting issues (i.e., the incapability of generalization,
yielding large regression errors for previously-unseen inputs).

Radial Basis Functions (RBFs): The RBF a particular
artificial neural network whose prediction Ψ̃ (X ) is expressed
in terms of a linear combination of kernel functions depending
on the radial distance between X and X (s), s = 1, ..., S [44]
[Fig. 5(b)]. Mathematically,

Ψ̃ (X ) =

S∑
s=1

λsK
(
X , X (s)

)
(24)

where λs, s = 1, ..., S are real weights determined during the
training phase. Equation (24) complies with

Ψ̃
(
X (i)

)
=

S∑
s=1

λsK
(
X (i), X (s)

)
= Ψ

(
X (i)

)
; i = 1, ..., S

(25)

5Without loss of generality, in the following let us refer to the scalar regres-
sion case, the extension to multiple outputs (Q > 1) being straightforward
[24].
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meaning that the RBF makes no error on training locations,
differently from the SVR [Fig. 5(b) vs. Fig. 5(a)]. Therefore,
it is particularly suitable for those scenarios where the I/O
relationship is deterministic (i.e., not affected by noise, as it
happens in FL-LBE strategies).

Kriging: Kriging is a regression technique based on the
Bayesian theory [43] [39]. It treats the I/O relationship as the
realization of a stochastic process [Fig. 5(c)]

Ψ (X ) = ΨRegr (X ) + ΨGauss (X ) (26)

where ΨRegr ( . ) is a regression function capturing the general
trend of Ψ ( . ) and ΨGauss ( . ) is a Gaussian process statisti-
cally modeling the errors (or “residuals”) made by ΨRegr ( . )
with respect to Ψ ( . ). Although the definition of the former
term leads to different Kriging models, its most common
implementation is ΨRegr (X ) = Ψ0 [i.e., constant regression,
ordinary Kriging (OK) - Fig. 5(c)]. On the other hand,
ΨGauss ( . ) is assumed to have zero mean and covariance
proportional to the weighted distance of input samples [43]
The OK prediction at any point X is computed as

Ψ̃ (X ) = Ψ0 +

S∑
s=1

wsrs (X ) (27)

where Ψ0 =
(
1TR−1Ψ

)
/
(
1TR−11

)
,

r (X ) ={
rs (X ) =

K∏
k=1

exp

(
−θk

∣∣∣Xk −X (s)
k

∣∣∣βk
)

; s = 1, ..., S

}T
,

(28)

where {(θk, βk) ; k = 1, ...,K} are 2K hyper-parameters esti-
mated during the off-line phase, and the weighting coefficients
w = {ws; s = 1, ..., S}T are computed as

w = R−1 (Ψ− 1Ψ0) . (29)

In the previous expressions, Ψ =
{

Ψ
(
X (s)

)
; s = 1, ..., S

}T
,

while R is a (S × S) matrix whose (a, b)-th entry is R
⌋
a,b

=∏K
k=1 exp

(
−θk

∣∣∣X (a)
k −X (b)

k

∣∣∣βk
)

. One paramount advan-

tage of the Kriging over the SVR and RBF is its capability
of providing an estimation of the “uncertainty” associated to
any prediction, U (X ), being U

(
X (s)

)
= 0 and Ψ̃

(
X (s)

)
=

Ψ
(
X (s)

)
for s = 1, ..., S (i.e., exact interpolation of training

samples with null uncertainty) [43].

IV. DEEP LEARNING SOLUTION STRATEGIES

In the following, the basics of the DL paradigm are pre-
sented (Sect. IV A). Moreover, the fully data-driven (Sect.
IV B), the knowledge-assisted (Sect. IV C), and the physics-
embedded (Sect. IV D) learning approaches are described.

Fig. 6. Structure of FCN with one hidden layer. The connectivity between
l-th and l + 1-th layer is also denoted in the picture.

A. Basics of Deep Learning Approach

Fully Connected Network: Fully connected network
(FCN), also known as multi-layer perceptron (MLP), is an
important type of artificial neural networks (ANNs) [45]. FCN
consists of input layer, hidden layer and output layer, as shown
in Figure 6. Let Xi,l denote the output of the i-th neuron in
the l-th layer, the output of the j-th neuron in the l+1-th layer
with Xi,l as input can be expressed as [46]:

Xj,l+1 = F(

K∑
i=1

Wj,i,l+1 · Xi,l + bj) , (30)

where F , Wj,i,l+1, bj , K represent nonlinear activation func-
tion, weight vector between i-th and j-th neurons, bias of j-th
neuron, and number of neurons in the l-th layer respectively.

Convolutional Neural Network: Convolutional neural net-
work (CNN) has been widely used in image classification [47],
target recognition [48], image analysis [49], inverse problems
[50], etc. Unlike FCN, CNN applies convolution operation in-
stead of the matrix vector multiplication, as shown in Figure 7
[51]. Convolution operation brings the sparse interactions and
parameter sharing by using convolutional kernels to connect a
subset of neurons in the previous layer. The typical relationship
of neurons between the l-th and l-1-th layer of CNN can be
expressed as [52]:

Xl = F(P(Xl−1 ⊗Kl + bl)), l = 1 · · ·L , (31)

where F , P and ⊗ represent the nonlinear activation function,
pooling operation and convolution operation respectively, bl
denotes the bias of neurons in the l-th layer, L denotes the
number of layers. Assuming Xl−1 is two-dimensional, the
convolution operation can be defined as [51]:

(Xl−1 ⊗Kl)i,j =

M∑
m=1

N∑
n=1

Xl−1(i−m, j − n)Kl(m,n) (32)

where m,n and M,N denote the indices and size of the 2-D
convolutional kernel. The pooling operation can be regarded
as down sampling. It can reduce the size of input feature
map and the number of CNN parameters. The commonly
used pooling operations include max pooling, average pooling,
stochastic pooling [53], spatial pyramid pooling [54], and etc.
The nonlinear activation function can introduce nonlinearity
into CNN, including Sigmoid function, Tanh function, ReLU,
PReLU, Leaky ReLU and RReLU [55], etc. Many important
CNNs show good learning capability and provide insights into
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Fig. 7. Schematic of convolution and pooling operation in the CNN.

Fig. 8. The schematic of a standard RNN and the unrolled structure.

the design of CNNs, such as AlexNet [56], GoogleNet [57],
U-Net [58], ResNet [59], VGGNet [60], etc.

Recurrent Neural Network: Recurrent neural network
(RNN) has wide applications in processing sequential data,
such as speech recognition [61], time series processing [62],
machine translation [63], etc. A standard RNN can output
a sequence Y = Y1, · · · ,YT with the input of a sequence
X = X1, · · · ,XT . The structure of a standard RNN is
illustrated in Figure 8. In RNN, a sequence of hidden state
h = h1, · · · , hT is introduced to represent the information of
all previous time step. The relationship between the input and
the hidden state can be expressed as [61]:

ht = F(WxXt +Whht−1 + bh) , (33)

where Wx,Wh denote the weight matrix of the input and the
hidden state, t ranges from 1 to T , bh and F denote the bias
of the hidden state and the nonlinear activation function. Then,
the output can be calculated based on the hidden state [61]:

Yt =Wyht + by , (34)

where Wy and by denote the weight matrix and bias of the
output. Long short-term memory (LSTM) [64], bidirectional
recurrent neural networks (BRNN) [65] and gated recurrent
neural networks(GRNN) [66] are three important RNN ar-
chitectures. LSTM introduces a memory cell to replace the
hidden layer of the standard RNN in order to avoid the gradient
vanishing [67]. In BRNN, information can propagate towards
both forward and backward directions [65]. GRNN applies the
reset gate into the vanilla LSTM 6 to reduce the number of
parameters [68].

Generative Adversarial Network: Generative adversarial
network (GAN) is a powerful method in image processing,
such as image synthesis [69], image-to-image translation [70],
etc. The structure of GAN consists of a generator and a

6The vanilla LSTM is the commonly used LSTM model that usually
consists of a single hidden layer of LSTM units.

discriminator. GAN aims to make the generator capture high-
dimensional distribution of training data via an adversarial
process [71]. The generator and discriminator are trained and
optimized simultaneously. The generator generates samples
satisfying the distribution of training data, and the discrimina-
tor determines whether the samples are from the distribution
of training data or not. The global optimality of GAN is
mathematically guaranteed [71]. Furthermore, GAN can learn
deep and hieratical representations of data and construct the
corresponding structured latent space by carefully designing
the discriminator [72]. The learned deep and structured data
representations are vital to signal processing or image process-
ing [72]. Various architectures of GANs are reported such as
convolutional GAN [73], conditional GAN [74], bidirectional
GAN [75], etc.

B. Fully Data-driven Learning Approach

Fully data-driven learning approach aims to approximate
the inverse operators by learning the mappings between the
properties of scatterers and the measured scattering fields via
the training process:

ΨΘ : Y 7→ X , (35)

where Ψ represents the learned inverse operator, Θ denotes the
corresponding parameters, Y and X denote the scattering fields
and properties of scatterers respectively. In this approach, DL
is regarded as a black box to approximate the highly nonlinear
input/output (I/O) function Eq. (35). The objective function
of direct learning approach evaluates the mismatch of the
scatterers’ properties:

obj = min
Θ

Υ(ΨΘ(Y),X) , (36)

where Υ denotes the metric function measuring the mismatch
of scatterers’ properties.

Direct Learning Scheme: Direct learning scheme builds a
single DNN to regress the relationship between the scattering
fields and scatterers. ANNs are applied into the inversion
of multiple plasma parameters [76], the reconstruction of
randomly-shaped profiles [77]. The CNN is built to realize the
super-resolution dielectric imaging of micro-structures [78],
qualitatively reconstruct the coordinates and radius of circular
scatterers [79], inversion based on phaseless data [80]. More
complicated architectures of DNNs are designed for practical
applications, such as the blends of CNN and RNN for non-
destructive testing of micro-structure [81], a multi-branch
CNN for reconstructing 3D moisture distributions of stored
grain [82].

Two-step scheme: Generally, two-step schemes build two
different DNNs of which one reconstructs the initial guesses
of scatterers from the scattering fields and another refines the
preliminary inversion for better resolutions. A complex-valued
CNN and a residual CNN can be applied for the initial guesses
and the refinement respectively [83]. In [84], the extreme
learning machine is used to generate the preliminary inversions
of scatterers. Another method of two-step scheme first applies
an autoencoder to construct the latent space by encoding the
high-resolution dielectric images into representation vectors.
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Then the CNN is trained to learn the mappings between the
measured scattering fields and the latent space. The final model
concatenates the CNN and the decoder part of autoencoder
[85].

C. Knowledge-assisted Learning Approach

Knowledge-assisted learning approach approximates the in-
verse operator with the combination of data and knowledge.
Instead of directly mapping the measured data to property
of scatterers, this approach learns the mappings between the
reconstructed model and the intermediate physical quantities
that are transformed based on the knowledge of ISP and asso-
ciated numerical methods. In the knowledge-assisted learning
approach, the inverse operator can be expressed as:

ΨΘ : Y 7→ ψX(X) , (37)

where ψX is the transform function of the scatterers properties.
The ΨΘ can be defined as:

ΨΘ = ψ1 ◦ · · · ◦ ψk ◦ · · · ◦ ψK , (38)

where ψ1 · · ·ψK are different parts of the learned inverse
operator and ◦ denotes the combination of operators. Some
of them are data-driven and others are the mathematical trans-
forms. The objective function of knowledge-assisted learning
approach can be described as:

obj = min
Θ

Υ(ΨΘ(Y), ψX(X)) . (39)

Knowledge-assisted learning approach integrates DNNs with
the traditional ISP algorithms. It combines the advantages of
both DNNs and traditional ISP algorithms. DNNs are applied
as the data-driven nonlinear function approximators. Tradi-
tional ISP algorithms help transform the ISP with physics prior
and DNNs only need to learn mappings between intermediate
physical quantities.

Knowledge-data Sequential Scheme: Knowledge-data se-
quential scheme first generates the initial guesses of inversions
by the non-iterative inversion method, and then DNNs are
trained to enhance or refine the initial inversion for better
performance. This scheme maintains more physics prior and
simplifies the learning task of DNNs, which can achieve
better results than fully data-driven approach. The non-iterative
inversion methods in this scheme are usually simple to achieve
good computational efficiency.

Back projection method is combined with U-Net to recon-
struct the contrast distributions [86]. DeepNIS is proposed
based the back propagation method and the complex-valued
residual CNN [87]. The performance and dynamic evolution
behavior of DeepNIS are discussed in [88]. The backpropaga-
tion scheme is based on the similar idea of DeepNIS but the
U-Net is employed instead of the complex-valued CNN [3],
[14]. The backpropagation scheme is further extended in [89]
by replacing the U-Net with a GAN. The discriminator of the
GAN can enforce the generator to capture more linearities of
ISPs, which is more suitable for reconstruction of high contrast
target. Born approximation and Monte Carlo method are com-
bined to generate the preliminary reconstructions that is input
to a 3-D U-Net to solve 3D ISPs [90]. Born approximation

is adaptable for a wider frequency and more suitable for the
low-frequency ISPs compared to the backpropagation method
[91].

The dominant current scheme is proposed in [3] to improve
the performance of the backpropagation scheme. The input
of U-Net is the contrast derived by the dominant component
of the induced current. The generalization capabilities of
the backpropagation and dominant current scheme on the
unseen data samples during the training process are further
investigated in [92]. In order to evaluate the confidence of
the backpropagation and dominant current scheme, a Bayesian
CNN is applied to reconstruct the contrast distribution and
predict the corresponding uncertainty of reconstructions at
the same time [93]. Inspired by the new integral equation
method [94], the modified contrast scheme is further proposed
by taking the modified contrast [94] as input [95]. The
modified contrast scheme shows better generalization ability
and learning capability in ISPs with higher contrast. The
knowledge-assisted learning approach is applied to solve ISPs
with phaseless data and the input of CNN is generated by
the Levenberg–Marquardt methods and CSI methods [80]. The
artifacts of breast imaging are prevented by applying U-Net
to enhance the multimodal microwave-ultrasound CSI results
[96]. In [97], U-Net is applied in the 3D breast imaging with
the 3D CSI reconstruction as input. A GAN is built for ISPs
with an inhomogeneous background, and the input of the
GAN is generated by the distorted Born method and the back-
propagation method [98]. U-Net is trained for classifications
with uncertainty quantification of breast imaging based on the
microwave and ultrasound properties generated by the Gauss-
Newton Inversion algorithm [99]. Instead of generating initial
guesses of inversions via training process, supervised descent
method is trained to learn and store the descent directions,
and the pre-learned descent directions can help update the
inversion models in the microwave imaging [100].

Data-knowledge Sequential Scheme: Data-knowledge Se-
quential Scheme uses results of DNNs to improve the per-
formance of traditional ISP algorithms. DNNs are applied to
generate the initial guesses of inversion that are the initial
value of the traditional ISP algorithms. Good initial values
can improve the final performance of inversion in many
ISP algorithms, especially iterative/deterministic methods. A
contrast source network (CS-Net) is designed to be embedded
into the subspace optimization method [101]. The input of
CS-Net is the signal subspace of the contrast source and the
output is the predicted total contrast source. The predicted
total contrast source is then refined in the iterative procedure
of the subspace optimization method. The CNN is trained
to generate the initial images in multimodality microwave
imaging [102]. The input of the CNN are the multimodal
images, such as MR, CT, or ultrasound images and the output
are the preliminary dielectric images that are used as the initial
guess of model-based microwave imaging method. The CNN
incorporates prior information from other imaging modalities,
which further reduces the ill-posedness and non-linearity of
microwave imaging. A CNN is built to denoise the contrast
in the iterative process of the linear model method and the
denoising CNN can be regarded as a regularization item
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[103]. U-net is modified to improve the full-wave inversion
by predicting the absent low-frequency scattered field based
on the measured high-frequency data, and the predicted low-
frequency scattered field is inverted as an initial guess for the
high-frequency data inversion [104].

D. Physics-embedded Learning Approach

Physics-embedded learning approach incorporates the
physics prior into DNN to improve the generalization abil-
ity and learning efficiency. The design of DNNs is usually
inspired by the mathematical model or the physics prior.
Physics-embedded learning approach is an important method
to solve partial differential equations (PDEs) by investigating
the mathematical connections between deep learning, PDEs
and associated numerical methods, such as physics-informed
neural network [105], DeepXDE [106], PDE-Net [107], [108],
etc. Various works have also been reported to apply physics-
embedded learning approach to accelerate EM forward mod-
eling, which is of great inspiration for applications in ISPs.
The solving process of matrix equations formulated in the
method of moments is transformed as the optimization process
of the DNN parameters where the Adam [109] and stochastic
gradient descent [110], [111] are employed [112], [113]. Finite
difference time domain method is implemented based on the
recurrent convolutional neural network by interpreting the
finite difference operator and time marching scheme as the
convolutional operator and the recurrent architecture [114].
Physics embedded deep neural network is designed to solve
2D volume integral equations by unfolding the conjugate
gradient method as an iterative DNN with Green’s function
embedded [115]. Physics-informed supervised residual learn-
ing is proposed as a general framework for forward modeling
by incorporating the fixed-point iterative method into the deep
residual neural network [59], [116].

The induced current learning method (ICLM) is proposed in
[117] by designing a cascaded end-to-end CNN to predict the
induced currents. The cascaded end-to-end CNN is inspired
by the basis-expansion strategy and multi-labels are derived
to guide the training of the CNN. In [118], the iterative
Born approximation is interpreted as an ANN and the error
backpropagation algorithm of DL is applied to reconstruct
the properties of scatterers. It is indicated in [119] that the
error backpropagation algorithm of DNN could be applied in
the beam propagation method. FBPConvNet is proposed by
investigating the link between CNN and the unrolled iterative
method with the convolutional operators [120]. The input
of the CNN is generated by filtered back projection [121].
The deep convolutional framelets are reported for perfect
reconstruction by extending the convolution framelets [122] of
low-rank Hankel matrix in inverse problems [123]. Inspired by
the low rank structure of ISPs, SwitchNet is proposed in [124]
by introducing sparsely connected switch layers. SwitchNet
wires the connectivity of the network in nonlocal fashion,
which is in line with the global impact between scatterers and
electric fields. By interpreting the linearized forward map as
the one-dimensional convolutions, the DNN is built to solve
far field pattern and seismic imaging problems [125].

V. APPLICATIONS

This section is aimed at providing an overview of the recent
applications of AI-based techniques for solving inverse scatter-
ing (Sect. V-A) and EM imaging (Sect. V-B, with particular
focus on biomedical imaging) problems. Radar applications
are discussed, as well, given their high relevance within the
EM visioning framework.

A. EM Inverse Scattering

ISPs are aimed at retrieving information from the field
scattered by a scenario when it is illuminated with one or
several sources. They can be classified into different groups,
depending on the information to be retrieved and/or the field
of application. Although the final goal of the ISP is to
retrieve qualitative (i.e., shape) and quantitative (i.e., mate-
rial composition) information on unknown targets from non-
invasive measurements of the scattered field [14], many works
found in the literature are focused in overcoming the inherent
limitations to inverse scattering, which is a non-linear problem.
The first attempts to solve ISPs with shallow NNs have been
concerned with the parametric inversion of the scatterers [126],
[127]. However, most of the works on AI applied to ISPs
are much more recent and they are mainly focused on DL
techniques, and the topic is increasing rapidly the attention of
the scientific community.

In the framework of application of DL to general ISP
problems, three CNN-based approaches have been proposed in
[3]. On the other hand, in [80] it is proposed a learning-based
inversion approach in the frame of the U-net CNN to quan-
titatively image unknown scatterers located in homogeneous
background from the amplitude-only measured total field.
Terming the contrast source network, that learns the noise
space components of the radiation operator is also achieved by
the use of an alternative CNN architecture [101]. An alterna-
tive to real valued CNN is proposed in [128] and [129], using
complex-valued CNN to solve the ISPs and overcome the clas-
sic limitations. In [129] a FFNN model with complex-valued
(CV) data stream and the corresponding CV backpropagation
training algorithm are combined to realize CV-CNNs. In other
to bridge the gap between physical knowledge and learning
approaches, an induced current learning method (ICLM) can
be used, to incorporate merits in traditional iterative algorithms
into the architecture of convolutional neural network (CNN)
[117]. Other works as [3] also proposes the use of CNNs for
ISPs to alleviate the computational cost of classic algorithms.
For classification problems, Bayesian CNN (BCNN) can be
used to quantify the uncertainties in solving ISPs [93]. With
Monte Carlo dropout, the proposed BCNN is able to directly
predict the pixel-based uncertainties of the widely used DLSs
in ISPs.

Alternatively, a significant reduction of the CPU time re-
quired by gradient-like deterministic retrieval techniques has
been yielded by training a DNN to learn descent directions
[100], [130]. In [104], a deep-learning-based low-frequency
(LF) data prediction scheme is proposed to solve the highly
nonlinear inverse scattering problem (ISP) with strong scatter-
ers. The nonlinearity of ISP is alleviated by introducing the LF
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components in full-wave inversion. In this scheme, a DNN is
trained to predict the absent LF scattered field data from the
measured high-frequency (HF) data. Then, the predicted LF
data and measured HF data can be inverted by a frequency-
hopping technique. In [115], DL and physical simulation are
combined, providing a strategy for real-time imaging without
loosing reliability and accuracy. It is performed by the design
of an iterative DNN to solve full-wave ISP in 2D, embedding
the Forward modelling NNs that predict the scattered field in
an inversion neural network.

Apart from CNN and DNN, other ML techniques have also
been proposed for solving different issues in ISPs. A method
named as the modified contrast scheme (MCS), is proposed to
tackle nonlinear ISPs [95]. A local-wave amplifier coefficient
is used to form the modified contrast, which can alleviate
the global nonlinearity in original ISPs without decreasing the
accuracy of the problem formulation. [103] exploits a linear-
model-based network (LMN) learning strategy, which benefits
from both model complexity and data learning. Quantification
of uncertainty is a major issue in ISPs and therefore in DL
applied to ISP. In [131], a practical uncertainty estimation
method framed in the Bayesian theory is introduced for DL in-
version of EM data. This overcomes the classic approach based
on deterministic prediction that does not provide uncertainty
estimates. In order to reconstruct dielectric targets, a structural
similarity (SSIM) loss function is introduced and combined
with the more classic approach based on a pixel-wise mean
squared error (MSE) between the reconstructed image and its
reference ones [132]. As an alternative, a dual-module machine
learning scheme is proposed to reconstruct inhomogeneous
scatterers with high contrasts and large electrical dimensions
[84]. The first nonlinear mapping module (NMM) is an
extreme learning machine (ELM), which is used to convert the
measured scattered fields at the receiver arrays into the pre-
liminary images of the scatterers. The second image-enhancing
module (IEM) is a convolutional neural network (CNN), which
is used to refine further the images from the NMM to obtain
high-accuracy pixel-based model parameter distribution in the
inversion domain. Compared with the traditional approximate
methods such as backpropagation, the NMM-IEM machine
learning can produce the preliminary image with a much
higher accuracy but the unknown weight matrices of the ELM
are only solved once during training. Another important issue
in practical applications is the identification and management
of damaged data. In ISPs, EM measurements often contain
damaged data due to malfunctioning receivers, which can
severely influence the inversion performance. Thus, in [133],
a new receiver approximation machine learning (RAML)
method is proposed to repair the data from the damaged
receivers and the repaired data are the input to the dual-module
nonlinear mapping module–image enhancing module machine
learning scheme for the 2-D ISP. Finally, the real-time retrieval
of the characteristics of a defect with eddy current testing
in a non destructive testing and evaluation framework has
also been addressed [25]. A statistical learning approach is
developed to deal with the inversion problem at hand, taking
into account the computational efficiency. More in detail, a
feature extraction technique based on partial least squares

(PLS) is combined with an output space filling (OSF) adaptive
sampling scheme for generating optimal training databases,
while accurate and robust reconstructions are performed with
a support vector regression (SVR) algorithm.

As previously mentioned, qualitative ISPs are aimed at
retrieving the location and shape of one or multiple unknown
scatterers. Within this context, many works have proposed the
use of AI techniques ISPs to improve the overall performances
[6], [134], [135]. For example, in [6] the authors show that
given a properly trained neural network, single frequency
reconstructions can be very competitive with multifrequency
techniques that do not use neural networks. On the other hand,
a ISP is applied to salt delineation in [134]. In this work the
authors investigate the mapping of subsurface electrical resis-
tivity distributions from EM data with CNNs and demonstrate
they are able to reconstruct arbitrary shape more efficiently
than with classic methods. Another application linked to shape
reconstruction is the detection of fault signals that can be
particularized in different schemes of fault detection [135]. In
this case, resonant grounding distribution systems are studied
and method of faulty feeder detection based on the continuous
wavelet transform (CWT) and convolutional neural network
(CNN) is proposed.

In some of the applications of ISPs the goal is not to obtain
a high definition image or profile of the scatter but to get
enough information to classify it among a set of possible
solutions, with low error. In classic solutions a full ISP is
solved and then image processing techniques are applied.
However, sometimes a large amount of data is required in
order to get high-resolution images to ensure the performance
of the processing technique. However, this is one of the main
applications of AI techniques and therefore they can be applied
to classification problems in ISPs. Among other applications,
these techniques can be applied in biometrics [5] for personal
identification. Actually, microwave biometric scans have re-
cently gained attraction as a non-contact technique due to
their robustness to environmental lighting and unobtrusiveness.
In [5], the microwave signature of the human forearm is
exploited as a biometric modality. The system, among several
evaluations, is tested by collecting microwave samples from
human volunteers’ forearms and classifying the data using
Support Vector Machines and Naive Bayesian classifiers. In
other different application, the electric discharge states in gases
can be detected based on the information on visual images
[136], and different states of corona discharge in plasma can
be identified by applying four kinds of machine learning
algorithms to extract color, brightness, and shape information
characteristics of visible images. The four different machine
learning algorithms are support vector machine (SVM), K-
nearest neighbor regression (KNN), single layer perceptron
(SLP), and decision tree algorithms. Finally, unsupervised
learning is applicable to classification that does not know the
number of specific categories in advance, and sparse auto-
encoders (SAE) are widely used for feature extraction of
unsupervised learning. Therefore, [137] proposes an electro-
magnetic signal classification system based on SAE which is
combined with the NN clustering algorithm.
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B. EM Imaging

Although Imaging can be seen as a particular case of ISPs,
the number and relevance of works in this topic makes it
worth of a separate discussion and in particular the case of
application to medical diagnostic. As a general baseline, the
research has been mainly focused on the application of DL
and NN. This is the case of [138], where a general microwave
image reconstruction is presented. It is based on the conversion
of a 24 x 24 samples acquisition into a 128 x 128 image
throughout a NN. The main contribution regards the training
process, which is divided into a two-stage training method
in order to reduce the complexity of this task. DL is also
applied in [98], but in this case the authors try to solve
the inhomogeneous background ISP. To alleviate the burden
of nonlinearity and ill-posedness of the ISP, the distorted-
Born backpropagation scheme is introduced to quantitatively
reconstruct a rough image of the unknown object. Then,
this is the input of a generative adversarial network (GAN),
which outputs the fine reconstructed image of the relative
permittivity. An alternative to most common solutions is the
use of Greedy Pursuit Algorithms (GPAs) to reconstruct sparse
signals [139].

Medical Imaging (MI): Electromagnetic Imaging is a non-
invasive technique and therefore it is very interesting for
brain diagnosis and early detection of some kinds of tumours,
among other diseases. The application of DL techniques to
this discipline is of great interest as in general imaging since
it can speed up the process without losing accuracy. Although
medical imaging based on DL is at the beginning of the
development approaches have already been discussed in the
literature [10], [99], [140]–[148]. A focus body area in medical
imaging is the head and in particular the brain, since this
is a part of the body with difficult exploration with other
methods. In [140] a brain anomaly localization algorithm in
an unsupervised ML framework is presented for EM brain
imaging. The method is based on expected value estimation
and takes the advantage of the highly symmetrical human
brain. The algorithm processes signals collected from pairs of
antennas that are positioned symmetrically around the head,
discretizes the imaging domain into pixels, and computes the
statistical fields between the antennas on the left and right sides
of the head. Then, it concatenates their intensities along the
axis normal to the imaging domain to compute the expected
value for every pixel. The imaging results demonstrate the
capability of the proposed algorithm to localize bleeding and
estimate its size with less than 10% error in less than a minute,
which makes it suitable for real-time use in emergency stroke
scenarios. It is worth pointing out that DNNs are known for
being data hungry machines, and in many practical cases,
such as electromagnetic medical imaging, there is not enough
training data to feed them. However, a deep domain adaptation
technique can be customized for matching distributions of
complex-valued electromagnetic data [141], showing improved
performance over regular ones. On the other side, in [142],
SVR is applied to functional magnetic resonance imaging
(fMRI) in the framework of brain networks, where parts of
the brain are segregated based on functionality and they are

then connected with many interactions (functional integration).
The SVR models are applied to each functional part of the
brain and they are then connected in a more complex network.
The “Deep D-Bar” approach [143] , [10] and a DCS-based
technique [144] have been proposed for the realtime (e.g.,
∆t ≤ 8ms) electrical impedance tomography of the chest.
According to authors’ vision, DL could provide a way to
incorporate more versatile prior information to mitigate the
ill-posedness. DNNs have also been proposed for suppressing
off-axis scattering in ultrasound channel data, in the frequency
domain via the short-time Fourier transform [145]. The authors
provide results of simulations as well as experimental results
based on physical phantom and in vivo measurements, show-
ing a relevant improvement in the contrast ratio (CR) com-
pared with classic imaging. CNNs has been used to improve
the identification and classification of human breast tissues
through ultrasound [99] or combined ultrasound-microwave
[146] imaging. Quantitative tomographic reconstructions of
the dielectric properties (complex-valued permittivity) and the
ultrasonic properties (compressibility and attenuation) as well
as their combination, with the corresponding actual tissue-
type classification constitute the training set. Finally, two
reconstruction algorithms based on an autoencoder and a fully
connected NN respectively [147], obtained better performance
than traditional algorithms. DNNs are common tools within
the image processing community to perform classification and
they have been applied in the detection of melanoma and
lymph node [148].

Radar: Scattering problem is an inherent issue in radar
application, and it becomes more challenging in synthetic
aperture radar (SAR) imagery, usual in onboard flying radars.
In order to obtain a robust and confident system, the techniques
for signal processing and IS should be reliable and real-time
requirements are usually demanded. In this framework, DNNs
are natural candidates for performing accurate automatic tar-
get recognitions and improve radar performance. The radar
problem can be either a classification one or an imaging
one. In [4], a CNN has been implemented for high-accuracy
image classification to avoid overfitting when small training
databases are at hand. Similarly, a generative DNN is applied
in SAR [149] to learn a hierarchical representation of the
features of the targets. On the other hand, polarimetric SAR
image classification has been addressed with a deep CNN
incorporating expert knowledge on the interpretation of the
scattering mechanisms and polarimetric feature mining [150].
The problem of rough surface estimation has been addressed
in [151], using a novel CNN inversion method by letting
the CNN learn the nonlinear relationship between inverted
images and predicted surface descriptors. Moreover, DNNs
have been demonstrated for microwave remote sensing of
vegetated areas in [152] where a ML scheme has been used
to predict the polarimetric bistatic scattering cross section of
a finite dielectric cylinder modelling a corn canopy in C-
band. The “radar-Siamese” has been proposed to automatically
extract robust features for an accurate material classification,
based on the radar signature of the media [153]. Moreover,
complex-valued CNNs (CV-CNN) are proposed specifically
for synthetic aperture radar (SAR) image interpretation [154].
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These CNNs utilize both amplitude and phase information of
complex SAR imagery. Moreover, a complex backpropagation
algorithm based on stochastic gradient descent is derived for
CV-CNN training. In other way, CNNs can be combined
with compressive sensing (CS) to get high resolution with
reduced number of antenna elements and measurements [155].
The use of CNNs alleviates the inherent limitations of CS:
high computational complexity and requirement of parameter
tuning to ensure good image reconstruction under different
noise, sparsity and undersampling levels. Another case of
scatter classifier is presented in [156]. The traditional 3-D
variational Born iterative method (VBIM) is combined with
the unsupervised machine-learning expectation maximization
algorithm (EMA). DL has also greatly emerged as a powerful
approach in Ground Penetrating Radar (GPR). In this kind of
systems, AI techniques can be used for different purposes as
signal processing and imaging [2], [157] detecting and classi-
fication of buried objects [158] , [159], material identification
[160], or landmine detection [161], among others.

Finally, CNNs can also be applied to improve the real-
time performance of radars in safety critical systems in Ad-
vanced Driver Assistance Systems (ADAS) [162]. They are
proposed to be used as part of the radar system to detect
and classify objects. SVMs have been employed in radar
electronic reconnaissance in the framework of cognitive radio
to recognize modulated signals in complex EM environment
[163]. In particular they are proposed for the recognition of
radar signal modulation under low signal-to-noise ratio, which
can be seen as other application of classifiers based on ML
techniques.

Table I demonstrates a categorical summary of various
deep learning approaches and AI-based applications of inverse
scattering and electromagnetic imaging problems. Despite the
great flexibility of the categorization, Table I can still provide a
practical overview of how artificial intelligence can be applied
into the inverse scattering and electromagnetic imaging.

VI. CONCLUSIONS

In this paper, we briefly review recent research in the
application of AI techniques, especially those based on DL, to
solve ISPs and imaging problems. This is a rapidly developing
area, as we can see from the reference list. However, using
ML in electromagnetic engineering is not a new concept and
many researchers have made contribution since 1990s. The
idea of building a surrogated model from data to substitute
the complex solution process based on differential equations
and to relieve the computational bottleneck is tantalizing.
With the help of big data, massively parallel computing, and
optimization algorithms, DNNs with millions of parameters
can be trained, allowing a successful leap in their learning
and generalization capabilities. This improvement also helps
ISPs and imaging. These problems are inherently nonlinear,
ill-posed, and more importantly, dealing with measured data,
thus very suitable for the application of ML. With DNNs, it
has been demonstrated in many studies that the accuracy and
efficiency can be improved in solving such problems. Their
success is demonstrated by the large amount of publications

TABLE I
CATEGORICAL SUMMARY OF DEEP LEARNING APPROACHES AND

AI-BASED APPLICATIONS OF INVERSE SCATTERING AND
ELECTROMAGNETIC IMAGING PROBLEMS.

Fully Data-driven Learning Approach
Direct Learning Scheme [76]–[82]

Two-step scheme [83]–[85]

Knowledge-assisted Learning Approach

Knowledge-data Sequential Scheme
[3], [80], [86]–[90]
[92], [93], [95]–[100]

Data-knowledge Sequential Scheme [101]–[104]

Physics-embedded Learning Approach
[117]–[121] ,
[123]–[125]

Applications in Electromagnetic Inverse Scattering
[3], [5], [6], [25], [80], [84], [93], [95],

[100], [101], [103], [104], [115], [117], [126]–[137]

Applications in Electromagnetic Imaging
General Imaging: [98], [139], [147]
Medical Imaging: [10], [99], [140]–[148]

Radar: [2], [4], [149]–[163]

appeared in the scientific literature during the last few years,
as well as by the contributions within this Special Issue of the
IEEE Transactions on Antennas and Propagation.

However, there are two sides to every coin. We cannot
overlook the limitations of DL. Its learning and generalization
ability is not unbounded and is limited by the network struc-
ture, the available dataset, and the computing power. Unlike
Maxwell’s equations, transferring from one scenario to another
usually requires new design of the networks and training
from the beginning. Moreover, datasets in electromagnetics
measured at different occasions are different in both contents
and formats, unlike images and speech recordings. All these
challenges the applications of machine learning techniques in
electromagnetic engineering. Therefore, it may be important
to clearly describe the problem and specify the boundary of
application when machine learning is used.

EM theory provides a powerful tool for research and en-
gineering. It clearly discovers the physics and has a good
generalization ability. However, EM modeling of real-world
phenomena can never be exact because of the gap between
reality and theory. On the other hand, measured data are close
to the real world, but they often contain various information
and are usually noisy. A hybridization of these two may
allow us more chance in solving nonlinear and ill-posed prob-
lems with better accuracy and efficiency. It may also extend
the applicability of electromagnetic inverse problems in real
world. Recent research in inverse scattering and imaging has
proven its feasibility. In the future, we may benefit from the
development of machine learning platforms, take advantages
of data and parallel computing, and develop new algorithms
for electromagnetic sensing and imaging.
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