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Abstract: In this work, a simple, efficient and accurate database in the form of a lookup table to
use in reflectarray design and direct layout optimization is presented. The database uses N-linear
interpolation internally to estimate the reflection coefficients at coordinates that are not stored within
it. The speed and accuracy of this approach were measured against the use of the full-wave technique
based on local periodicity to populate the database. In addition, it was also compared with a machine
learning technique, namely, support vector machines applied to regression in the same conditions, to
elucidate the advantages and disadvantages of each one of these techniques. The results obtained
from the application to the layout design, analysis and crosspolar optimization of a very large
reflectarray for space applications show that, despite using a simple N-linear interpolation, the
database offers sufficient accuracy, while considerably accelerating the overall design process as long
as it is conveniently populated.

Keywords: database; look-up table (LUT); multilinear interpolation; N-linear interpolation; machine
learning; surrogate model; support vector regression (SVR); crosspolar optimization; reflectarray
antenna

1. Introduction

Since they were first proposed in the 1960s [1], reflectarray antennas have evolved
from bulky waveguide array profiles to microstrip low-profile antennas, introducingg
an important reduction in manufacturing costs as well as more reliable manufacturing
processes and design techniques [2,3]. This technological improvement has allowed the use
of reflectarrays in a myriad of applications in the far field, such as space communications [4],
including direct broadcast satellites [5], cubesats [6,7], synthetic radar apertures [8], global
Earth coverage [9] and multibeam coverage [10,11], as well as in terrestrial millimeter
communications such as point-to-multipoint [12], point-to-point [13], beam scanning [14]
and the new intelligent reflective surfaces paradigm for beyond-fifth-generation wireless
networks [15]. Reflectarrays have also found applicability in the near field in wireless
power transmission [16], the internet of things [17] and measurement systems for new 5G
radio devices [18].

With this increased applicability of reflectarrays, it is important to develop increasingly
efficient tools to improve the efficacy of the analysis process, so that antennas may be readily
designed with a fraction of the effort compared to the use of commercial multi-purpose
tools. In this regard, an accurate analysis of a reflectarray antenna requires the use of a
full-wave analysis tool based on local periodicity (FW-LP) [2], usually a method of moments
(MoM-LP) [19–22], to obtain the four complex reflection coefficients that characterize the
electromagnetic response of the unit cell. This tool provides a reasonable computational
speed for reflectarray analysis and design compared with a full-wave analysis of the whole
antenna [23,24], but it is relatively slow for a direct optimization of the layout [25]. In
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the context of this work, the analysis of a reflectarray antenna consists in extracting the
electromagnetic response (i.e., the reflection coefficients) of all the elements of which it
is composed; the layout design consists in finding, at a single frequency, the sizes of the
relevant geometric features of all unit cells (patch dimensions, dipole lengths, etc.) and it is
performed at the unit cell level to adjust the phase response to a given desired value [26],
one unit cell at a time. The direct layout optimization process consists in optimizing all
reflectarray elements at the same time, imposing constraints at the radiation pattern level
in the copolar and/or crosspolar components at one or several frequencies. Direct layout
optimization may be performed using any of the multiple optimization algorithms available
in the literature. Some algorithms that have been recently applied with success for the
optimization of reflectarray antennas include the generalized Intersection approach [18,25],
gradient minimax [27] and social network optimization [28,29], among others. These
algorithms typically require the evaluation of the cost function that invokes the analysis
tools thousands or even hundreds of thousands of times. It is thus interesting to find
alternatives to the analysis process with the FW-LP for design and optimization procedures.
In this way, not only would the tasks of design and optimization be considerably accelerated,
but since an intensive computational task is substituted by another which is much faster,
energy savings would be achieved via the reduction in the overall time that it takes for the
antenna to be designed.

The most common techniques for the acceleration of the reflectarray analysis include
the use of databases (in the form of look-up tables or LUTs) [30–32] or machine learning
techniques (MLTs) such as artificial neural networks (ANNs) [33–35], ordinary kriging [36]
or support vector machines applied to regression (SVR) [37,38]. Both approaches—the
use of MLTs and databases—present potential advantages and disadvantages. On the one
hand, the MLTs can be viewed as a “smart” interpolation in the sense that the training
process that is required to build the surrogate model finds the optimal weighting factors
to be applied to the input variables. In this way, prediction of new outputs based on
unknown inputs is potentially more accurate. Conversely, databases do not require any
prior knowledge to generate the output values beyond the precomputed samples that
are stored in the database. Both approaches require the use of a FW-LP tool to generate
samples of the electromagnetic response of the unit cell. For the MLTs, these samples
are used in a cross-validation procedure consisting of three phases—training, validation
and testing—that guarantee the generalization properties of the surrogate model [39,40].
Although this process may be costly [41], it only needs to be performed once. Then, the
surrogate model performs a linear combination of kernel functions that depend on all the
weighting values obtained in the cross-validation procedure and the new input variables.

On the other hand, databases only require sample generation, skipping the cross-
validation procedure. In this regard, databases are potentially faster to generate than
surrogate models. Then, for the application of a local interpolation, the database has to
identify samples of which the coordinates are close to those of the input variables. This local
interpolation is also faster than the linear combination of kernel functions performed by
MLTs. Thus, a database can also be potentially faster than an MLT applied to antenna design
and optimization. However, the database achieves this at the expense of having potentially
less accuracy than the surrogate models. Finally, even though both approaches have
been shown to greatly accelerate reflectarray layout design and direct layout optimization
with regard to the FW-LP [30,37], they have yet to be compared against each other. In
addition, other works in the literature employing databases for reflectarray design and
optimization [30–32,42] do not provide details on implementation, which may significantly
impact performance if not performed carefully.

In this work, we propose a simple database in the form of a lookup table of reflection
coefficients with efficient memory access and a fast but effective N-linear interpolation
approach (i.e., a linear interpolation in N dimensions) for the analysis, layout design and
crosspolar optimization of reflectarray antennas. Its performance is benchmarked against
the baseline provided by the FW-LP tool from which the database is generated in terms
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of speed-up and accuracy at the radiation pattern level. In addition, the database is also
compared with another tool based on SVR, which the authors of the present work have
previously shown to provide substantial acceleration, while preserving the accuracy in the
analysis of the unit cell [40], as well as in the design and direct layout optimization of reflec-
tarray antennas [26,37,43]. The results show that, as long as the database is conveniently
populated, the accuracy is this approach is similar to that obtained with the SVR, while
achieving faster layout designs and avoiding the machine learning training phase, which
can be computationally expensive. In addition, the results show that the number of samples
of the database may be reduced, compared with other works in the literature [30], while
still providing accurate results. This fact can be exploited in high-dimensional databases
to greatly reduce the total number of samples by reducing the size of the grid, while still
obtaining acceptable accuracy in the radiation pattern.

2. Statement of the Problem

The main goal of employing a database for reflectarray analysis, layout design and
direct layout optimization is to considerably accelerate those tasks with regard to the use of
an FW-LP tool, while having a reasonable accuracy in the prediction of radiation patterns.
Before detailing the particularities of the database, let us consider the reflectarray diagram
shown in Figure 1. The considered reflectarray is planar and composed of a number of
elements or unit cells (depicted in Figure 1 as patches, but other geometries are possible,
such as dipoles, rings, etc.) and a feed of which the phase centre is placed at~r f with regard
to the center of the reflectarray. With this antenna’s optics, the k-th element will experience
an angle of incidence from the feed phase center (θk, ϕk), and it will be different for each
reflectarray element.

θk

φ
k

Feed phase center

®𝑟 𝑓

𝑘-th element
at (𝑥𝑘 , 𝑦𝑘 )

x̂

ŷ

ẑ

x̂

ŷ

Figure 1. Sketch of the single-offset reflectarray configuration and unit cell employed in this work.
The reflectarray is planar and composed of a number of reflective unit cells. The feed phase center is
positioned at~r f in the XZ plane. Each reflectarray element experiences a unique angle of incidence.
In the example shown in this figure, the value of ϕk is negative since yk < 0. Adapted from ref. [44].

The electromagnetic response of the k-th unit cell is given by the matrix of reflection
coefficients, comprising four complex numbers:
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Rk =

(
ρxx,k ρxy,k
ρyx,k ρyy,k

)
, (1)

where ρxx and ρyy are known as the direct coefficients and ρxy and ρyx are known as the
cross-coefficients. Their value depends on several parameters: frequency, periodicity of
the unit cell, substrate characteristics, angle of incidence and the geometrical features of
the unit cell (patch dimensions, dipole width and length, etc.). From the point of view of
the antenna design, the frequency is fixed beforehand depending on the application, and it
may be a certain bandwidth, in which case a small set of discrete frequencies are employed
in the design. The substrate is also fixed and it is selected among a set of commercially
available substrates. The periodicity may be chosen after a parametric study or to meet
certain conditions, such as avoiding grating lobes [2]. The angles of incidence at each
element are fixed once the antenna optics has been selected to meet certain requirements,
such as gain and a lack of blockage by the feed (see Figure 1). Finally, the geometrical
features of the unit cell provide the degrees of freedom (DoF) for the reflectarray layout
design and/or optimization.

Given the above-mentioned considerations, a database for the rapid calculation of
the reflection coefficients in (1) should consider the frequencies of operation, the angle of
incidence and the geometrical features of the unit cell. This means that the periodicity
and substrate characteristics will be fixed before generating samples of R to populate the
database. Thus, if either the periodicity or the substrate changes, the database needs to
be generated again. However, once a database has been generated for a suitable unit
cell, it can be reused in as many designs as necessary (the same would apply to MLT
surrogate models).

After the database is generated and integrated into an analysis tool to obtain the reflec-
tion coefficients in (1), the radiation pattern can be computed by following the formulation
detailed in [45].

3. Description of the Database
3.1. Structure of the Database

One important aspect to consider in relation to the database is how it is going to be
stored and accessed in memory. Indeed, since the total number of entries in the database,
Nt, may be very large, fast access to the sought database entries is relevant. In this regard,
we generate the database for N f frequencies, Na angles of incidence (θ, ϕ) (as seen from the
feed, see Figure 1) and Ng combinations of geometrical features (such as patch dimensions,
dipole lengths, etc.). Thus, the total number of entries in the database would be:

Nt = N f NaNg. (2)

The database is stored in a rank-4 array, in which the first index refers to the reflection
coefficient in (1), the second to the frequency, the third to the pair (θ, ϕ) and the fourth to
the geometrical features of the unit cell. The frequencies are treated as discrete entities in
the sense that no interpolation is performed to obtain reflection coefficients at frequencies
that are not contained in the database. A similar approach is followed with the angles of
incidence (θ, ϕ), which are discretized into a small set and then the real angle of incidence
is approximated with one of the considered (θ, ϕ) pairs in the database. This approach was
demonstrated in other works when working with SVR; see [41,44] for more details. Thus,
the interpolation of the reflection coefficients is carried out only in regard to the geometrical
features of the unit cell.

When using the database, the input variables are the working frequency, the real angle
of incidence of the element (see Figure 1) and the geometrical features of the unit cell. Since
in general the input angle of incidence will not be stored in the database, a (θ, ϕ) pair will
be chosen among the Na values stored in the database that is closest to the input angle of
incidence. This is the same approach used in [44].



Electronics 2022, 11, 191 5 of 19

3.2. Fast Memory Access for the Reflection Coefficients

The determination of the index for the frequency and angle of incidence is not an
issue since N f and Na are usually small numbers. In such a case, a linear search to choose
them from a list of available frequencies and (θ, ϕ) pairs is sufficient. However, this is not
the case with the geometrical features, since the number of total combinations Ng grows
exponentially with the number of degrees of freedom (DoFs) that the unit cell provides.
Thus, a linear search over the Ng entries to determine the reflection coefficients selected
to carry out the interpolation would be too expensive, especially in the cases of layout
design and crosspolar optimization where the database is used extensively (on the order of
hundreds of thousands of times for large reflectarrays).

In order to find an efficient way to access the database, let us first establish some
conditions on the entries of the database over the Ng values. If the number of DoFs is
D, since the interpolation is performed only over those D values, we will consider the
dimensionality of the database to be D. For a given frequency and angle of incidence
(θ, ϕ), we have a database generated in a regular grid with coordinates (or, equivalently,
the physical dimensions of the geometrical features of the unit cell):

xi,ki
, i = 1, 2, . . . , D; ki = 1, 2, . . . , Ngi , xi,ki

∈ R+, (3)

where index i refers to the dimension, ki is the index that runs over the xi,ki
values for a

given dimension, and Ngi is the number of points in which the length of the i-th DoF is
discretized. Note that Ng = ∏D

i=1 Ngi . In addition, the values xi,ki
have to comply with two

conditions: they have to be monotonic, increasing for a given dimension i, and also regular
in each dimension. These two conditions can be mathematically expressed as

∆xi,ki
= xi,ki+1 − xi,ki

= ci > 0, ∀i = 1, 2, . . . , D; ∀ki = 1, 2, . . . , Ngi − 1. (4)

It is also important to point out that the Ng entries of the database (for a given
frequency and angle of incidence (θ, ϕ)) are stored in such a way that xi,ki

varies faster in
ki than xi+1,ki

. For example, for the first Ng1 values of the database, xi,ki
for i ≥ 2 remain

unchanged.
Given the above considerations, the fast memory access approach to find the reflection

coefficients indices in the database is as follows:

1. In the database initialization, we store D arrays with the values of the geometrical
features of the unit cell (here called coordinates), where D is the number of DoFs.
These values are denoted as xi,ki

[see (3)].
2. The values x∗i , i = 1, 2, . . . , D correspond to the point at which we want to obtain the

reflection coefficients. Note that the x∗i values are not generally stored in the database
and thus an interpolation must be carried out.

3. We employ a modified binary search (see Algorithm 1) in each dimension i to find an
index ki such that:

xi,ki
≤ x∗i ≤ xi,ki+1, i = 1, 2, . . . , D. (5)

4. Then, the general index of the reflection coefficient closest to the origin and which
belongs to the hyper-rectangle bounding the point ~x ∗ = (x∗1 , x∗2 , . . . , x∗D) is:

k = 1 +
D

∑
i=1

(ki − 1)
i−1

∏
h=1

Ngh , (6)

where the empty product (i.e., the product of zero numbers) is the multiplicative identity.

Notice that the indices ki may be employed not only to obtain index k to access the
desired reflection coefficient, but also to obtain the coordinates xi,ki

and xi,ki+1, which are
employed in the N-linear interpolation as described in the following subsection.
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In point 3 above it is mentioned that a modified binary search is employed to find ki.
Indeed, the traditional binary search algorithm tries to find the exact value on a list [46].
However, in the present case we need to find an index ki such that the condition (5) holds.
To that end, the binary search algorithm is modified as shown in Algorithm 1.

Algorithm 1. Modified binary search: given a sequence of ordered values x1 < x2 < · · · < xN with
regular spacing ∆x (i.e., fulfilling (4)) and a value x∗ ∈ R, the modified binary search finds the index
k ∈ {1, 2, . . . , N} such that xk ≤ x∗ ≤ xk+1. If x∗ 6∈ [x1, xN ], it returns −1, terminating unsuccessfully.

1: l ← 1 . Initialization
2: u← N
3: while l < u do
4: k← b(l + u)/2c . Get the midpoint
5: if |xk − x∗| > ∆x then . x∗ 6∈ [xk−1, xk+1]
6: if xk < x∗ then
7: l ← k + 1
8: else
9: u← k− 1

10: end if
11: else . x∗ ∈ [xk−1, xk+1]
12: if xk > x∗ then
13: return k− 1 . x∗ ∈ [xk−1, xk)
14: else
15: return k . x∗ ∈ [xk, xk+1]
16: end if
17: end if
18: end while
19: return −1 . x∗ 6∈ [x1, xN ], terminates unsuccessfully

Finally, in order to accelerate the computation of the general index in (6), the product
∏i−1

h=1 Ngh may be precomputed in the database initialization, stored in an array of size
D and accessed with index i to calculate (6). This precomputation is possible since the
numbers Ngi are known beforehand.

3.3. N-Linear Interpolation

In general, the coordinates ~x ∗ of the interpolant are not stored in the database, and
thus an interpolation needs to be performed. For this work, we have chosen a local N-
linear interpolation since it is possibly the simplest and fastest way to interpolate data.
Other works in the literature [30] have chosen local cubic interpolation on the basis that
the scattering matrix has strong variation at resonance. The accuracy of the N-linear
interpolation will be assessed in a subsequent section to elucidate if it is appropriate for
reflectarray design and optimization. (Spoiler alert, it is suitable.)

Before introducing the mathematical formulation of the N-linear interpolation we
need to briefly analyze some aspects of the grid in which the interpolation will be carried
out. Furthermore, according to the notation employed in the previous subsection, N = D.
Figure 2 gives three examples of grids for D = 1, 2, 3 that comply with (4), including a
point ~x ∗ where the interpolant is to be calculated. As can be seen, when we want to use the
database to retrieve the reflection coefficients with coordinates ~x ∗, the database needs to
identify 2D entries, corresponding to each of the vertices of the hyper-rectangle (or, more
formally, D-orthotope) surrounding ~x ∗. However, given the condition in (4), we only need
to identify the vertex that is closest to the origin, or more specifically, its index for each
dimension, ki. The rest of the vertices of the hyper-rectangle can be obtained from the
indices of the vertex closest to the origin by adding one to the relevant ki.
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𝑓 (𝑥1)

𝑥1𝑥1,1 𝑥1,2𝑥∗1

𝑓 (𝑥∗1)

(a)

𝑥2

𝑥1𝑥1,1 𝑥1,2

𝑥2,1

𝑥2,2

𝑥∗1

𝑥∗2

𝑓 (𝑥∗1, 𝑥∗2)

(b)

𝑥1
𝑥2

𝑥3

𝑥1,1

𝑥1,2

𝑥2,1 𝑥2,2

𝑥3,1

𝑥3,2
𝑓 (𝑥∗1 , 𝑥∗2 , 𝑥∗3)

(c)

Figure 2. Examples of regular grids for (a) D = 1, (b) D = 2 and (c) D = 3 showing the number of
vertices surrounding the point where the interpolant must be calculated. The number of vertices
surrounding a point x∗i , i = 1, . . . , D where the interpolant is to be calculated is 2D.

The general equation for the interpolation is [47]:

f (~x ∗) =
2D−1

∑
u=0

ρ(k1+b1(u),..., kD+bD(u))

D

∏
i=1

Wbi(u)
i , (7)

where ~x ∗ = (x∗1 , x∗2 , . . . , x∗D) are the coordinates of the desired interpolated reflection
coefficient and they correspond to the physical lengths of the geometrical features of the
unit cell; bi(u) is a function that gives the i-th bit of the integer number u; ρ is the selected
reflection coefficient for a given u and indices ki (or more specifically, its real or imaginary
part); and Wi is the weighting vector

Wi = (1− wi(x∗i ), wi(x∗i )), (8)

where

wi(x∗i ) =
x∗i − xi,ki

xi,ki+1 − xi,ki

. (9)

A clarification about the notation of ρ and Wi in (7) regarding the sub- and super-
scripts is in order. First, in the case of Wbi(u)

i , the sub-script indicates the current dimension,
while the super-script refers to the indization of the array in (8), which has been indexed
such as the first component has index zero. Since the function bi(u) returns a bit, which
can only be 0 or 1, either W0

i = 1− wi(x∗i ) or W1
i = wi(x∗i ) are selected depending on the

value of the indices i and u to find the product ∏D
i=1 Wbi(u)

i .
The reflection coefficient ρ in (7) is indexed with the following notation:

(k1 + b1(u), k2 + b2(u), . . . , kD + bD(u)). (10)

as we recall from the previous subsection, ki are the indices, found using Algorithm 1
for each dimension i, that correspond to the coordinates that bound (i.e., directly above
and below, see (5)) the desired coordinate x∗i where we want to interpolate the reflection
coefficient. In a space of D dimensions, we consider a hyper-rectangle of 2D vertices,
which is employed to carry out the interpolation with (7). The indices of the vertex closest
to the origin would be (k1, k2, . . . , kD), and it corresponds to u = 0, since its binary
representation is all zeros. Then, we follow the rest of the vertices in lexicographical order
by considering the binary pattern of a number u = 0, 1, . . . , 2D − 1 comprised of D bits.
With this idea and using (10) to index the reflection coefficients, we define a new index,

k̃i(u) = ki + bi(u), (11)

which in combination with (6) can be used to find the general index of the 2D vertices as
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k(u) = 1 +
D

∑
i=1

[k̃i(u)− 1]
i−1

∏
h=1

Ngh . (12)

in this way, using (12) we find the reflection coefficient ρ to perform the interpolation
with (7). Notice that the binary search only needs to be performed once per dimension (and
not 2D times per dimension) to find ki for the vertex closest to the origin. The rest of the
vertices are calculated with (12) once ki are known.

Finally, it is worth mentioning that since the four reflection coefficients are complex
numbers, the multidimensional linear interpolation is applied to their real and imaginary
parts, in such a way that (7) is applied eight times every time the database is invoked.
Furthermore, more accuracy may be achieved by directly interpolating the magnitude of
the direct coefficients instead of obtaining it from the interpolated real and imaginary part.
In such case, the interpolation would be applied ten times every time the database is used.
This is the approach followed in this work, and it was also followed to obtain the surrogate
models using SVR [40].

3.4. Visual Representation of Multilinear Interpolation for Low Dimensions

Figure 3 shows three examples of the multi-linear interpolation in one, two and three
dimensions. These are also known as linear, bilinear and trilinear interpolations. In the
case of the linear interpolation (Figure 3a), the original data are represented by the blue
points, and the interpolation generates the straight lines that join the dots. Indeed, if (7) is
employed for D = 1 we get:

f (x) = ρk[1− w(x)] + ρk+1w(x), (13)

where w(x) is defined in (9). This equation corresponds to a straight line that joins the
points (xk, ρk) and (xk+1, ρk+1), and then the data are averaged with functions [1− w(x)]
and w(x), which depend on how far or close coordinate x is from xk and xk+1.
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Figure 3. Cont.
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Figure 3. Examples of regular grids for (a) D = 1, (b) D = 2 and (c) D = 3 showing the number of
vertices surrounding the point where the interpolant must be calculated. The number of vertices
surrounding a point x∗i , i = 1, 2, . . . , D where the interpolant is to be calculated is 2D.

Figure 3b plots an example of bilinear interpolation that is carried out in a unit square
with the original data lying in the vertices of the square with values 0, 0.8, 0.5 and 0.8 in
clockwise order. The inset shows a top view of the unit square. Particularizing (7) for two
dimensions we get:

f (x1, x2) = ρ(k1,k2)
[1− w1(x1)][1− w2(x2)] + ρ(k1+1,k2)

w1(x1)[1− w2(x2)]

+ ρ(k1,k2+1)[1− w1(x1)]w2(x2) + ρ(k1+1,k2+1)w1(x1)w2(x2),
(14)

which defines the surface shown in Figure 3b. Note that, in this case, the interpolated value
is given by both the z-axis and the color gradient.

A trilinear interpolation is shown in Figure 3c. This time, it is carried out in a unit
cube. The original data values for the bottom vertices are the same as for the upper vertices,
0, 0.8, 0.5 and 0.8 in clockwise order (the same as the bilinear interpolation). Since the
interpolation is also performed inside the cube, Figure 3c also shows the three middle inner
slices. In this case, the interpolated values can only be shown with the color gradient, since
the three orthogonal axes are employed for the coordinates.

4. Results
4.1. Testing Conditions

To test the proposed database, the same large rectangular reflectarray as that analyzed
in [41] is employed for a fair comparison with other techniques. It is composed of 7052 el-
ements, and a contoured beam pattern in dual-linear polarization was selected to assess
the accuracy at the radiation pattern level. In addition, the same unit cell is employed,
which consists in eight coplanar and parallel dipoles, four for each polarization. This unit
cell is shown in Figure 1. For the sake of comparison with other works, we reduce the
number of DoFs to two by imposing a scaling between parallel dipoles as in [41], thus
having N = D = 2. These DoFs are denoted as Tx and Ty, controlling linear polarizations
X and Y, respectively.

In order to compare the accuracy and computing performance of the database, the
SVR-based analysis technique described in [40] is employed, with the same 2D SVR used
in [41]. The MoM-LP employed as baseline and used to populate the database and generate
the training samples of the SVR is fully described in [21]. The total numbers of samples
for the database and the SVR are the same, at 380,000 (N f = 1, Na = 152, Ng1 = Ng2 = 50,
Ng = Ng1 Ng2 ).
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The three tools (database, SVR and MoM-LP) will be compared for three different tasks:
obtaining a reflectarray layout such that it generates the desired phase-shift distribution,
performing a single analysis of a reflectarray layout and carrying out a direct layout
optimization for crosspolar optimization.

To assess the computing efficiency, an Intel i9-9900 CPU working at 3.1 GHz and
with 32 GB of memory was employed. All computations were parallelized, employing the
maximum number of threads allowed by this CPU using hyper-threading.

4.2. Reflection Coefficients

The final goal of the comparison between the different analysis tools is the simulated
radiation pattern, since the performance of the antenna is based on parameters in the
far field. However, the most immediate result of the database and the surrogate model
based on SVR is the reflection coefficients in (1). Figure 4 shows a visual comparison
of two reflection coefficients, ρxx and ρxy, in magnitude and phase at oblique incidence
(θ, ϕ) = (29◦, 35◦). As can be seen, the phase curve of the direct coefficient ρxx is predicted
with a high degree of accuracy by the database. Since the phase of the direct coefficients
is the only parameter employed in the layout design of reflectarray antennas [2,26], this
means that the database presents a low degree of error when performing a layout design.
The magnitude of ρxx, as well as the cross-coefficient, are also predicted with a high degree
of accuracy.
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Figure 4. Comparison of a (a,b) direct (ρxx) and (c,d) cross-coefficient (ρxy) values in (a,c) phase
and (b,d) magnitude between the MoM-LP, SVR and database tools for an oblique incidence at
(θ, ϕ) = (29◦, 35◦). When not visible, the curves are superimposed on each other.

4.3. Layout Design

For the layout design we considered the phase distribution shown in Figure 5. It
was obtained using a phase-only synthesis algorithm, namely, the generalized intersection
approach [26] to provide a European coverage from a geostationary satellite [41]. From
this phase distribution, the layout was obtained by following the procedure detailed
in [37], which can be summarized in the following three steps: (1) generating a phase-shift
table for each linear polarization; (2) using a linear equation approximation to find the
desired geometrical unit cell length for each polarization independently; (3) fine-tuning
the geometrical length of both polarizations at the same time by employing the Newton–
Raphson gradient method. This methodology was applied with the three tools and the
computing performance can be seen in Table 1. As can be seen, both the database and
the SVR tool are substantially faster than the MoM-LP, but the database is an order of
magnitude faster than the SVR for this task.
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Figure 5. Phase distribution obtained with a phase-only synthesis algorithm to achieve a European
contoured-beam copolar pattern.

Table 1. Performance of the proposed database with regard to SVR and MoM-LP tools for layout design.

Tool Time (s) Speed-Up

MoM-LP 1572.55 1
SVR 1.11 1417

Database 0.04 39,314

For the layout design, the accuracy was analyzed from two different perspectives.
First, Figure 6 shows the relative error in the obtained design when using the database and
the SVR tool compared to the design obtained with MoM-LP. As can be seen, the relative
error for both tools was very low and of the same order, confirming the accuracy of the
proposed database. Figure 7 shows the real layout obtained with the database using the
unit cell of Figure 1. Since this unit cell has the dipoles in two layers of metallizations,
Figure 7 shows both layers.
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Figure 6. For the reflectarray layout design, relative error of the dipole length Tx for each reflectarray
element with regard to the design carried out with MoM-LP when employing the (a) database and
(b) SVR.
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(a) (b)

Figure 7. Layout of the designed reflectarray employing the database and the unit cell of Figure 1.
(a) Bottom layer. (b) Upper layer.

Second, we need to assess if those differences in the designed layout have any reper-
cussions on the radiation pattern. To that end, each layout was simulated with the MoM-LP
tool and the main figures of merit were compared for both linear polarizations. These are,
for the coverage zone: minimum copolar gain (CPmin), minimum crosspolar discrimination
(XPDmin) and crosspolar isolation (XPI). The definitions of XPDmin and XPI can be found
elsewhere [48]. The results are provided in Table 2. As can be seen, the differences in the
figures of merit are negligible, proving that the small differences in the layout design shown
in Figure 6 barely affect the radiation pattern in the coverage zone. Indeed, the relative error
of the radiation pattern obtained with the design carried out with the database compared
with that of the design obtained with MoM-LP is smaller than 0.2% for the copolar pattern
and smaller than 0.7% for the crosspolar pattern.

Table 2. Figures of merit of a European coverage pattern when the design is carried out using
different tools and simulated with MoM-LP. CPmin is in dBi and XPDmin and XPI are in dB.

Polarization X Polarization Y

Design Tool CPmin XPDmin XPI CPmin XPDmin XPI

MoM-LP 30.03 32.95 32.91 30.02 32.94 32.90
Database 30.03 32.97 32.92 30.01 32.95 32.90
SVR 30.03 32.95 32.90 30.00 32.94 32.88

4.4. Reflectarray Analysis

The previous assessment compared the radiation patterns when three different layouts
obtained with MoM-LP, SVR and the database were simulated with the same tool, namely
MoM-LP. In this way, we could determine the accuracy of the database to perform a layout
design. Next, we assessed the accuracy in the analysis of a given layout. To that end, the
layout obtained with the database in the previous subsection was selected and simulated
with the three tools to compare again the three figures of merit. These results are gathered
in Table 3. In this case, there are more differences in the values of the figures of merit,
especially for the crosspolar discrimination and isolation, although they are still very small.
The largest difference is for XPI with a difference of 0.27 dB between the simulations using
the database and MoM-LP. However, comparing the database and the SVR simulations, the
figures of merit are very similar. This is due to the error in the radiation pattern produced
by the discretization of the angles of incidence, which has been thoroughly studied in [44].
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Table 3. Figures of merit of a European coverage pattern when the design is carried out using the
database and simulated with different tools. CPmin is in dBi and XPDmin and XPI are in dB.

Pol. X Pol. Y

Analysis Tool CPmin XPDmin XPI CPmin XPDmin XPI

MoM-LP 30.03 32.97 32.92 30.01 32.95 32.90
Database 30.03 32.88 32.65 30.02 32.67 32.63
SVR 30.03 32.80 32.58 30.02 32.79 32.76

Figure 8 shows a visual comparison of the radiation pattern obtained in the analyses
carried out with MoM-LP, the database and SVR. This radiation pattern is the same pattern
used to collect the data in Table 3. As can be seen, the simulations with the database and
SVR offer virtually the same results, and both simulations fit with a high degree of accuracy
that of the MoM-LP for the copolar pattern. In the case of the crosspolar pattern there
are some important discrepancies for levels around −20 dBi, but these levels are 50 dB
below the peak gain. More importantly, for higher crosspolar values around and within
the coverage area, the database offers good accuracy when compared with the MoM-LP
simulation.
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Figure 8. Comparison of the simulations with MoM-LP, database and SVR for the (a) copolar and
(b) crosspolar patterns for polarization X of a reflectarray with European coverage using a layout
obtained with the database.

4.5. Direct Layout Optimization for Cross-Polarization Improvement

Once we established the accuracy of the database for the analysis and layout design
of reflectarray antennas, we tested its suitability for a direct layout optimization process,
employing the algorithm described in [49] and particularized for reflectarray antennas
in [26]. As a starting point for the optimization, the layout designed using the database was
used. Thus, the starting values for CPmin, XPDmin and XPI are the ones shown in the first
row of Table 3. In addition, for the sake of comparison, three optimizations were performed,
one with each tool. The goal of the optimization was to improve the cross-polarization
performance of the antenna, XPDmin and XPI, while preserving the copolar pattern. To
that end, the XPDmin and XPI parameters were set to 40 dB in the optimization algorithm.
Moreover, the three optimizations were stopped after 16 iterations of the generalized
Intersection approach and the resulting layout was simulated, in all cases, with the MoM-
LP tool to assess the difference in performing the optimization with each tool, removing
the differences in the final analysis, which was already assessed in the previous subsection.

From a computing time perspective, the use of the database showed a similar perfor-
mance to that given by the SVR, as shown in Table 4. The mean time per iteration and the
time to compute the Jacobian matrix were very similar using both tools. The explanation for



Electronics 2022, 11, 191 14 of 19

this phenomenon, given that the database is significantly faster than the SVR for analysis
and layout design, comes from the fact that both tools are so fast that the dominant time
to perform the computation of the Jacobian matrix comes from the rest of the operations,
which also involve the computation of the radiation pattern and the figures of merit for
both linear polarizations.

Table 4. Computing time performance of the direct layout optimization considering three different
tools for the analysis of the reflectarray unit cell. Time is in seconds.

Tool Time Per Iteration Jacobian Time

MoM-LP 69.39 34.06
SVR 5.00 2.31
Database 4.86 2.20

Table 5 shows the results of the three optimized layouts simulated with MoM-LP.
As can be seen, in all cases the cross-polarization performance of the reflectarray was
considerably improved, while preserving the copolar pattern. The cross-polarization
figures of merit after the optimization with the database and the SVR are similar, and in
both cases lower than those obtained with MoM-LP. The table also includes the results
when the layout optimized with the database is also simulated with the database (row
three). Comparing rows two and three of Table 5 it can be seen that the values for the
cross-polarization figures of merit are not as good. In fact, since this is a comparison
between MoM-LP and the database, one would expect differences such as the ones shown
in Table 3, where the differences where smaller than 0.3 dB, whereas in Table 5 they are
around 1 dB. The reason for this discrepancy is the higher sensitivity of the crosspolar
pattern when the values are very low to the discretization of the angles of incidence [44].
Indeed, a similar phenomenon was detected in [37] when using SVR in the optimization. In
any case, when considering the simulation with MoM-LP and the real angles of incidence,
the improvement in cross-polarization is patent, regardless of the tool used.

Table 5. Comparison of the figures of merit of a European-coverage pattern after direct layout
optimization to improve cross-polarization performance. Three optimizations were carried out
with different tools, setting the the goal for XPDmin and XPI to 40 dB. In all cases, the layout after
16 iterations of the optimization algorithm was simulated with MoM-LP. For optimization with the
database, results are also shown when the result was simulated with the database. CPmin is in dBi
and XPDmin and XPI are in dB.

Pol. X Pol. Y

Opt. Tool Sim. Tool CPmin XPDmin XPI CPmin XPDmin XPI

MoM-LP MoM-LP 29.90 39.80 39.62 30.01 40.07 39.93
Database MoM-LP 29.93 38.69 38.63 30.01 39.38 39.08
Database Database 29.94 39.72 39.60 30.01 40.19 39.88
SVR MoM-LP 29.94 38.74 38.65 30.01 39.14 38.87

Despite the small differences, the use of the database for analysis, layout design and
crosspolar optimization remained highly accurate, while considerably reducing computing
times with regard to the use of the MoM-LP tool, and did not require the training process
that any machine learning technique must go through. The studies carried out in this work
were performed for databases and SVR considering two DoFs (D = 2), one per polarization.
It is possible that higher-dimensionality machine learning techniques may require far fewer
training samples than a database to maintain the desired accuracy [41]. However, this
would require tackling the problem of the resonances that may appear in the reflection
coefficients for successful training, which is averted in the database at the potential expense
of an exponential increase in the number of samples (i.e., database entries).
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5. Reducing the Number of Samples in the Database

The results shown in the previous section demonstrate the discrepancies in the ra-
diation patterns for different tasks: layout design, antenna analysis and direct layout
optimization. As long as the analysis is accurate enough, the layout design and optimiza-
tion will provide accurate results as well. However, the accuracy of the database not only
depends on the interpolation approach used (N-linear in the present work), but also on the
number of samples employed to populate the database. For instance, here Ng1 = Ng2 = 50
yielded very accurate results. Other works employ more samples in each dimension, such
as Ngi = 60 in [30]. In the case of surrogate models based on SVR, one can considerably
reduce the number of training samples without affecting the accuracy of the radiation
pattern [41]. This also implies the opposite: there is a point from which it does not matter
how many more training samples are employed; the accuracy will not improve. Thus, it is
also interesting to analyze how modifying the sample density in the database impacts the
accuracy at the radiation pattern level.

For a fair comparison with the surrogate models, we employed the same number of
samples in our database as that used by the SVR in the training process. That means that
the samples used in the test phase of the cross-validation procedure were not counted
towards the total number of samples used to populate the database. It is worth noting
that only the number of samples in the database and the SVR training process was the
same—not the samples themselves, since the database requires a regular grid, whereas the
SVR employs randomly generated samples [40].

For this comparison, the following relative error in the radiation pattern was used:

REFF = 100 · ‖GMoM-LP − GSVR or Database‖
‖GMoM-LP‖

(%), (15)

where G is either the copolar or the crosspolar gain pattern. Note that, using the `2-norm
in (15), all the points at which the far field is computed are taken into account for the
calculation of the relative error. This means that the side-lobe area will contribute to the
error as much as points in the coverage zone where the figures of merit are computed (i.e.,
CPmin, XPDmin and XPI).

Figure 9 shows the evolution of the relative error of the radiation pattern when the
number of samples varies. For the database it includes two lines. The solid line represents
the evolution of the relative error when the magnitude of the direct coefficients ρxx and
ρyy is directly interpolated, whereas the dashed line represents the relative error when the
magnitudes of ρxx and ρyy are obtained from the interpolated real and imaginary parts.
As can be seen, directly interpolating the magnitude of the direct coefficients significantly
increases the overall accuracy of the database, making it more robust and accurate when
the number of samples per (θ, ϕ) pair decreases. Indeed, in that case, the relative error of
the database and the surrogate models based on SVR is very similar for both the copolar
and crosspolar components of the radiation pattern.

In addition, the relevant figures of merit did not change very significantly. Table 6
shows the values of the figures of merit for two different databases employed to generate
Figure 9, specifically, the rightmost point (46× 46) and the third point from the left (30× 30).
As reference, the figures of merit obtained in a simulation with MoM-LP are also provided.
As can be seen, even when significantly reducing the number of samples in the database,
from a grid of 46× 46 points to 30× 30, the value of the figures of merit barely change.
This result is in agreement with that shown in Figure 9, and it can be exploited for high-
dimensional databases to greatly reduce the total number of samples by reducing the size
of the grid, while still obtaining acceptable accuracy in the radiation pattern.
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Figure 9. Evolution of the relative error in the (a) copolar and (b) crosspolar components of the
radiation pattern when the number of samples in the database and SVR surrogate model per (θ, ϕ)

pair varies. The dashed line represents the relative error when the database calculates the magnitude
of the direct coefficients ρxx and ρyy from their interpolated real and imaginary parts instead of
directly interpolating its magnitude (solid line).

Table 6. Comparison of the figures of merit of a European-coverage pattern for different values in the
total number of database entries Ng = Ng1 Ng2 . CPmin is in dBi and XPDmin and XPI are in dB.

Polarization X Polarization Y

Tool Ng1 × Ng2 CPmin XPDmin XPI CPmin XPDmin XPI

MoM-LP — 30.03 32.97 32.92 30.01 32.95 32.90
Database 46× 46 30.03 32.90 32.67 30.02 32.64 32.60
Database 30× 30 30.03 33.04 32.81 30.02 32.35 32.31

6. Conclusions

In this work, we have presented a simple and efficient database for reflectarray analysis,
layout design and direct layout optimization for cross-polarization improvement. The
database employs multidimensional N-linear interpolation and efficient access to the
reflection coefficients stored in the memory for a very fast analysis of the unit cell.

In order to assess the performance of this database both in terms of computational
efficiency and accuracy at the radiation pattern level, it was compared with the MoM-LP
tool employed to populate the database and with a machine learning technique based
on SVR. In all cases shown in this work, the database presents a high degree of accuracy
compared with the simulations carried out with MoM-LP, while significantly decreasing
computing times. In particular, the database is four orders of magnitude faster than MoM-
LP in carrying out analysis and layout design, whereas it is an order of magnitude faster
than the SVR for the same tasks. In addition to this improved computational performance
in reflectarray analysis and design, the accuracy remains high, with a relative difference in
the obtained layout of less than 1.1%, which translates to relative errors in the radiation
pattern of less 0.2% in the copolar pattern and less than 0.7% in the radiation pattern.
Regarding the accuracy in the figures of merit, differences in minimum copolar gain in the
area of interest are negligible, whereas in the cross-polarization performance the maximum
difference was less than 0.3 dB in the XPI parameter. For direct layout optimization, both
the database and the SVR offered similar computing times with similar accuracy, both
being one order of magnitude faster than the MoM-LP approach.

In addition, the database accuracy as a function of the number of samples per pair of
angles of incidence was tested. As is the case with SVR models, the number of samples can
be reliably reduced while maintaining a high degree of accuracy in the radiation pattern.
This behavior is very interesting for high-dimensional databases, since the number of
samples quickly increases with the dimensionality. Thus, by maintaining a low sample
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density in each dimension, the total number of samples can be kept to a moderate number
without excessively penalizing the accuracy in the prediction of the radiation patterns.

The use of the database, despite using a simple N-linear interpolation, offers good
accuracy and fast computing times compared to the use of MoM-LP. Compared to machine
learning techniques such as SVR, it avoids the training phase, which can be time consuming.
Thus, a database based on N-linear interpolation is a suitable tool for reflectarray design and
direct layout optimization for any application that requires the use of this kind of antenna.
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The following abbreviations are used in this manuscript:

ANN Artificial neural network
CP Copolar
DTH Direct-to-home
FW-LP Full-wave analysis technique based on local periodicity
MoM-LP Method of moments based on local periodicity
SVM Support vector machine
SVR Support vector regression
XP Crosspolar
XPD Crosspolar discrimination
XPI Crosspolar isolation
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