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Hydrodynamics of ideal fracton fluids
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Low-energy dynamics of many-body fracton excitations necessary to describe topological defects should be
governed by a novel type of hydrodynamic theory. We use a Poisson bracket approach to systematically derive
hydrodynamic equations from conservation laws of scalar theories with fracton excitations. We study three
classes of theories. In the first class we introduce a general action for a scalar with a shift symmetry linear
in the spatial coordinates, whereas the second one corresponds with a complex scalar, while the third class
serves as a toy model for disclinations and dislocations propagating along the Burgers vector. We apply our
construction to study hydrodynamic fluctuations around equilibrium states and derive the dispersion relations of
hydrodynamic modes.
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I. INTRODUCTION

Recent years have seen a dramatic growth of interest in
the study of fracton phases of matter [1,2]. In these phases,
the motion of the elementary fractonic excitations is spatially
restricted. While earlier spin models with such excitations
(e.g., Refs. [3–7]) describe gapped fracton phases, gapless
phases have also been proposed in the context of certain spin
liquids [8–12], dipole-conserving lattice models [13–17], and
quantum elasticity [18–28] (see also Refs. [29–31], where
similar structures appear). From an effective field-theory per-
spective, such gapless phases are of particular interest as they
are typically the ones that survive and remain robust at very
low energies. The dynamics of such a low-energy regime
should be governed by a hydrodynamic theory, which reflects
the symmetries and, in consequence, the conservation laws of
a fractonic system.

Hydrodynamics offers a phenomenological description of
interacting many-body systems. It focuses on a subset of
physical quantities that remain conserved at low energies such
as the particle number or momentum. Fractonic excitations
conserve not only charge but also one or several higher mo-
ments of charge. It follows that the low-energy regime is
characterized by long thermalization, subdiffusive behavior
of systems without momentum conservation, and a different
structure of continuity equations. This has already been no-
ticed in models of a scalar field with fracton excitations that
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emerge as a generalization of ordinary superfluids [32,33] or
in the dissipative diffusive evolution of charges with restricted
mobility [34]. Another class of fractonic fluids arises in the
dynamics of topological defects [35].

Topological defects arise in many areas of physics and
play an important role in, e.g., superfluids [36], quantum
Hall effect [37], liquid crystals [38], and metamaterials [39].
The interpretation of topological defects as fractons is most
visible in the language of elastic dualities [40–43] that map
elastic displacements to tensor gauge fields and the defects
to charges that source the gauge fields. As was first observed
in Refs. [10,11], fractonic charges with restricted mobility
naturally source tensor gauge fields. Therefore topological
defects can be interpreted as fractons. This interpretation al-
lows one to construct low-energy coarse-grained models of
defect dynamics based on the underlying symmetries, which
are otherwise difficult to obtain and challenging to study from
first principles, even numerically. Such an approach was suc-
cessfully applied to superfluid vortices [44–51].

In this paper, our interest is in the effective field-theory
description of fracton fluids. For simplicity, we will only con-
sider nondissipative fluids and leave the study of additional
phenomena, such as dissipation, for future work. We follow
the approach of Refs. [52–56], starting from a sought-after
algebra of symmetries, the corresponding conservation equa-
tions, and eventually deriving the hydrodynamic equations
of motion for an ideal fluid. We focus on three classes of
models: A real scalar theory with a shift symmetry linear in
the spatial coordinates that extends previously studied mod-
els [34,57,58], a complex scalar theory with a global U (1) and
a global vector symmetry previously studied in Refs. [59,60],
and a chiral scalar theory that has a Burgers-like vector,
constraining the movement of charges. While the nonchiral
models are analyzed in general dimensions, the proliferation
of the types of defects in spatial dimensions higher than two
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leads us to focus the analysis of the chiral model to two
spatial dimensions. The chiral theory can be viewed as a toy
model to understand the basic physical properties of many-
body disclination dynamics. Given these theories we motivate
the corresponding hydrodynamic Poisson structure and the
derivative expansion in hydrodynamics. The main outcome of
our analysis is that the Poisson structure for fracton systems
is the same as in conventional fluids, but the constitutive
relations change, thus leading to novel types of hydrodynamic
theories. We analyze the corresponding hydrodynamic modes
in both theories. Our construction paves the way for a system-
atic study of transport properties in fracton theories.

II. HYDRODYNAMIC EQUATIONS FROM POISSON
BRACKETS

Hydrodynamic equations represent the macroscopic con-
servation laws for quantities preserved during the time
evolution of a physical system. Although conceptually simple,
the precise form of these equations can be rather challenging
to obtain. The difficulty may be associated with the nonlinear
terms or the proper inclusion of degrees of freedom in the
case of systems with multiple conserved quantities. Therefore,
in order to circumvent these difficulties, it is convenient to
use the Poisson bracket formulation of hydrodynamics (for
a review, see Ref. [55]). This has been successfully applied
to various systems and theories, e.g., to superfluids [52,53],
liquid crystals [61], and more recently the fractional quantum
Hall effect [56]. One starts by postulating the Poisson brackets
between conserved densities. Such a postulate can be justified
a posteriori by computing corresponding commutators in a
microscopic model. As an instructive example, we present a
derivation of the conservation laws for a fluid with Galilean
symmetries. The relevant degrees of freedom are the number
density ρ(x), the momentum density pi(x), and the entropy
density s(x). The Poisson brackets for these variables read

{pi(x), ρ(y)} = −ρ(x)∂xiδ(x − y) , (1a)

{pi(x), s(y)} = −s(x)∂xiδ(x − y) , (1b)

{pi(x), p j (y)} = −[p j (x)∂xi + pi(y)∂x j ]δ(x − y) , (1c)

with all other Poisson brackets vanishing. In the subsequent
analysis, we focus on the zero-temperature fluid. The energy
density in the fluid is a function of hydrodynamic variables
h = h(ρ, p). This is a thermodynamic potential whose differ-
ential is given by

dh = μdρ + vid pi , (2)

where we have introduced the chemical potential μ and fluid
velocity v. Note that we consider a nonstationary fluid con-
figuration. The equations of motion follow from the Poisson
brackets of the hydrodynamic variables with the Hamiltonian1

∂tρ = {ρ, H} = −∂i(ρvi ) , (3a)

∂t pi = {pi, H} = −ρ ∂iμ − ∂ j (v
j pi ) − p j∂iv

j , (3b)

1Note that many references use different conventions, which results
in a time evolution given by {H, ·}.

where H = ∫
dd x h(ρ, p). The momentum equation is not

yet in the form of a conservation law. However, using the
Legendre transform of pressure d p = ρdμ + pidvi, we can
rewrite it as a momentum flux

∂t pi =−∂k (vk pi ) − ∂i p = −∂k
(
vk pi + pδk

i

) ≡ −∂kT k
i . (4)

As a result, momentum conservation defines the stress tensor.
This is a general form of the hydrodynamic equation in a
theory that conserves particle number and momenta. It is
valid both for nonrelativistic and relativistic fluids. In order
to derive the final form of Euler’s equations for a fluid that
respects the Galilean symmetry, we need to impose appro-
priate constraints. At this point, we can directly supplement
the Poisson brackets (1) with a specific Hamiltonian or with
a generic one whose form is fixed by the appropriate symme-
tries and thermodynamics. For example, in the Galilean fluid,
the momentum density is equal to the mass flux of particles

pi = mρvi , (5)

where m is the mass of the fluid constituents. Equation (5) can
be rewritten as a constraint on the pressure thermodynamic
potential

∂ p

∂vi
= mvi

∂ p

∂μ
, (6)

with a solution given by p = p(μ + 1
2 mv2). We can interpret

this new variable as the chemical potential in the frame mov-
ing with the fluid element μ̃ = μ + 1

2 mv2. Using this result
we can recover the usual form of Euler’s equations. The stress
tensor now has a manifestly symmetric form

Ti j = mρviv j + pδi j, (7)

and the energy density is equal to

h = μρ + vi pi − p = 1
2 mρv2 + μ̃ρ − p , (8)

where we can identify the kinetic energy and the internal
energy.

As a final step we want to justify our postulate (1) in a mi-
croscopic theory. This was first done by Landau in the context
of superfluid helium [52]. We start with a Galilean-invariant
Lagrangian

L = ψ̄

(
i∂t + ∇2

2m

)
ψ , (9)

where ψ is a complex scalar field. Since we need the com-
mutator between density and momentum current, we need to
compute the Noether currents for U (1) symmetry and transla-
tions. The symmetry transformation is given by

ψ (t, x) → eiαψ (t, x) , (10a)

ψ̄ (t, x) → e−iαψ̄ (t, x) . (10b)

We promote the parameter α to be a function of space and
time and perform a variation of the action with respect to it,

δS = α(t, x)

[
∂t (ψ̄ (t, x)ψ (t, x)) + i

2m
(∇2ψ̄ (t, x)ψ (t, x)

− ψ̄ (t, x)∇2ψ (t, x))
]

. (11)

We can now identify the density,

ρ(t, x) = ψ̄ (t, x)ψ (t, x), (12)
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and the particle current density from which we can compute
the momentum density,

pi = i

2
[∇iψ̄ (t, x)ψ (t, x) − ψ̄ (t, x)∇iψ (t, x)] . (13)

Taking {ψ (x), ψ̄ (y)} = δ(x − y), we can derive Eq. (1). In
our analysis of the fracton fluids, we will employ the same
procedure by postulating the brackets and justifying them
using microscopic models.

III. MONOPOLE-DIPOLE-MOMENTUM ALGEBRA

Our analysis will be phrased in the language of multipole
algebras constructed in Ref. [57]. The basic ingredient of this
construction is the simultaneous conservation of the fracton
monopole charge Q and the dipole moment Qi, i = 1, . . . , d
ranging over the spatial directions. These are defined to be the
spatial integrals of their respective densities:

dQ

dt
= d

dt

∫
dd x ρ = 0 , (14a)

dQi

dt
= d

dt

∫
dd x xiρ = 0 , (14b)

where ρ(t, x) is the fracton charge density.
A sufficient condition to guarantee these conservation laws

is a generalized continuity equation of the form

∂tρ + ∂i∂ jJ
i j = 0 . (15)

In addition, we assume that the system is translationally in-
variant, which implies the conservation of momentum

dPi

dt
= d

dt

∫
dd x pi = 0 . (16)

The charges Q, Qi, and Pi naturally act on the system as
generators of the symmetry group. Fields � in a given
representation will transform according to δα� = {�,αQ},
δβ� = {�,βiQi}, and δγ � = {�, γ iPi}, where α, βi, and
γ i are constant infinitesimal parameters. For example, these
symmetries can be represented by a real scalar field φ(t, x)
transforming as

δαφ(t, x) = α , (17a)

δβφ(t, x) = βix
i , (17b)

δγ φ(t, x) = γ i∂iφ(t, x) . (17c)

Another example is that of a complex scalar field ψ (t, x)
transforming under a global vector transformation

ψ (t, x) → eiβ·xψ (t, x), (18)

in addition to the usual U (1) transformation in Eq. (10) and
the same momentum transformation as for the real scalar in
Eq. (17c). In fact, the real scalar φ transforms precisely like
the phase of the complex scalar field ψ . Indeed, the low-
energy limit of a theory of ψ in the spontaneously broken
phase, in which the global U (1) and vector symmetries are
broken, is described by the corresponding Nambu-Goldstone
boson, which is precisely the phase φ of ψ . However, it must
be noted that not all theories of φ with the symmetries (17)
necessarily arise in this way.

The monopole transformation, Q, is nothing but the
constant shift symmetry familiar in the context of Nambu-
Goldstone bosons. The dipole transformation, Qi, is just
the spatial part of the linear shift symmetry familiar in the
context of Galileons [62]. In general, one can consider the
so-called polynomial shift symmetry whose charges are gen-
erated by polynomials in the spatial coordinates of any finite
degree [63]. An example of such a scenario that has been
studied previously is the traceless scalar theory [11], which
in addition to the conserved charges Q, Qi also conserves the
second moment Q(2) = ∫

dd x||x||2ρ.
The form of the monopole-dipole-momentum algebra

(MDMA) is as follows,

{Q, Q} = {Q, Pi} = {Q, Qi} = 0 , (19a)

{Pi, Q j} = δ
j
i Q . (19b)

Notice that momentum and dipole charge are charged with
respect to each other. In fact, if we shift the origin of the
coordinates system in some direction (γ), its dipole moment
will change accordingly to δγ Qi = γ iQ. On the other hand,
it is less intuitive that a dipole transformation with param-
eter β likewise modifies the momentum. Nevertheless, the
algebra (19a) dictates that it does it according to δβPi = βiQ,
which can be written in terms of the densities as follows

δβ pi = βiρ . (20)

In the next sections we will focus on the hydrodynamic
description of systems that are invariant under the whole
symmetry group. Then, we apply the Poisson bracket for-
malism to write down hydrodynamic equations for fractons.
In particular, we will study two different classes of fracton
theories that we dub chiral and nonchiral. However, the struc-
ture of hydrodynamic equations appears to be universal. The
Poisson brackets (1) do not change, but the final form of the
constitutive relations strongly depends on the Hamiltonian.
The main distinguishing feature between the nonchiral and
the chiral theories is that the former will be assumed to be a
time-reversal invariant whereas in the latter case we will allow
for the breaking of time-reversal invariance while preserving
a combination of time inversions and a π rotation.

In our analysis we do not introduce an additional inde-
pendent charge for the dipole symmetry because the dipole
charge is a derived quantity from the ordinary scalar charge.
The situation is analogous to the orbital angular momentum
or, in conformal theories, the charges associated to scale and
conformal transformations. Those are not assigned indepen-
dent charges but are constructed from the components of the
energy-momentum tensor. Their conservation follows from
the properties of the energy-momentum tensor, conservation,
symmetry, and tracelessness. Similarly, the conservation of
the dipole charge follows from the properties of the charge
current, which is a total derivative of a symmetric tensor.
One might consider the presence of an intrinsic dipole charge
with a separate charge density, but we would not pursue this
possibility here.
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IV. HYDRODYNAMICS OF NONCHIRAL FRACTONS

We start with theories preserving time-reversal invariance.
First we will do a general analysis of hydrodynamics based on
symmetries alone. In the hydrodynamic description we have
to postulate the form of the Poisson brackets between con-
served charges based on the action they are expected to have
as symmetry generators. On the other hand, the dependence of
the Hamiltonian on the charges is constrained by the symme-
tries. Combining these two together, we are able to derive the
constitutive relations for the currents in terms of the conserved
charge and momenta. We do not make any assumption about
the underlying microscopic theory other than the symmetries.
Once we derive the hydrodynamic equations and constitutive
relations, we proceed to confirm our assumptions about the
Poisson brackets and the hydrodynamic equations that follow
by computing them in simple models where the symmetries
are realized explicitly.

For the present case, we find it convenient to introduce the
generalized velocity Vi = ρ−1 pi which transforms as δβVi =
βi [see Eq. (20)] and constrain the Hamiltonian to depend on
the momentum only via the β-invariant combination ∂iVj . In
fact, notice that a linear shift acts similarly to a Galilean boost,
since the generalized velocity is shifted by the “boost” param-
eter βi. Therefore we postulate that the low-energy effective
Hamiltonian of the system has the following form:

H =
∫

dd x h(ρ, ∂iVj, ∂iρ) + O(∂3) . (21)

Since the independent dynamical variables of the system are
ρ and pi, the variation of the Hamiltonian will have the form2

δH =
∫

dd x (μδρ + viδpi ) , (22)

where the out-of-equilibrium chemical potentials take the
form

vi = − 1

ρ
∂ j

∂h

∂ (∂ jVi )
, (23a)

μ = ∂h

∂ρ
− ∂i

∂h

∂ (∂iρ)
− piv

i

ρ
. (23b)

In addition, we postulate the same Poisson brackets (1) as
for ordinary fluids. In fact, in the next section we shall verify
for a certain class of theories with linear shift symmetry that
our assumptions are correct. We now derive the equations of
motion for the conserved densities using ∂t S = {S, H}, which
are the same as Eq. (3). However, in the present case, ρvi is
a gradient as expected for a fractonic system. Therefore the
constitutive relation for the fractonic current reads

Ji j = − ∂h

∂ (∂( jVi) )
. (24)

2Notice that we are not considering the dipole density ρ i(t, x) =
xiρ(t, x) as a hydrodynamical variable since its conservation follows
from the conservation of the charge density ρ(t, x).

On the other hand, we can read out the momentum conserva-
tion equation the stress tensor

T i
j = pδi

j + vi p j + ∂h

∂ (∂iρ)
∂ jρ + ∂h

∂ (∂iVk )
∂ jVk , (25)

with the pressure p defined as p = ρμ + piv
i − h.

To be more precise and understand the consequences of
this proposal, we consider a time-reversal invariant quadratic
Hamiltonian which would capture the dynamics of linear per-
turbations around the equilibrium state ρ = ρ0, pi = 0. The
most general such Hamiltonian density reads

h = μ0

2ρ0
ρ2 + 1

2ρ0
μ

i j
1 ∂iρ ∂ jρ + ρ0

2
v

i jkl
1 ∂iVj ∂kVl , (26)

with the phenomenological susceptibilities being positive def-
inite in order that the Hamiltonian be bounded from below.
Then, we fix the background density ρ = ρ0 and pick the
“frame” pi = 0. In particular, the out-of-equilibrium chemical
potentials μ and vi are

μ = ρ−1
0

(
μ0ρ − μ

i j
1 ∂i∂ jρ

)
, (27)

v j = −v
i jkl
1 ∂i∂kVl , (28)

which imply the following set of linearized hydrodynamic
equations

∂tδρ − v
i jkl
1 ∂i∂ j∂kδpl = 0 , (29)

∂tδpi + (
μ0 − μ

jk
1 ∂ j∂k

)
∂iδρ = 0 . (30)

After Fourier transforming the system of equations, it is pos-
sible to verify the existence of two modes, One of which is
nonpropagating (at ω = 0)3 while the propagating mode has
the following dispersion relation

ω2 = μ(q)vi jkl
1 qiq jqkql , (31)

where μ(q) = μ0 + μ
i j
1 qiq j . Note that the positivity condi-

tions required of all the susceptibilities appearing in Eq. (26)
guarantee that μ(q)vi jkl

1 is positive definite and, therefore, that
the mode with dispersion (31) will be a stable propagating
mode. Also notice that the antisymmetric components v

[i j][kl]
1

are only relevant at the nonlinear level since they do not appear
in the linearized equations of motion.

A. Real Scalar field with linear shift symmetry

In this section we will confirm the Poisson algebra and
structure assumed in the hydrodynamic Hamiltonian for the
fracton system with linear shift symmetry (17). In particular
we shall assume theories with Lagrangian of the form

L =
∫

dd x L(∂tφ, ∂i∂ jφ) . (32)

For simplicity and clarity of presentation, we will consider
this restricted functional dependence of the Lagrangian on the
derivatives of the scalar field. Although a priori this theory

3In general, we expect that dissipative terms will modify the dis-
persion relation of the nonpropagating mode.
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does allow for chiral modes, we impose an additional sym-
metry requirement that they are absent. The generalization to
Lagrangians depending on higher-order spatial derivatives of
the scalar field is quite straightforward but leads only to a
proliferation of terms with no significant added insight. Such
a form of the Lagrangian ensures that L by itself is invariant
under the linear shift symmetry and not just its spatial integral
L. We can allow L to vary by a total derivative, in which case it
can depend on the first spatial derivative ∂iφ as long as we in-
sist that ∂L

∂ (∂iφ) is itself the gradient of some expression. Again,
it is easy to handle adding this extra functional dependence
in Eq. (32), but it does not lead to any added insight, at least
insofar as the present analysis is concerned. Thus we choose
to restrict to the form (32) (see the Appendix for the more
general case).

After taking variations of the Lagrangian, we obtain

δL = −
∫

dd x
(
∂tπ + ∂i∂ jJ

i j
)
δφ

+
∫

dd x(∂t (πδφ) + ∂i(∂ jJ
i jδφ − Ji j∂ jδφ)), (33)

where we have defined

π = ∂L
∂ (∂tφ)

, Ji j = − ∂L
∂ (∂i∂ jφ)

. (34)

For simplicity, we assume that the time derivative of the field
can be obtained from π by inverting with some functional F

∂tφ = F (π, ∂i∂ jφ) . (35)

In the next section we will consider the example of a theory
where this is not possible. From the variation of the action
we can simultaneously read the equations of motion and the
Noether currents associated with the constant and linear shift.
In fact, the equation of motion reads

∂tπ + ∂i∂ jJ
i j = 0 , (36)

which can be identified with the monopole charge conserva-
tion with ρ = π . In addition, the dipole density defined as
ρ i = xiπ is also conserved,

∂tρ
k + ∂i jik = 0 , (37)

where

jik = xk∂ jJ
i j − Jik . (38)

The system is also translationally invariant in time and space,
which implies the conservation of energy and momentum. The
energy density and flux are

h = π ∂tφ − L(F, ∂i∂ jφ) , (39a)

T i
t = (∂ jJ

i j )∂tφ − Ji j∂ j∂tφ , (39b)

while the momentum density and stress tensor are

pi = T t
i = −π∂iφ , (40a)

T j
i = −∂kJ jk∂iφ + J jk∂k∂iφ + δ

j
i L(F, ∂i∂ jφ) . (40b)

They satisfy the usual conservation equations

∂t h + ∂iT
i
t = 0 , (41a)

∂t pi + ∂ jT
j
i = 0 . (41b)

The definition of the momentum and charge densities for
this class of systems automatically satisfies the transformation
rule (20), and the Hamiltonian density (39a) can be written as
a functional of ρ and ∂iVj ,

h ≡ h(ρ, ∂iVj ) , (42)

as expected. Finally, for this class of theories, it is not hard to
verify that the canonical bracket

{φ(x), π (y)} = δ(x − y) (43)

implies the usual algebra (1) used above to derive the hydro-
dynamic theory.

B. Complex scalar field with linear shift symmetry

Imposing the global vector symmetry (18) on a theory of
a complex scalar field ψ forbids an ordinary kinetic term that
is quadratic in ψ and contains some number of spatial deriva-
tives. Instead, the theory of this kind that has been considered
previously in [59,60] reads

L = |∂tψ |2 − m2|ψ |2 − λ

4
(|ψ |2)2 − c1∂i|ψ |2 ∂i|ψ |2

− c2|χi j |2 − c3[(ψ∗)2χ + H.c.], (44)

where H.c. is the Hermitian conjugate,

χi j ≡ ψ ∂i∂ jψ − ∂iψ ∂ jψ, (45)

and χ = χii is its trace. The canonical momenta of this sys-
tem are πψ = ∂t ψ̄ and πψ̄ = ∂tψ . For such theory the U (1)
Noether’s charge ρ and current Ji ≡ ∂ jJi j densities are

ρ = i(ψ̄∂tψ − H.c.), (46a)

Ji j = ic2(ψ̄2χi j − H.c.). (46b)

On the other hand, the translational invariance of the sys-
tem implies conservation of momentum. In particular, the
momentum and stress densities are

pi = −(∂iψ̄ πψ + H.c.), (47a)

T j
i = Lδ

j
i + 2c1∂ j |ψ |2∂i|ψ |2

+ c2

(
χ̄ jk (χki − 2∂kψ ∂iψ ) − 1

2
∂kχ̄ jk∂iψ

2 + H.c.

)
+ c3(ψ̄2(χi j − 2∂ jψ ∂iψ ) − 2|ψ |2∂ jψ̄ ∂iψ + H.c.).

(47b)

In addition, the system’s Hamiltonian and energy current
read

h = 2|∂tψ |2 − L, (48a)

T i
t = −2c1∂t |ψ |2∂i|ψ |2 − c2(χ̄i j (ψ ∂ jπψ̄ − 3∂ jψ πψ̄ )

− ∂ j χ̄i jψπψ̄ + H.c.) − c3(ψ̄2(ψ ∂iπψ̄ − 3∂iψ πψ̄ )

− 2|ψ |2∂iψ̄ πψ̄ + H.c.). (48b)

Using the equations of motion for this theory, one can
verify that conservation Eqs. (15) and (41) are satisfied. Fur-
thermore, the same canonical brackets as in Eq. (43) for ψ , ψ̄

and their conjugate momenta imply the usual algebra between
the conserved densities Eq. (1).
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In the broken phase, in which |ψ | picks up a vacuum expec-
tation value 〈|ψ |〉 at energies well below the mass scale, E �
m, the theory just contains the Nambu-Goldstone mode, which
is the phase φ of ψ . After rescaling time and space by a factor
of 〈|ψ |〉, the Lagrangian is simply given by a free massless
z = 2 real scalar field theory: L = 1

2 (∂tφ)2 − 1
4 c2(∂i∂ jφ)2,

which is a simple special case of the Lagrangian (32) in the
previous example.

V. HYDRODYNAMICS OF CHIRAL FRACTONS

In the cases of physical interest, fractons may not only
be restricted to move in a subdimensional space but the di-
rection of motion may be determined as well. An example
of this are edge dislocations under an applied stress whose
direction of motion is determined by the Burgers vector b and
the orientation of the defect. Dual elastic fields couple to the
disclination density ρ and current tensor Ji j with a conserva-
tion Eq. (15) [21]. In this system, the monopole charge Q and
the dipole moment Qi can be identified with the disclination
and dislocation charge, respectively. In a two-dimensional
lattice, the contribution to the current tensor of a dislocation
moving with velocity v takes the form [21]

Ji j ∝ ε (ikbkv
j) . (49)

In the absence of vacancies, the current tensor is traceless
Ji

i = 0 [42,64], forcing the velocity to be parallel to the Burg-
ers vector vi = bivb.

Let us introduce the unit vector b̂ = b/||b|| and define the
coordinates parallel and transverse to the Burgers vector, b =
b̂ixi, s = εi jxib̂ j , as well as the corresponding derivatives

∂b ≡ b̂i∂i , ∂s ≡ εi j b̂ j∂i . (50)

With these conventions and assuming no vacancies, the
current is

Jbb = Jss = 0 , Jbs = Jsb ∝ 1
2vb . (51)

We expect this to be a general form for the constitutive
relation of the current. However, there are some subtleties
regarding the realization of symmetries, as the breaking of
rotational invariance also allows for subsystem symmetries.
In this case we will follow a different path than that for
the nonchiral models. We will start by studying a simple
model with the right symmetry realization and use it to derive
the constitutive relations for the currents and hydrodynamic
equations. Once expressed in terms of conserved charges, one
could in principle forget about the microscopic origin and
postulate the result as a hydrodynamic description for this
class of models. However, it is possible that the constitutive
relations derived in this form are not the most general, and
although we expect the general structure to be correct, some
of the values of the coefficients might be allowed to change.

This structure can be captured by a simple model with a
scalar field. The action reads

S =
∫

d3x L = 1

2

∫
d3x ∂sφ(∂tφ + ∂bφ) . (52)

The equation of motion is

∂t∂sφ + ∂b∂sφ = 0 . (53)

This takes the form of the continuity Eq. (15) if we identify

ρ ∝ ∂sφ , Jss = Jbb = 0 , Jbs ∝ 1
2φ , (54)

where the proportionality constants are the same for both ρ

and Jbs. The energy, momentum, and charge densities in the
Lagrangian formalism are

e = T t
t = δS

δ∂tφ
∂tφ − L = −1

2
∂sφ ∂bφ , (55a)

ki = T t
i = − δS

δ∂tφ
∂iφ = −1

2
∂sφ ∂iφ , (55b)

n = δS

δ∂tφ
= 1

2
∂sφ . (55c)

Therefore, the model captures the structure of Eq. (51) for
dislocations of a fixed orientation. Dislocations of different
orientations would be described by discrete spatial rotations
of the action above.

This model actually has a much larger symmetry than the
one implied by the monopole, dipole, and second moment
conservation. The action transforms by a total derivative under
the transformations

φ → φ + f (s) + g(t, b) , (56)

which are also symmetries of the equation of motion. This
implies that there is an infinite set of conserved charges

Q( f , g) =
∫

d2x ( f (s) + g(t, b)) n . (57)

This model will also have blueuced conformal symmetry as
those studied in Ref. [65]. The s-independent transformation
leaves q and ks invariant but changes the momentum kb as
follows:

δkb = −n ∂bg(t, b). (58)

Moving on to the Hamiltonian formalism, the canonical
momentum conjugate to the scalar field is

π = δS

δ∂tφ
= 1

2
∂sφ . (59)

This relation actually imposes a constraint on phase space,
which has to be treated with some care. We will work in the
extended phase space parametrized by canonically conjugate
variables (φ, π ) and impose the constraint after evaluating the
Poisson brackets as is standard in these cases. We will use the
symbol = for results in the extended space and ≈ for results
after imposing the constraint.

In the Hamiltonian formalism, the corresponding Hamilto-
nian and momentum densities differ from Eq. (55) by terms
proportional to the constraint that vanish when evaluated on
the physical constrained phase space,

h = e + λt

(
π − 1

2
∂sφ

)
, (60a)

pi = ki + λi

(
π − 1

2
∂sφ

)
, (60b)

ρ = n + λ

(
π − 1

2
∂sφ

)
. (60c)
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The Lagrange multipliers are fixed by the condition that the
charges act as the generators of time and space translations
and shifts of the scalar on the physical space. The Hamilto-
nian, momentum and charge are

H =
∫

d2x h , Pi =
∫

d2x pi , Q =
∫

d2x ρ . (61)

Then,

{φ, H} ≈ λt , {φ, Pi} ≈ λi , {φ, Q} ≈ λ , (62)

which fixes λt = ∂tφ, λi = −∂iφ, and λ = 1. In this case the
densities h, pi, and ρ in the extended phase space take the
usual form for an ordinary scalar, so they lead to the same
Poisson brackets and hydrodynamic equations in the extended
space. Imposing the constraint fixes the density and the mo-
mentum in the direction transverse to the Burgers vector in
terms of the same quantity,

ρ ≈ 1
2∂sφ , ps ≈ − 1

2 (∂sφ)2 . (63)

This can be interpreted as an equation of state for the fractonic
fluid relating the momentum and the disclination density

ps = −2ρ2 . (64)

In this case, the hydrodynamic equation for ps becomes a
constraint.

Solving for the spatial derivatives of φ and the conjugate
momentum, the Hamiltonian is

h = pb + (λt − λb)

4λ2

(
λs + 4λρ

+ sgn(λs)
√

λ2
s + 8λ(λsρ − λps)

)
. (65)

We will take this as the Hamiltonian for a hydrodynamic
theory. For λs �= 0 one finds that, imposing the conditions,

∂h

∂λμ

= 0 ,
∂h

∂λ
= 0 , (66)

fixes

ps = −2ρ2 , λs = −2λρ . (67)

These are the same conditions we have in the microscopic
model.

Then, identifying

μ = ∂h

∂ρ
, va = ∂h

∂ pa
, (68)

subject to the previous conditions, one gets

λt = λb + λ

2
μ , vs = μ

4ρ
, vb = 1 . (69)

And, evaluating the Hamiltonian,

h = pb . (70)

Thus the energy equals the momentum in the direction of the
Burgers vector. Note that we should impose the conditions
after deriving the equations.

The hydrodynamic equation for ps becomes proportional
to the equation for ρ but is missing a term depending on the

chemical potential. We are left with two independent equa-
tions and a constraint on μ:

∂tρ + ∂bρ = 0 , ∂sμ = 0 , (71a)

∂t pb + ∂b

(
pb + 1

2
μρ

)
+ ∂s

(
pb

μ

4ρ

)
= 0 . (71b)

The equation for ρ coincides with the equation of motion
in the microscopic model. Note that μ is not a function of the
density or the momenta; rather, its role is to ensure that the
symmetry (58) is realized in the hydrodynamic equations, as
we will see presently.

Expanding to linear order around constant background val-
ues (ρ0, μ0) for the density and chemical potential, we get the
set of equations

∂tδρ + ∂bδρ = 0 , ∂sδμ = 0 , (72a)

∂tδpb + ∂b

(
δpb + 1

2
μ0δρ + 1

2
ρ0δμ

)
+ μ0

4ρ0
∂sδpb = 0 .

(72b)

The solutions for the density and chemical potential should
take the form

δρ = δρ̄(b − t, s) + ρ0α(b − t ) , δμ = δμ(t, b) , (73)

where ∂sδρ̄ �= 0. We have to distinguish between the contri-
butions to the chemical potential that depend on b − t and the
remainder. We will split the chemical potential as follows:

δμ = μ0β(b − t ) + (∂t + ∂b)ϕ(t, b) . (74)

In the momentum we can separate a part that will give a
contribution independent of the coordinate s to the conserva-
tion equation from another part that can in principle have an
arbitrary dependence on s:

δpb = δ p̄b(t, b, s) + ρ0[ψ (t, b) + ρ0(s − s0)γ (b − t )] .

(75)
We are left with the equations

(∂t + ∂b)δ p̄b + μ0

2
∂bδρ̄ + μ0

4ρ0
∂sδ p̄b = 0 , (76a)

ρ0(∂t + ∂b)

(
ψ + 1

2
∂bϕ

)
+ μ0ρ0

2

(
∂bα + ∂bβ + 1

2
γ

)
= 0 .

(76b)

The solutions are

γ = −2∂bα − 2∂bβ , ψ = − 1
2∂bϕ , (77a)

δρ̄ = ∂sδJ̄ , δJ̄ = δJ̄ (b − t, s) , (77b)

δ p̄b = −2ρ0∂bδJ̄ + δph
b . (77c)

The homogeneous term δph
b can be expanded in plane

waves propagating with speed unity in the b direction and
speed cs = μ0/(4ρ0) = vs

0 in the s direction,

δph
b =

∫
d2q

(2π )2
p̃b(q)eiqs (s−cst )+iqb(b−t ) . (78)

We can identify δJ̄ as part of the current, with an additional
contribution parametrized by α,

δJ = δJ̄ + ρ0(s − s0)α . (79)
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The solution for the chemical potential (74) confirms its part
in the realization of the symmetries. Compared with the sym-
metry transformation of pb (58) generated by g(t, b) (the
constraint has already been imposed at this point and so pb

and kb are identified), we see that ϕ and ψ correspond to said
transformation with a condition (∂t + ∂b)g(t, b) �= 0.

Thus, there are three types of modes propagating mo-
mentum pb: Those associated with the current δJ and those
appearing in the homogeneous contribution δph

b and the mode
β. This last mode can be absorbed in the homogeneous part
when μ0 → 0 so that cs → 0.

VI. DISCUSSION

We have derived hydrodynamic equations and constitutive
relations for ideal fluids with a dipole symmetry. Our deriva-
tion utilizes representative microscopic scalar models and the
Poisson brackets between densities of conserved charges, fol-
lowing the classical approach pioneered by Landau. We have
considered three types of models: Two that we dub “nonchiral
fracton and a third, “chiral fracton,” which contains a vector
that can be identified with the Burgers vector in the fracton
description of disclinations and dislocations. In the former we
introduce two spatial derivatives per field so that there is either
a shift or U(1) symmetry linear in the spatial coordinates, and
in the case of the real field, allow terms with an arbitrary
number of fields. In the chiral fracton model, there is just
one derivative per field and is truncated to quadratic order.
All models produce the same hydrodynamic equations when
written in terms of the densities but with distinct constitutive
relations.

In all cases the particle number current is a total deriva-
tive either by construction in the nonchiral models (23a) or
on-shell in the chiral fracton model (77) in such a way that
the dipole moment of the charge is conserved in both. We
have studied the spectrum of fluctuations around a state with
fixed monopole density. In the nonchiral case there are modes
with a dispersion relation ω2 ∼ q4 (31), where q4 stands for a
general quartic polynomial of the momenta with coefficients
determined by derivatives of the energy density with respect
to the gradient of the generalized velocity Vi = ρ−1 pi. In the
chiral fracton model, there are chiral modes propagating in
the direction of the Burgers vector as well as a mode that
also propagates energy and momentum in the transverse direc-
tion (78) with a velocity propotional to the chemical potential.

In Ref. [34] charge diffusion was studied for a model
sitting within the nonchiral systems we considered. However,
they did not consider momentum conservation. A complete
finite-temperature hydrodynamic theory should account for
both charge and momentum conservation, as we have done
in this paper, but the theory should also include dissipative
effects, which is an aspect that we leave for future studies.
Nonetheless, a peculiarity of systems with MDMA symmetry
is the presence of a nonballistic propagating mode and a
diffusive one with dispersion relation ω ∼ −iq4 [34], contrary
to ordinary hydrodynamics where sound waves are ballistic
and have a quadratic dispersion relation for diffusive modes.

On the other hand, defect dynamics have important ram-
ifications in crystals, amorphous solids, liquid crystals, and
active matter [66,67]. Although the continuous description of

defects as a gauge theory has a long history, a symmetry-based
construction of defect hydrodynamics beyond vortices is still
lacking and various phenomenological equations have been
proposed for specific systems (see e.g., Refs. [68–75]). In
order to fill this gap, we have proposed a Poisson bracket
derivation of hydrodynamic equations given two main ingre-
dients that are important in modeling macroscopic systems
of defects. The first ingredient is invariance under MDMA
symmetry; the second ingredient is the existence of a Burgers
vector. These requirements can be viewed as basic guiding
principles for hydrodynamic theories of defects as can be
justified using the dual fracton picture. A model displaying the
MDMA symmetry and a Burgers vector is the chiral fracton
theory of a scalar field. Interpreting the model as a description
of lattice defects, the chiral propagation of the disclination
density has a simple visualization. In any symmetric region of
finite area, there is a finite number of disclinations determined
by the integration of the constant charge density in the region.
The dipole moment, on the other hand, vanishes, indicating
a net zero charge of dislocations. However, as the dislocation
density is not identically zero, there is a nonzero amount of
dislocation pairs. While immobile in isolation, disclinations
can move by absorbing or emitting dislocation pairs [72,76–
79], in which case their motion is along the Burgers vector
of the dislocations. This matches nicely with the behavior of
the solutions we obtain in the chiral fracton model. Thus the
results of this paper provide basic building blocks to construct
more realistic models and ultimately study transport proper-
ties of defects.
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APPENDIX: MORE GENERAL LAGRANGIANS

Suppose we allow for the more general dependence of the
Lagrangian density (32) of the form

L =
∫

dd x L(∂tφ, ∂iφ, ∂i∂ jφ, . . .) , (A1)

where . . . stands for higher spatial derivatives of φ. Let us
define the variational quantities

π = ∂L
∂ (∂tφ)

, (A2a)
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π i1···in = (−1)n−1 ∂L
∂
(
∂i1 · · · ∂inφ

) , n � 1 . (A2b)

For simplicity we introduce the notation ın = (i1, . . . , in)
to be an n tuple of indices and

πın = π i1···in , ∂n
ın = ∂i1 · · · ∂in . (A3)

Indices can be concatenated, π iȷn = π i j1··· jn , and similarly for
the partial derivatives, ∂n+1

iȷn = ∂i∂ j1 · · · ∂ jn .
Then, as discussed earlier, for this theory to be invariant

under the linear shift, we require that

π i = ∂L
∂ (∂iφ)

= ∂ iχ , (A4)

for some functional χ of φ and its derivatives.
With this in place, the only difference between this case

and the simpler case considered in the main text is that
some expressions become more complicated. The density ρ

is still defined to be ρ = π . However, the expression for Ji j in
Eq. (34) is modified to

Ji j = χδi j +
∑
n�0

∂n
kn
π i jkn . (A5)

This reduces to the simpler case studied in the main text when
we set χ = 0 and πın = 0 for n � 3.

The Hamiltonian and momentum densities are unchanged,

h = π ∂tφ − L , (A6a)

pi = −π ∂iφ , (A6b)

but the corresponding spatial currents (39b) and (40b) are
modified to

T i
t = (∂ jJ

i j )∂tφ + (χδi j − Ji j )∂ j∂tφ

+
∑
m�2

∑
n�0

(−1)m∂n
kn
π iȷm kn∂ȷm∂tφ , (A7a)

T j
i = −(∂kJ jk )∂iφ + (J jk − χδ jk )∂k∂iφ + δ

j
i L

−
∑
m�2

∑
n�0

(−1)m∂n
kn
π j �m kn∂m

�m
∂iφ . (A7b)

The equation of motion (36), continuity Eqs. (37), and cur-
rent relations (38) associated with the constant and linear shift
symmetries and the energy-momentum conservation Eqs. (41)
associated with time- and space-translation invariance all still
hold in precisely the same form.
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