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#### Abstract

This paper addresses the problem of scheduling a set of jobs on a machine with timevarying capacity, with the goal of minimizing the total tardiness objective function. This problem arose in the context scheduling the charging times of a fleet of electric vehicles and it is NP-hard. Recent work proposed an efficient memetic algorithm for solving the problem, combining a genetic algorithm and a local search method. The local search procedure is based on swapping consecutive jobs on a C-path, defined as a sequence of consecutive jobs in a schedule. Building on it, this paper develops new memetic algorithms that stem from new local search procedures also proposed in this paper. The local search methods integrate several mechanisms to make them more effective, including a new condition for swapping pairs of jobs, a hill climbing approach, a procedure that operates on several C-paths and a method that interchanges jobs between different C-paths. As a result, the new local search methods enable the memetic algorithms to reach higher-quality solutions. Experimental results show significant improvements over existing approaches.
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## 1. Introduction

Over the last few decades, scheduling problems have become ubiquitous in a growing number of domains, including manufacturing, transportation or cloud computing, among others [1,2]. These problems often exhibit a high computational complexity [3-6], what makes them an interesting subject of study to several scientific disciplines, as artificial intelligence, operations research or applied mathematics. As a consequence, numerous solving methods, both exact and approximate, have been proposed in the literature, capable of solving increasingly challenging problems.

Exact methods include branch and bound algorithms [7,8], constraint programming [9] or mathematical programming approaches [10], among others.

On the other hand, efficient metaheuristic algorithms have been proposed with the aim of computing high-quality solutions in short time. In this respect, genetic algorithms (GAs) stand out as very effective population-based metaheuristics. These algorithms evolve a population of solutions by means of selection, recombination and replacement genetic operators. GAs have been used to solve numerous scheduling problems, including one-machine [11], parallel machines [12], job shop [13] or resource constrained project scheduling problems [14]. In addition, local search approaches have been widely used in this domain (e.g., to solve one-machine [15], job shop [16] or Earth observation satellite scheduling problems [17], to name a few). In contrast to population-based metaheuristics, these methods work on a single solution, iteratively introducing changes on it to improve its quality. Local search methods have been successfully combined with other metaheuristics as genetic algorithms, resulting in so-called memetic algorithms (MAs). These algorithms have been shown to achieve a proper balance between the exploration and exploitation of the search space, what makes them more effective at solving different scheduling problems, as one-machine [18] or flow shop scheduling problems [19].

Other successful metaheuristics include, among others, differential evolution (DE) [20], ant colony optimization (ACO) [21] or particle swarm optimization (PSO) [22]. In addition, recent work explored hybrid methods combining metaheuristics and machine learning in different domains $[23,24]$.

One-machine scheduling problems have played an important role in scheduling. In general, these problems require scheduling a set of jobs on a unique resource, satisfying diverse constraints, with the goal of optimizing a given objective function. In addition to their many practical applications (e.g., supply chain [25], packet-switched networks [26], or manufacturing [27]), they stand out for acting as building blocks of other more complex problems, usually providing useful approximations or lower bounds [7,28].

This paper studies a problem of this kind that arose in the context of scheduling the charging times of a fleet of electric vehicles [29]. In its formal definition, a set of jobs has to be scheduled on a single machine whose capacity varies over time, with the aim of minimizing the total tardiness objective function. This problem is denoted ( $\left.1, \operatorname{Cap}(t) \| \sum T_{i}\right)$ in the conventional $(\alpha|\beta| \gamma)$ notation [30] and it is NP-hard [31,32].

The (1, $\left.\operatorname{Cap}(t) \| \sum T_{i}\right)$ problem has been considered both in online (with real-time requirements) and offline settings. In [29], it was solved by means of the Apparent Tardiness Cost (ATC) priority rule [33], which is of common use in scheduling problems with tardiness objectives. Later, a genetic algorithm [31] was shown to compute much better schedules than classical priority rules, including ATC, at the expense of longer running times. More recently, this genetic algorithm was combined with an efficient local search procedure, resulting in a memetic algorithm [32]. The local search method is based on swapping pairs of consecutive jobs in a so-called C-path, defined as a sequence of consecutive jobs in a feasible schedule. The memetic algorithm was shown to outperform the genetic algorithm by a wide margin and, to our best knowledge, it is the current best-performing offline approach for solving the $\left(1, \operatorname{Cap}(t) \| \sum T_{i}\right)$ problem. The problem has also been solved in the recent past by means of priority rules evolved by genetic programming [34], as well as ensembles (or sets) of rules [35]. These approaches often produce better schedules than classical rules, as ATC, and are well-suited for solving the problem online, given their very short running times. However, the quality of the schedules they compute was shown to be still significantly lower than that of the schedules calculated by offline methods, as the aforementioned memetic algorithm.

Building on [32], this paper makes several contributions towards solving the (1, Cap $\left.(t) \| \sum T_{i}\right)$ problem:

- First, new efficient local search procedures for the problem are proposed and their relevant properties, as correctness and worst-case complexity, are studied. As the previous local search approach, the new methods rely on the notion of C-paths in a feasible schedule. However, they incorporate mechanisms to make them more effective. These include a new condition for swapping pairs of consecutive jobs, the integration of a hill climbing approach, a procedure that operates on several C-paths at the same time and a new way of improving the quality of schedules by interchanging jobs between different C-paths.
- Then, the local search procedures are exploited in combination with a genetic algorithm, giving rise to new memetic algorithms. These algorithms have been designed with the aim of achieving a proper balance between the exploration of the search space and the intensification in its most promising areas.
- An extensive experimental study demonstrates that the memetic algorithms proposed in this work achieve conclusive improvements in practice. The results reveal that the new local search procedures enable the memetic algorithms to reach far better solutions than other methods, including the memetic algorithm proposed in [32] and a constraint programming approach.
The remainder of the paper is structured as follows: Section 2 formally defines the (1, Cap $\left.(t) \| \sum T_{i}\right)$ problem. Section 3 summarizes the main components of the memetic algorithm proposed in [32], providing the necessary background. The new local search
procedures and the new memetic algorithms are described in Sections 4 and 5, respectively. Section 6 reports the results from the experimental study. Finally, the paper concludes in Section 7.


## 2. Definition of the Problem

In the $\left(1, \operatorname{Cap}(t) \| \sum T_{i}\right)$ problem $n$ jobs $\mathcal{J}=\{1, \ldots, n\}$ have to be scheduled on a single machine. Each job $i \in \mathcal{J}$ is available at time $t=0$ and has a given duration $p_{i}$ and a due date $d_{i}$. Processing a job results in the consumption of one unit of the machine's capacity while it is being processed. The capacity of the machine varies over time: for a time instant $t \geq 0, \operatorname{Cap}(t)$ denotes its capacity in the interval $[t, t+1)$. It is assumed that $\operatorname{Cap}(t)>0$ for all $t \geq 0$.

A feasible schedule $S$ is an assignment of a starting time $s_{i}$ to each job $i \in \mathcal{J}$ satisfying the following constraints:

- The capacity of the machine cannot be exceeded at any time, i.e., $X(t) \leq \operatorname{Cap}(t)$ for all $t \geq 0$, where $X(t)$ denotes the total consumption of the machine in the interval $[t, t+1)$ due to the jobs scheduled. This corresponds to the number of jobs that are processed in parallel in that interval.
- The processing of a job cannot be preempted, i.e., $C_{i}=s_{i}+p_{i}$ for all $i \in \mathcal{J}$, where $C_{i}$ denotes the completion time of job $i$.
In a feasible schedule $S$, each job $i \in \mathcal{J}$ incurs in a tardiness $T_{i}=\max \left\{0, C_{i}-d_{i}\right\}$, which measures its delay when the job is completed after its due date. The total tardiness of $S$, denoted $T(S)$, is defined as the sum of the tardiness values of all the jobs, that is:

$$
\begin{equation*}
T(S)=\sum_{i \in \mathcal{J}} T_{i} \tag{1}
\end{equation*}
$$

The goal is to find a feasible schedule with the minimum total tardiness possible.
Example 1. Consider a problem instance with a set of jobs $\mathcal{J}=\{1, \ldots, 12\}$, whose durations and due dates are given in the following table:

| $i$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $p_{i}$ | 4 | 4 | 2 | 3 | 4 | 3 | 2 | 3 | 2 | 3 | 3 | 5 |
| $d_{i}$ | 4 | 9 | 13 | 4 | 7 | 8 | 10 | 3 | 13 | 5 | 9 | 7 |

Figure 1 shows a feasible schedule. For each job, its processing time and its due date is represented in parentheses. The capacity of the machine over time, Cap $(t)$, is shown in the Gantt chart as well. The total consumption $X(t)$ is not explicitly represented, but it can be easily seen that it always holds that $X(t) \leq$ Cap $(t)$. In this schedule, the jobs that incur in a positive tardiness are $1\left(T_{1}=5\right), 2\left(T_{2}=5\right), 4\left(T_{4}=6\right), 5\left(T_{5}=9\right), 6\left(T_{6}=4\right)$ and $8\left(T_{8}=8\right)$. So, its total tardiness is 37. Figure 2 shows another feasible schedule. As can be seen, the consumption never exceeds the capacity of the machine, even though job 2 is represented above the capacity line in the Gantt chart. In this case, the jobs that incur in a positive tardiness are $1\left(T_{1}=5\right), 2\left(T_{2}=6\right), 4\left(T_{4}=6\right)$, $5\left(T_{5}=10\right), 6\left(T_{6}=5\right)$ and $8\left(T_{8}=8\right)$. So, its total tardiness is 40 .


Figure 1. Feasible schedule for the instance in Example 1.


Figure 2. Another feasible schedule for the instance in Example 1.
This problem arose in the context of scheduling the charging times of a fleet of electric vehicles in a community park [29]. In this scenario, it appears as a subproblem of the Electric Vehicles Charging Scheduling Problem (EVCSP), which considers a station with three charging lines and power and balance constraints on their load. The ( $\left.1, \operatorname{Cap}(t) \| \sum T_{i}\right)$ problem focuses on scheduling the charging times of the vehicles in one line at a given point in time, subject to maximum load constraints, which result in the definition of Cap $(t)$ for a given problem instance. In [29], Cap $(t)$ was expected to be a unimodal step function, first growing until reaching a peak and then decreasing until getting stabilized at a value greater than 0 . Nevertheless, the formal definition of the problem does not impose Cap $(t)$ to be of any given form.

The (1, Cap $\left.(t) \| \sum T_{i}\right)$ problem was proven NP-hard [32] by reducing the $\left(1 \| \sum T_{i}\right)$ and the $\left(P \| \sum T_{i}\right)$ problems to it. These problems are known to be NP-hard [36]. In the $\left(1 \| \sum T_{i}\right)$ problem the machine has a constant capacity of one unit, whereas in the $\left(P \| \sum T_{i}\right)$ problem there are $m$ identical parallel machines. Any instance of these problems can be reduced to the $\left(1, \operatorname{Cap}(t) \| \sum T_{i}\right)$ problem by simply defining the capacity of the machine as $\operatorname{Cap}(t)=1$ or $\operatorname{Cap}(t)=m$ for all $t \geq 0$, respectively.

## 3. Preliminaries

This section summarizes the main components of the memetic algorithm proposed in [32], namely, the schedule builder used to define the search space, the genetic algorithm, the local search procedure and their combination.

### 3.1. Schedule Builder

The definition of a suitable search space is an essential step in the development of effective scheduling algorithms. To this aim, schedule builders, or schedule generation schemes, have been commonly used (e.g., [37-42]). Schedule builders are non-deterministic constructive methods that allow the computation and enumeration of a subset of the feasible schedules, thus implicitly defining a search space.

Algorithm 1 shows the pseudocode of the schedule builder proposed in [31,32] for the (1, Cap $\left.(t) \| \sum T_{i}\right)$ problem. It maintains a set $U S$ containing the jobs to be scheduled, which is initialized to the set of all jobs $\mathcal{J}$. The algorithm proceeds iteratively: at each iteration a job $u \in U S$ is selected (non-deterministically) and it is scheduled at the earliest possible time $s_{u}$ such that the capacity of the machine is not exceeded at any time. After scheduling the job $u$, the consumption of the machine $X(t)$ is updated accordingly and $u$ is removed from US. The algorithm terminates when all the jobs have been scheduled, returning a feasible schedule.

Notice that the job to be scheduled at each iteration is selected non-deterministically. This way, the schedule computed depends on the sequence of choices made. For example, considering the problem instance in Example 1, the sequence of choices $\pi_{1}=$ $(3,12,10,7,1,9,11,4,8,6,2,5)$ would result in the schedule shown in Figure 1. The sequence $\pi_{2}=(3,10,12,7,1,11,9,4,8,6,2,5)$ would lead the schedule builder to compute the same schedule, so this mapping is many-to-one.

Regardless of these choices, the schedule builder always returns a so-called left-shifted schedule, in which no job can be scheduled earlier without delaying the starting time of another job [43]. An example of such a schedule is the one shown in Figure 1. However, the schedule shown in Figure 2 is not left-shifted since, for instance, jobs 2, 5 or 6 could be moved to start earlier without delaying any other job.

```
Algorithm 1 Schedule Builder ([31,32])
Data: A (1, Cap \(\left.(t) \| \sum T_{i}\right)\) problem instance \(\mathcal{P}\).
Result: A feasible schedule \(S\) for \(\mathcal{P}\).
\(U S \leftarrow\{1,2, \ldots, n\}\);
\(X(t) \leftarrow 0, \forall t \geq 0 ;\)
while \(U S \neq \varnothing\) do
    Non-deterministically pick job \(u \in U S\);
    Assign \(s_{u}=\min \left\{t^{\prime} \mid \forall t\right.\) with \(\left.t^{\prime} \leq t<t^{\prime}+p_{u}: X(t)<\operatorname{Cap}(t)\right\}\);
    Update \(X(t) \leftarrow X(t)+1, \forall t\) with \(s_{u} \leq t<s_{u}+p_{u}\);
    \(U S \leftarrow U S-\{u\} ;\)
end
return Feasible schedule \(S=\left(s_{1}, s_{2}, \ldots, s_{n}\right)\);
```

In addition, the non-deterministic selection of jobs in Algorithm 1 enables the definition of a search space containing all left-shifted schedules, by considering all possible sequences of choices (i.e., permutations of the set of jobs). This search space is guaranteed to contain at least one optimal solution to any $\left(1, \operatorname{Cap}(t) \| \sum T_{i}\right)$ problem instance. For further details, the interested reader is referred to [32].

Among different possibilities, the schedule builder can be used in combination with a priority rule or as the decoder of a genetic algorithm, as described below.

### 3.2. Genetic Algorithm

Genetic algorithms (GAs) are population-based metaheuristics inspired by the theory of evolution [44]. GAs have been successful at solving combinatorial optimization problems, including scheduling problems (e.g., [11,14,45,46]).

Algorithm 2 depicts the main structure of the genetic algorithm proposed in $[31,32]$ for solving the $\left(1, \operatorname{Cap}(t) \| \sum T_{i}\right)$ problem. The GA has four parameters: crossover and mutation probabilities ( $P_{c}$ and $P_{m}$ ), number of generations (\#Gen) and population size (PopSize). Initially, the first population is generated at random and evaluated. Then, at each generation, the population is evolved by the application of selection, recombination, evaluation and replacement operators. In the selection phase chromosomes are organized into pairs at random. Each of these pairs undergoes crossover and mutation operators with probabilities $P_{c}$ and $P_{m}$, respectively, what results in two offspring. Then, the new individuals are evaluated, obtaining the actual solutions they represent. Finally, the new population is built in the replacement phase, by a process in which the parents and their offpring compete in a tournament. The GA terminates when \#Gen generations have been completed, returning the best schedule found. However, other termination criteria could be used instead, as establishing a time limit.

Chromosomes in the GA are permutations of the set of job indices, defining total orderings among the jobs. The GA uses the well-known Order Crossover (OX) operator [47], by which an offspring inherits the positions of a (random) subset of the jobs from the first parent and the relative order of the remaining jobs from the second parent. As mutation operator, the GA uses a simple procedure that swaps two random elements in the chromosome. The evaluation of a chromosome is done by means of the schedule builder shown in Algorithm 1, scheduling the jobs in the order they appear in the chromosome. Specifically, given a chromosome $c=\left(c_{1}, \ldots, c_{n}\right)$, at the $i$-th iteration the schedule builder selects and schedules the job $c_{i}$. This results in a feasible left-shifted schedule. For example, considering the problem instance in Example 1, the chromosome (3, 12, 10, 7, 1, 9, 11, 4, 8, $6,2,5)$ would lead to the schedule shown in Figure 1.

```
Algorithm 2 Genetic Algorithm ([31,32])
Data: A (1,Cap (t)|\sumT}\mp@subsup{T}{i}{})\mathrm{ problem instance }\mathcal{P}\mathrm{ and a set of parameters: crossover probabil-
        ity }\mp@subsup{P}{c}{}\mathrm{ , mutation probability }\mp@subsup{P}{m}{}\mathrm{ , number of generations #Gen and population size
        PopSize.
```

Result: A feasible schedule for $\mathcal{P}$.
Generate and evaluate the initial population $P(0)$;
for $t=1$ to \#Gen-1 do
Selection: organize the chromosomes in $P(t-1)$ into pairs at random;
Recombination: mate each pair of chromosomes and mutate the two offspring in
accordance with $P_{c}$ and $P_{m}$;
Evaluation: evaluate the resulting chromosomes;
Replacement: make a tournament selection among every two parents and their off-
spring to complete $P(t)$;
end
return The best schedule built so far;

### 3.3. Local Search Procedure

Local search algorithms have been widely used for solving a variety of hard scheduling problems (e.g., [15-17]). These methods aim at iteratively improving the quality of a given solution by performing changes on it, moving to neighbouring solutions.

The local search procedure our contributions build on is based on swapping pairs of consecutive jobs in a feasible left-shifted schedule. Two jobs $i$ and $j$ are consecutive in a schedule $S$ if $s_{i}=s_{j}+p_{j}$ or $s_{j}=s_{i}+p_{i}$, i.e., if one of the jobs starts its processing just after the other one is completed.

As proven in [32], swapping a pair of consecutive jobs $(i, j)$ in a schedule $S$ results in a new feasible schedule $S^{\prime}$ where all the other jobs keep their starting time (and so their tardiness). As a consequence, if the total tardiness of $S$ is known in advance, the total tardiness of $S^{\prime}$ can be computed in constant time as $T\left(S^{\prime}\right)=T(S)-\left(T_{i}+T_{j}\right)+\left(T_{i}^{\prime}+T_{j}^{\prime}\right)$, where $T_{i}^{\prime}=\max \left\{0,\left(s_{i}+p_{i}+p_{j}\right)-d_{i}\right\}$ and $T_{j}^{\prime}=\max \left\{0,\left(s_{i}+p_{j}\right)-d_{j}\right\}$. This allows for establishing an efficient improvement condition of $S^{\prime}$ over $S$ from swapping the pair of consecutive jobs $(i, j): S^{\prime}$ improves $S$ if and only if $\left(T_{i}^{\prime}+T_{j}^{\prime}\right)<\left(T_{i}+T_{j}\right)$.

The results above serve to define a neighbourhood structure, consisting of all the pairs of consecutive jobs in a given schedule. This structure could be exploited by any standard local search approach (e.g., simulated annealing [48], tabu search [49], etc.). However, as pointed out in [32], jobs with earlier starting times in a schedule could be expected to contribute less to the total tardiness than those that start their processing later. This observation led to the definition of an efficient local search procedure, aiming at delaying jobs with low tardiness values in favor of jobs with higher values.

The procedure exploits the notion of C-path, defined as a maximal sequence of pairwise consecutive jobs in a feasible schedule. As an example, in the schedule shown in Figure 1, the sequence of jobs $(3,10,1,6,5)$ constitutes a $C$-path. Other examples are $(3,12,4,2),(7,9,8)$ and $(7,11)$. This concept is similar to the notion of critical block commonly used in the context of shop scheduling problems [16,50]. Throughout, for a C-path $P$, $T(P)$ will denote its tardiness, i.e., the sum of the tardiness values of all the jobs contained in it. In addition, $P[k]$ will denote the $k$-th job in $P$, with $k$ an integer index in the interval $[1, \ldots,|P|]$.

Algorithm 3 shows the local search approach (the pseudocode of the local search procedure proposed in [32] has been split in Algorithms 3 and 4 to improve the presentation of the new local search algorithms described in Section 4), referred to as Single C-path local search (SCP) herein. It is based on the observation that rearranging the jobs in a C-path $P$ does not alter the tardiness of any job outside $P$. As can be observed, given a feasible left-shifted schedule $S$, SCP consists of two phases: it first computes a random C-path $P$ in $S$, which is then processed in order to improve its tardiness. As a result a (potentially) improved feasible left-shifted schedule $S^{\prime}$ is returned, i.e., $T\left(S^{\prime}\right) \leq T(S)$.

Computing an optimal order of the jobs in a C-path can be seen as an instance of the $\left(1 \| \sum \mathrm{Ti}\right)$ problem. This problem is known to be NP-hard [51], so solving it to optimality may be too time-consuming. As an alternative, SCP uses the efficient procedure ProcessPath, shown in Algorithm 4. This procedure operates on a feasible schedule $S^{\prime}$ and on a C-path $P^{\prime}$, initialized as copies of the input schedule $S$ and input C-path $P$. The algorithm traverses $P^{\prime}$ from left to right. At each iteration, it considers the job $P^{\prime}[i]$, and swaps it with the next job in the C-path while the aforementioned improvement condition is fulfilled. Upon termination, the algorithm returns $S^{\prime}$ and $P^{\prime}$.

Notice that, although ProcessPath is deterministic, it operates on a random C-path, what introduces a source of randomness to the SCP procedure.

The procedure ProcessPath performs at most $\mathcal{O}\left(\left|P^{2}\right|\right)$ swap operations, what gives an upper bound on its runtime complexity, since both testing the improvement condition and swapping jobs can be done in constant time. As a result, the SCP local search procedure runs in $\mathcal{O}\left(n^{2}\right)$, with $n$ the number of jobs, as in the worst case $|P|=n$.

```
Algorithm 3 Single C-path local search (SCP)
Data: A feasible schedule S.
Result: A feasible schedule S' with T(S')\leqT(S).
P\leftarrowComputeCPath(S);
\langleS',P'\rangle}\leftarrow\leftarrowProcessPath(S,P)
return S';
```

```
Algorithm 4 ProcessPath
Data: A feasible schedule \(S\), a C-path \(P\) in \(S\).
Result: A feasible schedule \(S^{\prime}\) with \(T\left(S^{\prime}\right) \leq T(S)\), the improved C-path \(P^{\prime}\).
\(\left\langle S^{\prime}, P^{\prime}, i\right\rangle \leftarrow\langle S, P, 1\rangle\);
while \(i<\left|P^{\prime}\right|\) do
    \(j \leftarrow i\);
    while \(j<\left|P^{\prime}\right| \wedge \operatorname{Improves}\left(P^{\prime}[j], P^{\prime}[j+1], S^{\prime}\right)\) do
        \(\operatorname{Swap}\left(P^{\prime}[j], P^{\prime}[j+1], S^{\prime}\right)\);
        \(j \leftarrow j+1\);
    end
    if \(i=j\) then \(i \leftarrow i+1\);
end
return \(\left\langle S^{\prime}, P^{\prime}\right\rangle\);
```


### 3.4. Memetic Algorithm

Memetic algorithms (MAs) are hybrid metaheuristics that result from combining genetic algorithms and local search methods [52]. These algorithms are often able to keep a proper balance between the exploration and exploitation of the search space. The GA searches for solutions globally, guiding the process towards promising areas, whereas local search intensifies the search locally, what leads to finding better solutions. As a result, MAs have been very effective at solving scheduling problems (e.g., [18,19,53-55]).

The memetic algorithm proposed in [32] for the (1, $\left.\operatorname{Cap}(t) \| \sum T_{i}\right)$ problem has the same structure as the GA shown in Algorithm 2. However, after a feasible schedule is computed by the schedule builder (Algorithm 1) in the evaluation phase, the MA uses the SCP local search procedure (Algorithm 3) in an attempt to improve it.

In order to incorporate the characteristics of the improved schedules into the population, the MA implements a Lamarackian evolution model by which the improved schedule is coded back into the chromosome it came from. This is done by replacing the chromosome by a new one where the jobs in the C-path $P$ processed by the SCP procedure appear in same order as in the resulting C-path $P^{\prime}$, and all the other jobs keep the same positions. This way, the new chromosome would lead the schedule builder to build the improved schedule $P^{\prime}$.

Throughout, this memetic algorithm will be referred to as $\mathrm{MA}_{\mathrm{SCP}}$.

## 4. New Local Search Procedures

This section describes the proposed new local search procedures for the (1, Cap $\left.(t) \| \sum T_{i}\right)$ problem. The new methods build on the SCP local search algorithm described in Section 3.3. These are aimed at making the local search more effective and, at the same time, keeping their complexity low.

### 4.1. Enhancements to Single C-Path Local Search

First, two enhancements to the SCP procedure are proposed, both operating on a single C-path. The first one extends the condition for swapping two consecutive jobs, whereas the second one integrates a hill climbing approach for improving a C-path to a greater extent.

### 4.1.1. Slack-Aware Improvement Condition

The SCP procedure swaps two consecutive jobs $(i, j)$ in a C-path if the improvement condition $\left(T_{i}^{\prime}+T_{j}^{\prime}\right)<\left(T_{i}+T_{j}\right)$ holds. This way, performing a swap operation always results in a feasible schedule with less total tardiness. However, there may be situations where the condition is not fulfilled, but swapping the jobs may still be beneficial.

Consider the case that $\left(T_{i}^{\prime}+T_{j}^{\prime}\right)=\left(T_{i}+T_{j}\right)$, i.e., swapping the jobs would not have any (immediate) effect in the total tardiness of the resulting schedule. Since the C-path is processed from left to right, further improvements would be more likely to occur in subsequent iterations if the job that is left in the second place had a greater slack, defined as the difference between its due date and its completion time. Notice that a positive slack means that the job would be completed before its deadline, whereas a negative slack indicates that the job would incur in some (positive) tardiness.

This way, if the jobs $i$ and $j$ are not swapped, the job left in the second position would be $j$, and its slack would be $d_{j}-C_{j}$. On the other hand, if the jobs are swapped, the second job would be $i$, with a slack of $d_{i}-C_{i}^{\prime}$, where $C_{i}^{\prime}=s_{i}+p_{i}+p_{j}$. Since $C_{i}^{\prime}=C_{j}$ it suffices to compare the due dates of the jobs to determine whether $d_{i}-C_{i}^{\prime}>d_{j}-C_{j}$. This results in the extended improvement condition shown in the following equation:

$$
\begin{equation*}
\left[\left(T_{i}^{\prime}+T_{j}^{\prime}\right)<\left(T_{i}+T_{j}\right)\right] \vee\left[\left(T_{i}^{\prime}+T_{j}^{\prime}\right)=\left(T_{i}+T_{j}\right) \wedge d_{j}<d_{i}\right] \tag{2}
\end{equation*}
$$

Example 2. Consider the schedule depicted in Figure 1, and the C-path (3, 10, 1, 6, 5). If the procedure ProcessPath is run with the original improvement condition, no swap operation would be performed. However, the use of the slack-aware condition results in several swaps, leading to reductions in the total tardiness along the process. The resulting C-path is shown in Figure 3, with a total tardiness of 13 , given by the jobs $10\left(T_{10}=2\right), 6\left(T_{6}=2\right)$ and $5\left(T_{5}=9\right)$. The resulting schedule has a total tardiness of 32, five units less than the original one.


Figure 3. Resulting C-path in Example 2.
By using the slack-aware improvement condition, there is the guarantee that the final schedule $S^{\prime}$ will be such that $T\left(S^{\prime}\right) \leq T(S)$, since no swap operation that increases the total tardiness is ever performed. In addition, the new condition does not affect the worst-case complexity of the method, as it can be checked in constant time and the maximum possible number of swap operations remains the same.

Throughout, the predicate $\operatorname{Improves}(i, j)$ will indicate whether the improvement condition holds for a pair of consecutive jobs $(i, j)$. Besides, the SCP procedure using the new improvement condition will be referred to as iSCP.

### 4.1.2. Hill Climbing on a Single C-Path

An analysis of the procedure ProcessPath (Algorithm 4) reveals that the resulting C-path may be further improved by swapping some pair of consecutive jobs.

Suppose that in a given iteration there are three consecutive jobs $(i, j, k)$ in the Cpath $P$, i.e., $P=(P[1], P[2], \ldots, i, j, k, \ldots, P[|P|])$, and that the improvement condition $\operatorname{Improves}(i, j)$ does not hold. This way, the jobs $i$ and $j$ are not swapped and, by construction of the algorithm, $i$ will not be swapped with any other job that appears after it. If in the next iteration the algorithm swaps $j$ and $k$, the final C-path will be of the form $P^{\prime}=$ $\left(P^{\prime}[1], \ldots, i, \ldots, k, \ldots, j, \ldots, P^{\prime}[|P|]\right)$, since $j$ and $k$ could be swapped with other jobs in subsequent iterations. In this situation, swapping $i$ with the next job in the $C$-path might result in an improvement.

Example 3. Consider the schedule depicted in Figure 1, and the C-path (7, 9, 8). In the first iteration, the procedure ProcessPath (using the slack-aware improvement condition) does not swap the jobs 7 and 9. In the second iteration, it swaps the jobs 9 and 8, what results in the C-path (7,8, 9). Now, if this procedure is issued again, the jobs 7 and 8 would be swapped and the final C-path would be ( $8,7,9$ ), shown in Figure 4. The new C-path has a total tardiness of 4, given by job 8 $\left(T_{8}=4\right)$, four units less than the original one.


Figure 4. Resulting C-path in Example 3.
The observation above serves to develop an improved version of ProcessPath, by performing a hill-climbing approach. The new version of the method, termed ProcessPath+, is shown in Algorithm 5. As can be observed, the method repeatedly invokes ProcessPath until there are no reductions in the total tardiness objective function. Upon termination, the method reaches a fixpoint where swapping any pair of consecutive jobs in the C-path $P^{\prime}$ does not result in an improvement. As can be observed, the structure of ProcessPath+is similar to the Bubble Sort algorithm: each invocation to the procedure ProcessPath could be related to one pass of the sorting algorithm, and it terminates when no swaps are made in a given iteration.

Noticeably, given a schedule $S$ and a C-path $P$ in $S$ as input, the procedure ProcessPath+ performs at most $|P|$ iterations.

To show this, it is first proven that after the $i$-th iteration, the last $i$ jobs in the C-path become fixed, i.e., they will not be rearranged in any future iterations of the method. This follows from the next result:

Lemma 1. Let $P$ be the initial $C$-path, $L=|P|$ and $P^{(i)}$, with $i \geq 1$, the $C$-path computed after the $i$-th iteration of ProcessPath+. Then, $P^{(i)}[k]=P^{(i+1)}[k]$ for all $k \in[L-i+1, L]$.

Proof. The lemma is proven by induction on the number of iterations.
(Base case: $i=1$ ) $P^{(1)} \neq P^{(2)}$ only if at some step in the computation of $P^{(1)}$ there are two consecutive jobs $\left(j_{1}, j_{2}\right)$ such that the condition $\operatorname{Improves}\left(j_{1}, j_{2}\right)$ does not hold and $P^{(1)}=\left(P^{(1)}[1], \ldots, j_{1}, k, \ldots, j_{2}, \ldots, P^{(1)}[L]\right)$ with $k \neq j_{2}$. Suppose, w.l.o.g., that there is only one such pair of consecutive jobs. Since $\operatorname{Improves}\left(j_{1}, j_{2}\right)$ does not hold, $j_{1}$ will not be swapped with $j_{2}$ in the computation of $P^{(2)}$. So, $P^{(1)}[L]=P^{(2)}[L]$.
(Inductive step: $i>1$ ) Assume as inductive hypothesis that $P^{(i-1)}[k]=P^{(i)}[k]$ for all $k \in[L-(i-1)+1, L] . P^{(i)} \neq P^{(i+1)}$ only if at some step in the computation of $P^{(i)}$ there are two consecutive jobs $\left(j_{1}, j_{2}\right)$ such that the condition Improves $\left(j_{1}, j_{2}\right)$ does not hold and $P^{(i)}=\left(P^{(i)}[1], \ldots, j_{1}, k, \ldots, j_{2}, \ldots, P^{(i)}[L]\right)$, with $k \neq j_{2}$. Suppose, w.l.o.g., that there is only one such pair of consecutive jobs. As the inductive hypothesis holds, it must be that Improves $\left(P^{(i-1)}[k], P^{(i-1)}[k+1]\right)$ does not hold for any $k \in[L-(i-1)+1, L-1]$. So, $P^{(i)}=\left(P^{(i)}[1], \ldots, j_{1}, k, \ldots, j_{2}, \ldots, P^{(i)}[L-i+1], P^{(i-1)}[L-(i-1)+1], \ldots, P^{(i-1)}[L]\right)$.

Since Improves $\left(j_{1}, j_{2}\right)$ does not hold, $j_{1}$ will not be swapped with $j_{2}$ in the computation of $P^{(i+1)}$. Hence, $P^{(i)}[L-i+1]=P^{(i+1)}[L-i+1]$ and hence $P^{(i)}[k]=P^{(i+1)}[k]$ for all $k \in[L-i+1, L]$.

Now, the bound on the maximum number of iterations performed by ProcessPath + can be easily shown.

Proposition 1. ProcessPath + performs at most $|P|$ iterations.
Proof. By Lemma 1, after the $(|P|-1)$-th iteration, it holds that $P^{(|P|-1)}[k]=P^{(|P|)}[k]$ for all $k \in[2,|P|]$. Since there is only one job left (the first one), it must also hold that $P^{(|P|-1)}[1]=P^{(|P|)}[1]$. So, in the $|P|$-th iteration no swaps are made, what results in the termination of ProcessPath+.

Interestingly, the procedure ProcessPath + exhibits the same worst-case complexity than ProcessPath, as shown next:

Proposition 2. ProcessPath + runs in $\mathcal{O}\left(|P|^{2}\right)$.
Proof. Note that if two consecutive jobs $i$ and $j$ are swapped, they will not be swapped in subsequent iterations, since the improvement condition would not hold in the opposite direction. In $P$ there are $\binom{|P|}{2}=\frac{|P|^{2}-|P|}{2}$ possible unordered pairs of jobs, what gives an upper bound of the total number of swap operations that the algorithm can possibly perform along its execution. Now, let $s w_{i}$ denote the number of swap operations performed at the $i$-th iteration. Since the whole C-path is traversed, this results in $\left(|P|+s w_{i}-1\right)$ checks of the improvement condition. By Proposition 1, there can be at most $|P|$ iterations. Hence, the total number of checks will be $\left(|P|+s w_{1}-1\right)+\cdots+\left(|P|+s w_{|P|}-1\right)=|P|^{2}+$ $\sum_{i=1}^{|P|} s w_{i}-|P| \leq|P|^{2}+\binom{|P|}{2}-|P| \in \mathcal{O}\left(|P|^{2}\right)$. Since both performing a swap operation and testing the improvement condition are done in constant time, the complexity of ProcessPath + is $\mathcal{O}\left(|P|^{2}\right)$.

The use of ProcessPath + gives rise to a new local search method, termed SCP+, that is shown in Algorithm 6. As SCP, the new method computes a random C-path $P$ and tries to improve it. However, in the second phase it invokes ProcessPath + instead of the simpler ProcessPath. In the worst case $|P|=n$, with $n=|\mathcal{J}|$, so SCP+ runs in $\mathcal{O}\left(n^{2}\right)$.

```
Algorithm 5 ProcessPath +
Data: A feasible schedule \(S\), a C-path \(P\) in \(S\).
Result: A feasible schedule \(S^{\prime}\) with \(T\left(S^{\prime}\right) \leq T(S)\), the improved C-path \(P^{\prime}\).
\(\left\langle S^{\prime}, P^{\prime}\right\rangle \leftarrow \operatorname{ProcessPath}(S, P)\);
    while \(T\left(P^{\prime}\right)<T(P)\) do
    \(P \leftarrow P^{\prime}\);
    \(\left\langle S^{\prime}, P^{\prime}\right\rangle \leftarrow \operatorname{ProcessPath}\left(S^{\prime}, P^{\prime}\right) ;\)
end
return \(\left\langle S^{\prime}, P^{\prime}\right\rangle\);
```

```
Algorithm 6 SCP with Hill Climbing (SCP+)
Data: A feasible schedule S.
Result: A feasible schedule S' with T(S')\leqT(S).
P}\leftarrow\mathrm{ ComputeCPath(S);
\langleS', P'\rangle}\leftarrow ProcessPath+(P,S)
return S';
```


### 4.2. Cover-Based Local Search

The previous methods aim at improving a single C-path $P$ in a schedule, leaving all the jobs outside $P$ unaltered. Clearly, processing these jobs could bring additional improvements.

This section proposes a new procedure based on computing and processing a cover of C-paths, that is, a set of C-paths such that the union of their elements hits all the jobs in $\mathcal{J}$. In order to be able to efficiently process the C-paths independently from each other, the cover is restricted to be a partition of the set $\mathcal{J}$. This way, given a schedule $S$ a cover $\mathcal{C}=\left\{P_{1}, \ldots, P_{k}\right\}$ is a set of maximal sequences of pair-wise consecutive jobs in $S$, such that each job in $\mathcal{J}$ belongs to exactly one $P_{i}$. Notice that such sequences may not be maximal w.r.t. all the jobs in $S$. Anyway, each $P_{i}$ in the cover will be maximal w.r.t. the jobs that do not belong to any other $P_{j}$, with $i \neq j$. So, slightly abusing notation, it is referred to as a C-path.

Once a cover is computed, the new cover-based local search procedure, termed CB, processes each of the C-paths, aiming at reducing their total tardiness.

Example 4. Consider the schedule shown in Figure 1. The first step taken by $C B$ is computing a cover of $C$-paths, for instance $\mathcal{C}=\left\{P_{1}, \ldots, P_{4}\right\}$, with $P_{1}=(3,10,1,6,5), P_{2}=(12,4,2)$, $P_{3}=(9,7,8)$ and $P_{4}=(11)$. Then, the procedure ProcessPath + is invoked on each $C$-path in the cover, what results in the improved $C$-paths $P_{1}^{\prime}=(1,10,6,3,5), P_{2}^{\prime}=(4,2,12), P_{3}^{\prime}=(8,7,9)$ and $P_{4}^{\prime}=(11)$. Note that since there is only one job in $P_{4}$ no improvements are possible. After all the C-paths have bee processed, the resulting schedule, shown in Figure 5 has a total tardiness of 25, twelve units less than the original one.


Figure 5. Resulting schedule in Example 4.
The computation of a cover of C-paths is depicted in Algorithm 7. The algorithm operates on a list $R$ of jobs and maintains a set $\mathcal{C}$ of sequences of pair-wise consecutive jobs. $\mathcal{C}$ is initialized as the empty set and will eventually contain the cover of C -paths returned by the method. The list $R$ contains the jobs sorted non-decreasingly by their starting times in the schedule $S$ given as input. Then, $R$ is traversed from left to right. At the $i$-th iteration, the method looks for a sequence $P_{c}$ to append the job $R[i]$, i.e., such that its last job is completed exactly at the starting time of $R[i]$. To this aim, it uses the function LookForPath, that returns the index $c>0$ of $P_{c}$ in $\mathcal{C}$ if such sequence exists and the value 0 otherwise. If a sequence $P_{c}$ is found, the job $R[i]$ is appended at its end. Otherwise a new sequence $(R[i])$ is created and added to $\mathcal{C}$.

It is easy to see that computing a cover of C-paths is done in $\mathcal{O}\left(n^{2}\right)$. First, the complexity of sorting the jobs is $\mathcal{O}(n \times \log (n))$, e.g., by using the Heapsort algorithm [56]. Second, the loop iterates over all the $n$ jobs, and for each job it may have to traverse the whole set $\mathcal{C}$, what gives the complexity $\mathcal{O}\left(n^{2}\right)$.

```
Algorithm 7 ComputeCoverCPaths
Data: A feasible schedule S.
Result: A cover of C-paths \mathcal{C}={\mp@subsup{P}{1}{},\ldots,\mp@subsup{P}{k}{}}\mathrm{ of }S\mathrm{ .}
R\leftarrowSort (\mathcal{J},S);
C}\leftarrow\varnothing
for i\in(1,\ldots,|R|) do
    c}\leftarrow\operatorname{LookForPath(\mathcal{C},R[i]);
    if c>0 then
        P
    else
        \mathcal{C}}\leftarrow\mathcal{C}\cup{(R[i])}
    end
end
return }\mathcal{C}\mathrm{ ;
```

Algorithm 8 shows the pseudocode of the cover-based local search procedure. As can be observed, it first computes a cover of C-paths $\left\{P_{1}, P_{2}, \ldots, P_{k}\right\}$ by using Algorithm 7. Then, the method attempts to improve each C-path $P_{i}$ in the cover by means of the procedure ProcessPath + . Notice that processing $P_{i}$ does not interfere with any other C-paths, since in every job belongs to only one C-path. Finally, the improved schedule $S^{\prime}$ is returned.

```
Algorithm 8 Cover-based Local Search Procedure (CB)
Data: A feasible schedule \(S\).
Result: A feasible schedule \(S^{\prime}\) with \(T\left(S^{\prime}\right) \leq T(S)\).
\(\left\{P_{1}, P_{2}, \ldots, P_{k}\right\} \leftarrow\) ComputeCoverCPaths \((\bar{S})\);
\(S^{\prime} \leftarrow S\);
for \(P_{i} \in\left\{P_{1}, \ldots, P_{k}\right\}\) do
    \(\left\langle S^{\prime}, P_{i}^{\prime}\right\rangle \leftarrow\) ProcessPath \(+\left(S^{\prime}, P_{i}\right) ;\)
end
return \(S^{\prime}\);
```

As invoking ProcessPath+ never increases the total tardiness, it follows that $T\left(S^{\prime}\right) \leq$ $T(S)$. Besides, as the previous methods, the new local search procedure has a worst-case quadratic complexity, as shown next:

Proposition 3. CB runs in $\mathcal{O}\left(n^{2}\right)$.
Proof. Computing the cover of C-paths in the first phase is done in $\mathcal{O}\left(n^{2}\right)$. Then, in the second phase the method performs $k$ iterations. At the $i$-th iteration, by Proposition 2, invoking ProcessPath + on $P_{i}$ has a complexity of $\mathcal{O}\left(\left|P_{i}\right|^{2}\right)$. Notice that $\left|P_{1}\right|^{2}+\cdots+\left|P_{k}\right|^{2} \leq$ $\left(\left|P_{1}\right|+\cdots+\left|P_{k}\right|\right)^{2}$. Since $\sum_{i=1}^{k}\left|P_{i}\right|=n$, the runtime complexity of the loop is bounded by $\mathcal{O}\left(n^{2}\right)$. So, CB runs in $\mathcal{O}\left(n^{2}\right)$.

### 4.3. Interchanging Jobs between C-Paths

The CB procedure processes the C-paths in a cover independently from each other, aiming at reducing their total tardiness. As an alternative, the global quality of the schedule could be improved by swapping jobs that belong to different C-paths.

Let $S$ be a feasible schedule, $P_{1}$ and $P_{2}$ two C-paths in a cover, and consider the jobs $i \in P_{1}$ and $j \in P_{2}$ such that $p_{i} \leq p_{j}$. The jobs $i$ and $j$ can be interchanged without interfering with any other $C$-paths if the following capacity condition holds in $S$ : just after the completion of the last job in $P_{1}$ there are at least $p_{j}-p_{i}$ time instants $t$ where $X(t)<\operatorname{Cap}(t)$. In this situation, interchanging the jobs results in a new schedule $S^{\prime}$ where $T_{i}^{\prime}=\max \left\{0,\left(s_{j}+p_{i}\right)-d_{i}\right\}$ and $T_{j}^{\prime}=\max \left\{0,\left(s_{i}+p_{j}\right)-d_{j}\right\}$. In addition, all the jobs in $P_{1}$ after $i$ are delayed $p_{j}-p_{i}$ time units (thus potentially increasing their tardiness), and the jobs in $P_{2}$ after $j$ are scheduled $p_{j}-p_{i}$ time units earlier (potentially reducing their tardiness), guaranteeing that $S^{\prime}$ is a left-shifted schedule.

If the new C-paths $P_{1}^{\prime}$ and $P_{2}^{\prime}$ are such that $T\left(P_{1}^{\prime}\right)+T\left(P_{2}^{\prime}\right)<T\left(P_{1}\right)+T\left(P_{2}\right), S^{\prime}$ would have a higher quality than $S$ in terms of total tardiness.

Example 5. Consider the schedule from Example 4 depicted in Figure 5, and the cover of C-paths $\mathcal{C}=\left\{P_{1}, \ldots, P_{4}\right\}$, with $P_{1}=(1,10,6,3,5), P_{2}=(4,2,12), P_{3}=(8,7,9)$ and $P_{4}=(11)$. The jobs 1 (in $P_{1}$ ) and 8 (in $P_{3}$ ) can be interchanged, as the capacity condition is fulfilled, and this operation results in a feasible schedule with less total tardiness. The same applies to the jobs 5 (in $P_{1}$ ) and 11 (in $P_{4}$ ). As a consequence, the resulting schedule, depicted in Figure 6, has a total tardiness of 22 , three units less than the original one.


Figure 6. Resulting schedule in Example 5.
Building on the previous idea, Algorithm 9 shows a new local search procedure, termed ICP, that attempts to reduce the total tardiness of a schedule $S$ by means of interchanging jobs between C-paths. First, a cover of C-paths $\mathcal{C}=\left\{P_{1}, \ldots, P_{k}\right\}$ is computed using Algorithm 7. At this point, the algorithm proceeds iteratively. It operates over a feasible schedule $S^{\prime}$, initialized as a copy of $S$. At each iteration, the C-path $P_{m} \in \mathcal{C}$ with the greatest tardiness is selected. Then, the algorithm traverses all the C-paths $P_{p}$ different from $P_{m}$, and for each job $P_{m}[i]$ in $P_{m}$ and each job $P_{p}[j]$ in $P_{p}$, it tests whether interchanging them is possible (i.e., if the aforementioned capacity condition holds). If so, the jobs are interchanged resulting in the new left-shifted schedule $S^{\prime \prime}$. This operation is performed by the procedure Interchange, which delays and moves earlier the jobs in the C-paths after $P_{m}[i]$ and $P_{p}[j]$ if necessary. If $T\left(S^{\prime \prime}\right)<T\left(S^{\prime}\right), S^{\prime}$ is replaced by $S^{\prime \prime}$. Finally, $P_{m}$ is removed from $\mathcal{C}$ and a new iteration is performed. The method terminates when $|\mathcal{C}|=1$, returning the (possibly) improved schedule $S^{\prime}$.

```
Algorithm 9 Local search by interchanging jobs between C-paths (ICP)
Data: A feasible schedule \(S\).
Result: A feasible schedule \(S^{\prime}\) with \(T\left(S^{\prime}\right) \leq T(S)\).
\(\mathcal{C} \leftarrow\) ComputeCoverCPaths \((S)\);
\(S^{\prime} \leftarrow S\);
while \(|\mathcal{C}|>1\) do
    \(P_{m} \leftarrow \operatorname{argmax}\left\{P_{i} \in \mathcal{C} \mid T\left(P_{i}\right)\right\} ;\)
    for \(P_{p} \in \mathcal{C} \backslash\left\{P_{m}\right\}\) do
            for \(i \in\left(1, \ldots,\left|P_{m}\right|\right)\) do
                for \(j \in\left(1, \ldots,\left|P_{p}\right|\right)\) do
                if CapacityCondition \(\left(P_{m}, P_{p}, P_{m}[i], P_{p}[j], S^{\prime}\right)\) then
                        \(S^{\prime \prime} \leftarrow \operatorname{Interchange}\left(P_{m}, P_{p}, P_{m}[i], P_{p}[j], S^{\prime}\right)\);
                    if \(T\left(S^{\prime \prime}\right)<T\left(S^{\prime}\right)\) then \(S^{\prime} \leftarrow S^{\prime \prime}\);
                end
            end
            end
    end
    \(\mathcal{C} \leftarrow \mathcal{C} \backslash\left\{P_{m}\right\} ;\)
end
return \(S^{\prime}\);
```

By construction, in the worst case, the ICP procedure will interchange $\mathcal{O}\left(n^{2}\right)$ pairs of jobs. On the other hand, the necessary operations for interchanging two jobs result in a linear overhead. Hence, the complexity of ICP is bounded by $\mathcal{O}\left(n^{3}\right)$.

### 4.4. Hybrid Approach

In order to benefit from all the methods described above, this section proposes a hybrid approach, termed HYB, that combines the CB and the ICP procedures.

Given a feasible schedule $S$ as input, the new method works as follows: first a cover of C-paths $\mathcal{C}=\left\{P_{1}, \ldots, P_{k}\right\}$ is computed and, as CB does, each $P_{i} \in \mathcal{C}$ is processed by means of the ProcessPath + procedure, resulting in the improved C-path $P_{i}^{\prime}$. This produces a (potentially) better schedule $S^{\prime}$, and the cover $\mathcal{C}^{\prime}=\left\{P_{1}^{\prime}, \ldots, P_{k}^{\prime}\right\}$. Then, the schedule undergoes the loop of ICP, by which jobs are interchanged between different $C$-paths in the cover $\mathcal{C}^{\prime}$.

By the properties of CB and ICP, the final schedule will never have a greater total tardiness than that of the original one. Furthermore, the complexity of HYB is bounded by $\mathcal{O}\left(n^{3}\right)$, given by the ICP component of the method.

## 5. New Memetic Algorithms

The efficiency of the local search methods proposed in the previous section makes them well-suited for working in combination with the genetic algorithm described in Section 3.2, each of them giving rise to a different memetic algorithm.

The new algorithms have the same structure as the MA proposed in [32] (described in Section 3.4), only differing in the local search procedure used. After a schedule is computed by the schedule builder (Algorithm 1) in the evaluation phase of the GA, a local search procedure is issued with the aim of improving it.

As a consequence, five new memetic algorithms for the ( $\left.1, \operatorname{Cap}(t) \| \sum T_{i}\right)$ problem are proposed: $\mathrm{MA}_{\mathrm{iSCP}}, \mathrm{MA}_{S C P+}, \mathrm{MA}_{\mathrm{CB}}, \mathrm{MA}_{\mathrm{ICP}}$ and $\mathrm{MA}_{\mathrm{HYB}}$. $\mathrm{MA}_{\mathrm{iSCP}}$ uses the SCP procedure (Algorithm 3) with the slack-aware improvement condition proposed in Section 4.1.1. MA $_{\text {SCP }+ \text { combines the GA with the hill-climbing approach SCP+ (Algorithm 6) described }}$ in Section 4.1.2. $\mathrm{MA}_{\mathrm{CB}}$ integrates the cover-based local search method CB (Algorithm 8) introduced in Section 4.2. MA $_{\text {ICP }}$ uses the local search procedure ICP (Algorithm 9), based on interchanging jobs between C-paths as described in Section 4.3. Finally, $\mathrm{MA}_{\mathrm{HYB}}$ exploits the hybrid local search procedure presented in Section 4.4.

As the MA proposed in [32], the new memetic algorithms instrument a Lamarckian evolution model, by which the characteristics of the improved schedules are transmitted to the population. This is done by a simple procedure that swaps two job indices in the chromosomes whenever the local search methods swap or interchange a pair of jobs. This way, the improved schedules are coded back into the chromosomes, what facilitates that the MAs converge to high-quality solutions. Notice that running the schedule builder on the resulting chromosomes would result in the improved schedules computed by the local search methods.

The complexity of the memetic algorithms depends on the population size (PopSize), the number of generations (\#Gen) and the complexity of the local search method used. Since the complexity of the genetic operators is not greater than that of the local search procedures, the complexity of $\mathrm{MA}_{\mathrm{iSCP}}, \mathrm{MA}_{\mathrm{SCP}+}$ and $\mathrm{MA}_{\mathrm{CB}}$ is given by $\mathcal{O}($ PopSize $\times \#$ Gen $\times$ $\left.n^{2}\right)$, whereas $\mathrm{MA}_{\text {ICP }}$ and $\mathrm{MA}_{\text {HYB }}$ have a complexity of $\mathcal{O}\left(\right.$ PopSize $\times \#$ Gen $\left.\times n^{3}\right)$.

## 6. Results

This section reports the results from an experimental study carried out to assess the performance of the algorithms proposed in this paper.

The experiments were carried out over a set of instances built for this purpose, using the random generation procedure proposed in [35]. Given a number of jobs ( $n$ ) and the maximum capacity of the machine $(M C)$, the generator produces instances where Cap $(t)$ is
an unimodal step function, making them similar in structure to those expected to arise in the context of electric vehicles charging [29].

The generation procedure works as follows $(U(a, b)$ denotes a random integer from a uniform distribution in $[a, b]$, and $N(\mu, \sigma)$ denotes a random integer from a normal distribution with mean $\mu$ and standard deviation $\sigma$ ): First, each job $i$ is assigned a processing time $p_{i}=U(20,100)$, and $\min p_{i}=\min \left\{p_{i} \mid i=1, \ldots, n\right\}$ and sum_ $p_{i}=\sum_{i=1}^{n} p_{i}$ are defined. The initial capacity of the machine is $I C=U(1, M C)$, and its final capacity is $F C=2$. Then, $\operatorname{Cap}(t)$ is defined by means of different capacity intervals, first increasing the capacity in one unit from IC to $M C$, and then reducing it one by one until reaching FC. Each interval has a duration of $\max \left\{\min _{-} p_{i} / 4, N(R, 0.2 \times R)\right\}$, with $R=$ sum_ $_{i} / S$, and $S=$ $\sum_{j=I C}^{M C-1} j+\sum_{j=F C}^{M C} j$. This seeks that the jobs are distributed over all the capacity intervals. Finally, each job $i$ is assigned a due date $d_{i}=U\left(p_{i}, B\right)$, where $B=R \times(2 \times M C-I C-1)$ is an approximation of completion time of all the jobs.

Using the approach above, 10 instances with each of the following configurations of $n$ and $M C$ were generated: $n=120$ and $M C \in\{3,5,7,10\} ; n=250$ and $M C \in\{10,20,30\}$; $n=500$ and $M C \in\{10,20,30\} ; n=750$ and $M C \in\{10,20,30,50\}$ and $n=1000$ and $M C \in\{10,20,30,50,100\}$. In all, the benchmark set consists of 190 instances. Note that earlier work [32] considered instances with up to 120 jobs in the experimental study. Herein, most of the instances are (much) larger, and so (much) more challenging what serves to evaluate how the different methods scale in practice.

A prototype was coded in C++ and all the experiments were run on a Linux cluster (Intel Xeon 2.26 GHz . 128 GB RAM).

To assess the performance of the proposed methods six memetic algorithms are compared, termed $\mathrm{MA}_{\mathrm{SCP}}, \mathrm{MA}_{\mathrm{iSCP}}, \mathrm{MA}_{\mathrm{SCP}+}, \mathrm{MA}_{\mathrm{CB}}, \mathrm{MA}_{\mathrm{ICP}}$ and $\mathrm{MA}_{\mathrm{HYB}}$. Recall that $\mathrm{MA}_{\mathrm{SCP}}$ is the memetic algorithm proposed in [32], whereas the other MAs are the new ones proposed in this work, described in Section 5.

For each instance, 30 independent runs of each method were performed, recording the best and average total tardiness of the solutions found. Following [32], the considered MAs were run with a population size of 250 individuals, and crossover and mutation probabilities of 0.9 and 0.1 , respectively. In addition, to make the comparison fair, the termination condition is a given time limit, which was set depending on the size of the instances. Specifically, for an instance with $n$ jobs, the time limit is set to $n / 2 \mathrm{~s}$, which in most cases is sufficient for the algorithms to converge and, arguably, it constitutes a reasonable time in practice given the complexity of the problem.

In order to evaluate the quality of the solutions, the error in percentage w.r.t. the best solution found across all the experiments is calculated for the solutions reached by each method on each instance. Specifically, if for a given instance the best known solution has a total tardiness $T_{\text {best }}$ and an algorithm finds a solution with a total tardiness $T$ (with $\left.T_{\text {best }} \leq T\right)$, the error in percentage is computed as $100 \times\left(T-T_{\text {best }}\right) / T_{\text {best }}$. This way, the error in percentage of a solution represents its deviation from the best solution known for a given problem instance.

The experimental study is organized as follows: First, the slack-aware improvement condition is analyzed by comparing $\mathrm{MA}_{\mathrm{SCP}}$ and $\mathrm{MA}_{\mathrm{iSCP}}$. Then, the performance of the memetic algorithms $\mathrm{MA}_{\mathrm{SCP}+}, \mathrm{MA}_{\mathrm{CB}}, \mathrm{MA}_{\mathrm{ICP}}$ and $\mathrm{MA}_{\mathrm{HYB}}$ is assessed. Finally, the study provides a detailed comparison of the best memetic algorithm with both the state-of-the-art approach [32] and a constraint programming model.

### 6.1. Analyzing the Slack-Aware Improvement Condition

The objective of the first series of experiments is to measure the effectiveness of the slack-aware improvement condition described in Section 4.1.1, and assess the gains it brings in terms of the quality of the schedules computed. To this end, $\mathrm{MA}_{\mathrm{SCP}}$ and $\mathrm{MA}_{\mathrm{iSCP}}$ were run on all the instances. Recall that $\mathrm{MA}_{\mathrm{SCP}}$ exploits the SCP local search procedure using the original improvement condition for swapping a pair of consecutive jobs in a C-path, whereas $\mathrm{MA}_{\mathrm{iSCP}}$ integrates the iSCP procedure, which uses the new slack-aware condition.

Table 1 shows a summary of the results. For each method, it reports the error in percentage of the best and average solutions, averaged for groups of instances with the same size $n$ and maximum capacity of the machine MC. As can be observed, $\mathrm{MA}_{\mathrm{iSCP}}$ yields (much) better results than $\mathrm{MA}_{\mathrm{SCP}}$ on all the groups of instances, in both the best and average solutions found. The improvements in the quality of the solutions are significant. On average, the error of the best and average solutions computed by $\mathrm{MA}_{\mathrm{iSCP}}$ is about $48.67 \%$ and $40.34 \%$ of that of the solutions found by $\mathrm{MA}_{\mathrm{SCP}}$. The greatest improvements are observed for the instances with $n=500$, where the ratios are $35.76 \%$ and $26.62 \%$. On the other hand, the results show that the errors tend to increase with MC. This is always the case for $\mathrm{MA}_{\mathrm{iSCP}}$, whereas $\mathrm{MA}_{\mathrm{SCP}}$ follows this trend for most values, with the exception of $M C=10$ for $n \geq 250$.

Figure 7 shows two scatter plots with the average total tardiness of the solutions computed by the methods. Notice that the plots show total tardiness values, instead of errors in percentage as reported in Table 1. Figure 7a shows these values for all the instances (notice that the axes are limited to 100,000 ) and, to get a closer view, Figure 7 b shows the values below 20,000, which contains most of the instances (with the exception of a few outliers). In these plots, the points below (resp. above) the diagonal line represent instances for which $\mathrm{MA}_{\mathrm{iSCP}}$ returned better (resp. worse) solutions on average than $\mathrm{MA}_{\mathrm{SCP}}$. As can be observed, there is a clear superiority of $\mathrm{MA}_{\mathrm{iSCP}}$ over $\mathrm{MA}_{\mathrm{SCP}}$.

The results confirm that the slack-aware improvement condition is beneficial. As a consequence, this condition will be used in all the memetic algorithms evaluated in the next subsection.

Table 1. Summary of results from $\mathrm{MA}_{S C P}$ and $\mathrm{MA}_{\mathrm{iSCP}}$ after evolving a population of 250 individuals for $n / 2 \mathrm{~s}$. Errors in percentage of the best and average solutions over 30 runs are reported.

| $n$ | MC | MA SCP |  | MA ${ }_{\text {iSCP }}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Best | Avg. | Best | Avg. |
| 120 | 3 | 0.01 | 0.49 | 0.01 | 0.18 |
|  | 5 | 0.08 | 0.98 | 0.07 | 0.29 |
|  | 7 | 0.35 | 1.50 | 0.08 | 0.48 |
|  | 10 | 0.65 | 1.97 | 0.30 | 1.13 |
|  | Avg. | 0.27 | 1.23 | 0.11 | 0.52 |
| 250 | 10 | 1.46 | 4.09 | 0.27 | 0.99 |
|  | 20 | 1.64 | 3.81 | 0.59 | 1.95 |
|  | 30 | 1.98 | 4.71 | 1.51 | 3.39 |
|  | Avg. | 1.70 | 4.20 | 0.79 | 2.11 |
| 500 | 10 | 8.54 | 20.00 | 0.53 | 1.40 |
|  | 20 | 4.35 | 11.55 | 2.01 | 3.46 |
|  | 30 | 6.92 | 13.41 | 4.55 | 7.11 |
|  | Avg. | 6.60 | 14.99 | 2.36 | 3.99 |
| 750 | 10 | 7.88 | 16.21 | 0.36 | 1.79 |
|  | 20 | 6.08 | 14.81 | 0.97 | 2.17 |
|  | 30 | 12.97 | 21.98 | 6.59 | 9.70 |
|  | 50 | 18.58 | 25.21 | 11.62 | 14.65 |
|  | Avg. | 11.38 | 19.55 | 4.88 | 7.08 |
| 1000 | 10 | 15.72 | 41.02 | 0.80 | 2.88 |
|  | 20 | 5.86 | 11.63 | 1.61 | 3.03 |
|  | 30 | 21.08 | 31.39 | 9.42 | 13.50 |
|  | 50 | 27.97 | 41.59 | 12.55 | 17.17 |
|  | 100 | 43.66 | 50.27 | 36.71 | 42.45 |
|  | Avg. | 22.86 | 35.18 | 12.22 | 15.81 |
| All |  | 9.78 | 16.66 | 4.76 | 6.72 |



Figure 7. Comparison of $\mathrm{MA}_{\mathrm{SCP}}$ and $\mathrm{MA}_{\text {iSCP }}$. (a) Total tardiness limit: 100,000. (b) Total tardiness limit: 20,000.

### 6.2. Analyzing $M A_{\mathrm{SCP}+}, M A_{\mathrm{CB}}, M A_{\mathrm{ICP}}$ and $M A_{\mathrm{HYB}}$

The second part of the experimental study is devoted to the evaluation of the memetic algorithms $\mathrm{MA}_{\mathrm{SCP}+}, \mathrm{MA}_{\mathrm{CB}}, \mathrm{MA}_{\mathrm{ICP}}$ and $\mathrm{MA}_{\mathrm{HYB}}$, which use the local search procedures SCP $+, \mathrm{CB}, \mathrm{ICP}$ and HYB respectively.

As in the previous experiments, 30 independent runs of the methods were performed on each instance in the benchmark set. The results are summarized in Table 2. As can be observed, on average all the algorithms improve the results obtained by $\mathrm{MA}_{\mathrm{SCP}}$ and $\mathrm{MA}_{\mathrm{iSCP}}$ (shown in Table 1), some of them very substantially. For most groups of instances the hill-climbing approach used by SCP+ leads to solutions of similar quality than those computed by $\mathrm{MA}_{\mathrm{iSCP}}$, with the notable exception of the largest (and hardest) instances with $n=1000$, where the errors are much smaller. $\mathrm{MA}_{\mathrm{CB}}$ reaches significantly better solutions than $\mathrm{MA}_{\mathrm{SCP}+}$ in all cases, indicating a remarkable effectiveness of the cover-based local search method. On the other hand, $\mathrm{MA}_{\mathrm{ICP}}$ lays behind all the other memetic algorithms in the table, what suggests that the ICP procedure is not as effective as the other local search methods. However, the combination of CB and ICP is beneficial in practice, as it allows $\mathrm{MA}_{\text {HYB }}$ to achieve the best results by a wide margin. In most cases, both the best and average solutions computed by $\mathrm{MA}_{\text {НҮв }}$ have an error between $0 \%$ and $1 \%$, and the average error of the solutions computed by $\mathrm{MA}_{\mathrm{HYB}}$ is smaller than that of the best solutions computed by any other method.

Figure 8 shows the evolution over time of the average error of the solutions computed the memetic algorithms on the sets of instances with 250,500, 750 and 1000 jobs. Although the errors in the plots are different, there are similarities shared by all of them. First of all, it is clear that $\mathrm{MA}_{\mathrm{HYB}}$ and $\mathrm{MA}_{\mathrm{CB}}$ are in the first and second positions from the beginning for all the considered sizes, and these methods keep their lead for the whole duration of the experiments. In addition, $\mathrm{MA}_{\mathrm{ICP}}$ exhibits a faster convergence pattern than $\mathrm{MA}_{\mathrm{SCP}+}$, allowing it to compute better solutions during a large fraction of the given time. However $\mathrm{MA}_{\mathrm{SCP}_{+}}$is eventually able to compute solutions of similar quality and even outperform $\mathrm{MA}_{\text {ICP }}$ on the largest instances. Noticeably, the differences in favor of $\mathrm{MA}_{\text {HYB }}$ and $\mathrm{MA}_{\text {CB }}$ over the other algorithms grow with $n$. In the case of $n=250$, all the MAs are close, even though the mentioned ranking among them is already observable; with $n=500$ and $n=750$, the superiority of $\mathrm{MA}_{\text {НҮв }}$ and $\mathrm{MA}_{\mathrm{CB}}$ becomes clearer and finally, with $n=1000$, it is evident. In addition, these two algorithms (especially $\mathrm{MA}_{\mathrm{HYB}}$ ) are able to compute high-quality solutions in short time (using just a small portion of the given time limit), what represents an important advantage over the other methods.

Table 2. Summary of results from $\mathrm{MA}_{\mathrm{SCP}_{+}}, \mathrm{MA}_{\mathrm{CB}}, \mathrm{MA}_{\mathrm{ICP}}$ and $\mathrm{MA}_{\mathrm{HYB}}$ after evolving a population of 250 individuals for $n / 2 \mathrm{~s}$. Errors in percentage of the best and average solutions over 30 runs are reported.


Figure 8. Evolution of the average error over time. (a) $n=250 ;$ (b) $n=500 ;(\mathbf{c}) n=750 ;$ (d) $n=1000$.

Figure 9 shows a boxplot with the average errors of $\mathrm{MA}_{S C P+}, \mathrm{MA}_{C B}, \mathrm{MA}_{\mathrm{ICP}}$ and $\mathrm{MA}_{\text {HYB }}$ over the whole set of instances. It confirms the previously made points: $\mathrm{MA}_{H Y B}$ is ahead in terms of results, followed by $\mathrm{MA}_{\mathrm{CB}}, \mathrm{MA}_{\mathrm{SCP}+}$ and $\mathrm{MA}_{\mathrm{ICP}}$.


Figure 9. Boxplot comparing the average results yielded by $\mathrm{MA}_{\mathrm{SCP}+}, \mathrm{MA}_{\mathrm{CB}}, \mathrm{MA}_{\mathrm{ICP}}$ and $\mathrm{MA}_{\mathrm{HYB}}$.
Some conclusions can be drawn from the experiments. First of all, the cover-based methods get the best results, since $\mathrm{MA}_{\mathrm{HYB}}$ and $\mathrm{MA}_{\mathrm{CB}}$ are ahead of the other approaches in terms of the quality of solutions they reach. In addition, as already mentioned, ICP does not seem to be a good stand-alone local search for a memetic algorithm considering that $\mathrm{MA}_{\mathrm{ICP}}$ is outperformed by every other method in this comparison; however, its combination with CB in $\mathrm{MA}_{\mathrm{HYB}}$ leads to the best overall results, so, all things considered, it is a useful technique.

### 6.3. Final Comparison

The experimental study concludes comparing the best memetic algorithm among the ones proposed in this paper $\left(\mathrm{MA}_{\mathrm{HYB}}\right)$ and two other methods, namely, the memetic algorithm $\mathrm{MA}_{\mathrm{SCP}}$ proposed in [32] and a constraint programming approach.

To our best knowledge, $\mathrm{MA}_{\mathrm{SCP}}$ is the current best-performing approach in the literature. As pointed out, this method was shown to outperform the genetic algorithm previously proposed in [31], as well as priority rules, both classical ones and others built by means of genetic programming approaches [34,35] in terms of the quality of the solutions computed.

In order to make the comparison more comprehensive, $\mathrm{MA}_{\mathrm{HYB}}$ is also compared to a constraint programming approach that was built using the commercial solver IBM ILOG CP Optimizer (version 12.9). This solver is specialized in scheduling and has been shown to be very effective in different problems [9,57]. The (1, $\left.\operatorname{Cap}(t) \| \sum T_{i}\right)$ problem was modeled in a conventional way, using interval variables (IloIntervalVar) to represent the jobs. The machine was modeled as a non-renewable resource using a cumulative function defined as a sum of pulse functions (IloPulse), enforcing that its capacity is never exceeded by an IloAlwaysIn constraint for each capacity interval. Finally, the objective function was set to minimize the total tardiness, defined as a numerical expression (IloNumExpr) that sums the positive differences between the completion time of the jobs and their due dates.

The constraint programming approach, referred to as CPO, was implemented in C++. Besides, 30 independent runs were performed on each instance (since it has some stochasticity), setting a time limit of $n / 2 \mathrm{~s}$, as for the other methods. In all these experiments, CPO was run using one worker and the default values for CP Optimizer's parameters.

Table 3 shows the results obtained by $\mathrm{MA}_{\mathrm{SCP}}, \mathrm{CPO}$ and $\mathrm{MA}_{\mathrm{HYB}}$ in terms of the error of the solutions reached by each algorithm. As can be observed, $\mathrm{MA}_{\text {HYB }}$ conclusively
outperforms MA SCP and CPO. For all groups of instances, the errors yielded by $\mathrm{MA}_{\mathrm{HYB}}$ are at least one order of magnitude smaller than the errors of the solutions computed by the two other methods. MA with $n \in\{120,250\}$, whereas for the largest instances CPO gets better results. This suggests that MA ${ }_{\text {SCP }}$ suffers from some scalability issues, what indicates that the SCP local search method becomes less effective as the size of the instances grows. However, the new local search methods proposed in this paper lead $\mathrm{MA}_{\mathrm{HYB}}$ to scale to much larger instances, always finding solutions very close to the best known ones.

Figure 10 depicts a boxplot with the best and average errors of the three methods over the whole set of instances. It confirms that $\mathrm{MA}_{\mathrm{HYB}}$ is clearly outperforms both $\mathrm{MA}_{\mathrm{SCP}}$ and CPO , with no overlapping between its boxes and those of the other two methods. In addition, the plot shows that even the few outliers from $\mathrm{MA}_{\text {HYв }}$ correspond to solutions with small errors.

Table 3. Summary of results from $\mathrm{MA}_{S C P}, \mathrm{MA}_{\mathrm{HYB}}$ and CPO after being run with a time limit of $n / 2$ s. Errors in percentage of the best and average solutions over 30 runs are reported.

| $n$ | MC | MA ${ }_{\text {SCP }}$ |  | CPO |  | MA ${ }_{\text {HYB }}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Best | Avg. | Best | Avg. | Best | Avg. |
| 120 | 3 | 0.01 | 0.49 | 3.82 | 3.85 | 0.00 | 0.01 |
|  | 5 | 0.08 | 0.98 | 4.54 | 4.54 | 0.00 | 0.03 |
|  | 7 | 0.35 | 1.50 | 5.47 | 5.47 | 0.00 | 0.07 |
|  | 10 | 0.65 | 1.97 | 6.43 | 6.63 | 0.00 | 0.17 |
|  | Avg. | 0.27 | 1.23 | 5.06 | 5.12 | 0.00 | 0.07 |
| 250 | 10 | 1.46 | 4.09 | 6.29 | 6.36 | 0.00 | 0.12 |
|  | $20$ | $1.64$ | $3.81$ | $9.45$ | $9.46$ | 0.00 | $0.14$ |
|  | $30$ |  |  | $12.74$ | $12.74$ | 0.07 | $0.37$ |
|  | Avg. | 1.70 | 4.20 | 9.49 | 9.52 | 0.02 | 0.21 |
| 500 | 10 | 8.54 | 20.00 | 8.97 | 8.97 | 0.00 | 0.12 |
|  | 20 | 4.35 | 11.55 | 9.89 | 9.94 | 0.12 | 0.37 |
|  | 30 | 6.92 | 13.41 | 16.90 | 17.24 | 0.16 | 0.38 |
|  | Avg. | 6.60 | 14.99 | 11.92 | 12.05 | 0.09 | 0.29 |
| 750 | 10 | 7.88 | 16.21 | 6.93 | 6.95 | 0.14 | 0.62 |
|  | 20 | 6.08 | 14.81 | 10.62 | 10.63 | 0.17 | 0.28 |
|  | $30$ | $12.97$ | $21.98$ | $15.70$ | $16.14$ | $0.00$ | $0.27$ |
|  | $50$ | 18.58 | 25.21 | 13.46 | 13.46 | 0.00 | 0.29 |
|  | Avg. | 11.38 | 19.55 | 11.68 | 11.79 | 0.08 | 0.36 |
| 1000 | 10 | 15.72 | 41.02 | 9.23 | 9.39 | 0.64 | 1.07 |
|  | 20 | 5.86 | 11.63 | 5.64 | 5.67 | 0.23 | 0.39 |
|  | 30 | 21.08 | 31.39 | 14.79 | 14.85 | 0.34 | 0.83 |
|  | 50 | $27.97$ | 41.59 | 14.46 | 14.46 | 0.08 | 0.14 |
|  | 100 | 43.66 | 50.27 | 8.77 | 8.77 | 0.00 | 0.20 |
|  | Avg. | 22.86 | 35.18 | 10.58 | 10.63 | 0.26 | 0.53 |
| All |  | 9.78 | 16.66 | 9.69 | 9.76 | 0.10 | 0.31 |

A series of statistical inference tests was performed to the results shown in Table 3 with the objective of making the experimental study more robust. The tests are aimed at the detection of statistically significant differences among the average errors of the solutions yielded by the methods, and they were conducted over all the instances in the benchmark set.

In order to know if there are significant differences between the results achieved by the algorithms and rank them, an Aligned Friedman Rank Test was performed, following $[46,58,59]$. This is a multiple-comparison non-parametric test, whose null hypothesis considers that there are no differences in the rankings of the algorithms. If the null hypothesis is rejected, the method at the top of the ranking will be compared against the rest of them by means of a collection of post-hoc procedures. The considered post-hoc
procedures (Bonferroni-Dunn, Holm, Hochberg, Hommel, Holland, Rom, Finn, Finner and $\mathrm{Li})$ are described in [58].


Figure 10. Boxplot comparing best and average results yielded by $\mathrm{MA}_{\mathrm{SCP}}, \mathrm{CPO}$ and $\mathrm{MA}_{\mathrm{HYB}}$.
The average ranking calculated by the Aligned Friedman Rank Test (distributed according to $\chi^{2}$ with 2 degrees of freedom: 135.68) is shown in Table 4. As can be observed, $\mathrm{MA}_{\text {HYB }}$ appears in first place, followed by CPO and MA ${ }_{S C P}$ in second and third place, respectively. The test returned a $p$-value of $9.59 \times 10^{-11}$, meaning that the differences among the results yielded by the algorithms are statistically significant.

Table 4. Average rankings of $\mathrm{MA}_{\mathrm{HYB}}, \mathrm{CPO}$ and $\mathrm{MA}_{\mathrm{SCP}}$ obtained with the Aligned Friedman Rank Test.

| Position | Algorithm | Ranking |
| :---: | :---: | :---: |
| 1 | $\mathrm{MA}_{\mathrm{HYB}}$ | 121.12 |
| 2 | CPO | 335.75 |
| 3 | $\mathrm{MA}_{\mathrm{SCP}}$ | 399.62 |

In order to compare $\mathrm{MA}_{H Y B}$ with the other methods ( $\mathrm{MA}_{\mathrm{SCP}}$ and CPO ), a series of post-hoc procedures were carried out. These procedures share the same null hypothesis, which states that the distributions of the results obtained by $\mathrm{MA}_{\mathrm{HYB}}$ and the comparing methods are equal. Table 5 shows the adjusted $p$-values obtained by each procedure, $p_{\text {Bonf }}$ (Bonferroni-Dunn), $p_{\text {Holm }}$ (Holm), $p_{\text {Hoch }}$ (Hochberg), $p_{\text {Homm }}$ (Hommel), $p_{\text {Holl }}$ (Holland), $p_{\text {Rom }}$ (Rom), $p_{\text {Finn }}$ (Finner) and $p_{L i}(\mathrm{Li})$. The results lead to the conclusion that the differences in favor of $\mathrm{MA}_{\mathrm{HYB}}$ are statistically significant, since all the $p$-values are very close to 0 , rejecting the null hypothesis in all cases.

Table 5. Adjusted $p$-values given by each post-hoc procedure, comparing $\mathrm{MA}_{\mathrm{HYB}}$ against CPO and $\mathrm{MA}_{\mathrm{SCP}}$.

| Algorithm | $p_{\text {Bonf }}$ | $p_{\text {Holm }}$ | $p_{\text {Hoch }}$ | $p_{\text {Homm }}$ | $p_{\text {Holl }}$ | $p_{\text {Rom }}$ | $p_{\text {Finn }}$ | $p_{\text {Li }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| MA $_{\text {SCP }}$ | $1.34 \times 10^{-48}$ | $1.34 \times 10^{-48}$ | $1.34 \times 10^{-48}$ | $1.34 \times 10^{-48}$ | 0.0 | $1.34 \times 10^{-48}$ | 0.0 | $6.72 \times 10^{-49}$ |
| CPO | $3.31 \times 10^{-45}$ | $1.65 \times 10^{-45}$ | $1.65 \times 10^{-45}$ | $1.65 \times 10^{-45}$ | 0.0 | $1.65 \times 10^{-45}$ | 0.0 | $1.65 \times 10^{-45}$ |

## 7. Conclusions

The new local search methods developed in this paper have been shown to give rise to very effective memetic algorithms for solving the ( $\left.1, \operatorname{Cap}(t) \| \sum T_{i}\right)$ problem. The results from the experimental study confirm that each of the local search techniques brings improvements to the memetic algorithms in practice. $\mathrm{MA}_{\mathrm{HYB}}$, which exploits the hybrid local search procedure, stands out as the best method overall, computing high-quality solutions in short time and showing a remarkable ability to scale to large and challenging
problem instances. As a result, this algorithm clearly outperforms existing approaches, including the memetic algorithm proposed in [32] and a constraint programming approach.

Although the memetic algorithms proposed in this paper are able to converge in short time, they may not be fast enough if real-time requirements are considered. However, the low worst-case complexities of the new local search procedures encourages further research in this direction, as deploying these methods in online settings. Future work will investigate their application in combination with real-time approaches, as schedule builders guided by priority rules. Hopefully, the local search procedures will be able to improve the quality of the solutions obtained by priority rules. In addition, another interesting topic for future research would be exploring the use of mathematical programming methods for solving the $\left(1, \operatorname{Cap}(t) \| \sum T_{i}\right)$ problem, as well as their combination with the algorithms proposed in this paper.
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