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On the use of an Equivalent Currents-based 

Technique to improve Electromagnetic Imaging 
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Abstract—Accurate imaging from scattered field measurements 

is one of the main research topics in the field of Non-Destructive 

Testing. Different methodologies for inverse scattering have been 

developed, ranging from backpropagation techniques to full-wave 

inversion methods. While far field approaches are valid for the 

majority of the imaging systems, there are some scenarios where 

these approaches do not provide accurate modeling of the field 

radiated by the antennas of the imaging system. This results in 

some kind of distortion in the resulting output microwave images. 

To address this issue, proper characterization and modeling of the 

fields radiated by the antennas is required.  

This contribution proposes the use of an equivalent currents-

based technique to characterize the transmitting and receiving 

antennas of the imaging sensor. The goal is to calculate accurately 

the field radiated by these antennas within the imaging domain, 

using it in the backpropagation algorithm. The methodology 

described in this contribution is supported by measurements for 

monostatic and multistatic configurations.  

 
Index Terms—Microwave imaging, Delay-and-Sum, Sources 

Reconstruction Method, antenna measurement.  

I. INTRODUCTION 

LECTROMAGNETIC imaging techniques have been 

widely introduced in different application areas where 

non-destructive testing systems are required. Examples 

of microwave imaging systems can be found in security 

screening applications [1]-[3], Ground Penetrating Radar 

(GPR) [4], or infrastructure inspection [5].  

Inverse scattering and imaging systems usually require a 

calibration stage to equalize the frequency response of the 

different components of these systems (cables, connectors, 

antennas) [6]. This is of special relevance in Ultra Wide Band 

(UWB) systems, where antenna parameters like the radiation 

pattern, gain, and directivity usually exhibit a large variation 

along the frequency band. In this sense, it can be cited the 

analysis presented in [7] about the impact of the antenna gain 

pattern on Synthetic Aperture Radar (SAR) imaging. 

Several equalization methods have been developed to 

compensate for the amplitude of the frequency response of the 

radiofrequency components of the imaging system. For 

example, [8] presents an equalization technique where the 

reflectivity image is calculated for each individual frequency, 
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then normalizing each one with respect to its maximum.  

The displacement of the phase center of the antenna within 

the working frequency band has an impact on the focusing of 

the recovered images from scattered field measurements. In this 

sense, different techniques have been proposed to compensate 

for the displacement of the phase center. For example, a group 

delay model is presented in [9]. Another approach is tested in 

[10], based on splitting the whole frequency band into narrower 

bands and considering constant the position of the phase center 

within each sub-band. 

From the review of the state-of-the-art, it can be concluded 

that two are the main approaches followed to compensate for 

the distortion introduced by the radiofrequency devices in 

UWB imaging systems. One is splitting the frequency band into 

sub-bands where the transfer function of these components and 

devices does not change significantly within such sub-bands. 

The other requires a complete characterization of the frequency 

response of these radiofrequency components to correct the 

distortion. 

The fields radiated by an antenna can be calculated at any 

point of the space if an accurate electromagnetic model of the 

antenna is provided. This model can be derived from 

simulations, which will require creating a detailed model of the 

antenna in an electromagnetics simulation software. Another 

possibility is the measurement of the field radiated by the 

antenna, then using the measured field to retrieve an equivalent 

electromagnetic model of the antenna. This model can be later 

used to calculate the field radiated by the antenna at the desired 

points. This technique has been widely used for near field-to-

far field transformation (NF-FF) as well as for antenna 

diagnostics [11]-[13]. 

Different approaches to model the electromagnetic fields 

radiated by the imaging sensors (namely the transmitting (Tx) 

and receiving (Rx) antennas) have been proposed in the 

literature. For example, [14] introduces a quantitative model of 

the antennas that does not require an additional calibration 

process. [15] makes use of two different incident field models: 

a two-dimensional (2D) line-source and an incident field 

obtained from full-wave three-dimensional (3D) simulation of 

the tomographic imaging system. In [16] the authors make use 
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of the Sources Reconstruction Method (SRM) to model the 

incident field radiated by the transmitting antenna of the 

imaging system.  

This contribution improves the methodology presented in 

[16] through the characterization of either the Tx and Rx 

antennas of the microwave imaging system, also extending the 

methodology to 3D imaging examples. The imaging algorithm 

to be considered is the Delay-and-Sum (DAS). 

II. CHARACTERIZATION OF THE IMAGING SENSOR 

Delay-and-Sum is a well-known inverse scattering and 

imaging technique based on the backpropagation of the 

scattered field from the measurement domain to the imaging 

domain [17]. The DAS algorithm has been widely used not only 

in electromagnetics but also in seismic applications [18] and 

acoustics [19].  

Given the scattered field 𝐸⃗ 𝑠𝑐𝑎𝑡𝑡  acquired in a set of N 

observation points (𝑟 𝑜𝑏𝑠) and in a frequency band discretized 

into Mf frequencies, the reflectivity in a point belonging to the 

imaging domain, 𝜌(𝑟 ′), is given by (1): 

 

𝜌(𝑟 ′) = ∑ ∑ {𝐸⃗ 𝑠𝑐𝑎𝑡𝑡(𝑟 𝑜𝑏𝑠,𝑛, 𝑓𝑚)𝑒+𝑗2𝑘0,𝑚𝑅𝑛}𝑁
𝑛=1

𝑀𝑓

𝑚=1 , (1) 

 

where 𝑘0,𝑚 is the wavenumber at the m-th frequency, and 𝑅𝑛 is 

the Euclidean distance between the n-th acquisition point of the 

scattered field, 𝑟 𝑜𝑏𝑠,𝑛, and the imaging position 𝑟 ′. In Eq. (1) a 

monostatic configuration is considered, that is, the Tx and Rx 

antennas are located at the same position, 𝑟 𝑜𝑏𝑠.  

In the case of multistatic configurations, i.e., the Tx and Rx 

antennas are located in different positions, Eq. (1) is updated as 

follows (2): 

 

𝜌(𝑟 ′) = ∑ ∑ {𝐸⃗ 𝑠𝑐𝑎𝑡𝑡(𝑟 𝑜𝑏𝑠,𝑛, 𝑓𝑚)𝑒+𝑗𝑘0,𝑚(𝑅𝑇𝑥+𝑅𝑅𝑥,𝑛)}𝑁
𝑛=1

𝑀𝑓

𝑚=1 , (2) 

 

where 𝑅𝑇𝑥 is the Euclidean distance between the position of the 

Tx and the imaging position 𝑟 ′, and 𝑅𝑅𝑥,𝑛 is the Euclidean 

distance between the n-th position of the Rx and the imaging 

position 𝑟 ′. Note that, in this multistatic configuration, the Tx is 

placed at a fixed position while the Rx is moved along N 

receiving positions to collect the scattered field. 

As noticed in Eqs. (1) and (2), the DAS algorithm is based 

on an approach that only considers the phase term of a spherical 

wave (𝑒−𝑗𝑘0𝑅). While for the majority of the imaging 

applications described in the literature this approach is accurate 

enough, in some scenarios the impact of the antenna radiation 

pattern of the Tx and Rx antennas in the microwave imaging 

results is not negligible. Furthermore, the phase difference 

between the spherical wave approach and the complex radiation 

pattern of the Tx and Rx antennas requires a calibration stage 

to compensate for the shifting in the position of the imaged 

objects. 

To illustrate this, a two-dimensional (2D) simulation-based 

example is presented next. A full-wave Method-of-Moments 

code has been used for the simulation of the incident and 

scattered fields in a frequency band ranging from 12 GHz to 18 

GHz (this frequency band has been chosen to make it coincident 

with the one used in the measurements of Section IV). In Fig. 1 

(a), the Tx is a point source, whereas in Fig. 1 (b) and Fig. 1 (c) 

an Open-Ended Waveguide (OEWG) antenna is considered. 

The width of the aperture of the OEWG is 3 cm (DOEWG = 3 

cm), so the far field (FF) distance for this antenna is: rFF = 

2(DOEWG)2 /  = 7.2 cm at 12 GHz, and 10.8 cm at 18 GHz. 

Besides, if the criterion rFF >>  is also taken into account, then, 

rFF > 25 cm at 12 GHz. 

Even though the targets are located in the FF region of the 

OEWG antenna, differences in the amplitude of the field 

illuminating the targets are observed at f = 12 GHz (Fig. 1 (b)) 

and at f = 18 GHz (Fig. 1 (c)). 

 

 
 Fig. 1. Amplitude of the electric field radiated by (a) a point 

source, (b) an OEWG antenna at f = 12 GHz, and (c) an OEWG 

antenna at f = 18 GHz. Several metallic targets considered for 

further assessment of the imaging algorithms are depicted. 
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The differences between the field radiated by the point source 

Tx and the OEWG are also noticed in the phase. Fig. 2 (a) 

shows the phase distribution of the point source. The phase 

difference between the field radiated by a point source and the 

OEWG antenna is depicted in Fig. 2 (b) (f = 12 GHz) and in 

Fig. 2 (c) (f = 18 GHz). For the lowest frequency, the phase 

difference is less than 10 degrees within the area where the 

targets are located. However, for the highest frequency, the 

phase difference exceeds +/-90º. The impact of this phase error 

in the DAS imaging algorithm will be illustrated in Section 

III.B. 

  

 
 Fig. 2. (a) Phase of the electric field radiated by a point 

source. (b) Phase difference between the field radiated by a 

point source and an OEWG antenna at f = 12 GHz. (c) Phase 

difference between the field radiated by a point source and an 

OEWG antenna at f = 18 GHz. 

III. METHODOLOGY 

This section describes the proposed methodology that takes 

into account the fields radiated by the Tx and Rx antennas in 

the DAS imaging algorithm. First, the method implemented to 

characterize the Tx and Rx antennas is described in Section 

III.A. Next, the modified DAS algorithm is outlined in Section 

III.B. 

A. Electromagnetic Equivalent Problem and the SRM 

The electromagnetic Equivalence Principle states that, given 

an arbitrary distribution of electromagnetic sources enclosed 

within a surface Sc, then, it is possible to find an equivalent 

currents distribution, 𝐽 𝑒𝑞  and 𝑀⃗⃗ 𝑒𝑞 , defined on the surface Sc, that 

radiates the same field as the original sources outside the 

surface Sc [20]. Thus, if one can recover the equivalent currents 

modeling the radiation of the Antenna Under Test (AUT), it is 

possible to assess accurately the field radiated by the AUT at 

any point of the space outside the equivalent currents domain, 

Sc.  

The equivalent currents distribution can be reconstructed 

from the measurement of the field radiated by the AUT on a 

closed surface, 𝐸⃗ 𝑎𝑐𝑞(𝑟 ), as shown in Fig. 3 (a) (e.g. a 

circumference in 2D, or a sphere in 3D). The equivalent electric 

and magnetic currents are related to the field radiated by the 

AUT by means of the integral equations (3)-(5) [11]: 

 

𝐸⃗ 𝑎𝑐𝑞(𝑟 ) = 𝐸⃗ 𝐽(𝑟 ) + 𝐸⃗ 𝑀(𝑟 ),  (3) 

 

𝐸⃗ 𝐽(𝑟 ) = −
𝑗𝜂

4𝜋𝑘0
∫ {𝑘0

2(1 + ∇∇ ∙) (𝐽 𝑒𝑞(𝑟 𝑐)
𝑒−𝑗𝑘0𝑅

𝑅
)} 𝑑𝑆𝑐𝑆𝑐

, (4) 

 

𝐸⃗ 𝑀(𝑟 ) = −
1

4𝜋
∇ × ∫ 𝑀⃗⃗ 𝑒𝑞(𝑟 𝑐)

𝑒−𝑗𝑘0𝑅

𝑅
𝑑𝑆𝑐𝑆𝑐

. (5) 

 

In (4),(5) 𝑅 is the Euclidean distance between the 

acquisition point 𝑟  and the point of the equivalent currents 

domain 𝑟 𝑐 . 𝑆𝑐 denotes the surface where the equivalent currents,  

𝐽 𝑒𝑞  and 𝑀⃗⃗ 𝑒𝑞  (the unknowns in Eqs. (4)-(5)), are reconstructed. 

Different methods have been developed to solve these 

integral equations [11]-[13]. In this contribution, the one 

presented in [11], based on the Conjugate Gradient, is 

considered. 

Note that, in the case of NF-FF transformation for antenna 

measurement [11]-[13], the closed surface where the field 

radiated by the AUT is acquired is located in the NF region of 

the AUT. Nevertheless, the equivalent currents that characterize 

the AUT can be also reconstructed even if the acquisition 

surface is located in the FF region.  

Two other issues must be taken into account to obtain an 

accurate equivalent currents-based model of the AUT: 

i) As a rule-of-thumb, the acquisition domain must be large 

enough so that most of the power radiated by the AUT is 

captured. That is why, in the case of directive antennas, like 

those ones used in Section IV (Vivaldi, Standard Gain Horn), a 

finite planar acquisition domain can be used. 

ii) The measurement of the field radiated by the antennas 
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should be performed in obstacle-free environments, to 

minimize the impact of reflections and multipath contributions. 

Following the example of the imaging system presented in 

Section II, where the Tx/Rx antenna is an OEWG, Fig. 3 (a) 

shows the definition of the radiated field acquisition domain (a 

33 cm radius circle, dashed red line) and the equivalent currents 

domain (rectangular domain Sc, dashed black line). The field 

radiated by the AUT, and the field radiated by the equivalent 

currents reconstructed from 𝐸⃗ 𝑎𝑐𝑞 , will be the same outside the 

reconstruction domain (Sc). In this example, the radiated field 

is acquired in the FF region of the AUT, as 33 cm > rFF (if the 

criterion rFF >>  is considered, then, rFF = 25 cm at 12 GHz). 

The previous methodology to characterize the AUT is 

summarized in the first four steps of the flowchart of Fig. 4. 

B. Modified backpropagation method 

The equivalent currents model of the Tx and Rx antennas of 

the imaging system can be used to calculate the field radiated 

by these antennas in the imaging domain. These fields will be 

introduced in the DAS method described in Section II. The goal 

is to replace the term 𝑒−𝑗𝑘0𝑅, which corresponds to the FF 

approach of the phase, with the actual phase distribution of the 

field radiated by the antenna in the imaging domain 𝑟 ′ (Fig. 3 

(b)). The field radiated by the antenna (characterized through 

the equivalent currents 𝐽 𝑒𝑞 , 𝑀⃗⃗ 𝑒𝑞) in the imaging domain is 

calculated using the same integral equations (3)-(5). For the 

sake of clarity, the equations for the Tx antenna (6)-(8) are 

provided next (the same for the Rx antenna). 

 

𝐸⃗ 𝑟𝑎𝑑,𝑇𝑥(𝑟 ′) = 𝐸⃗ 𝑟𝑎𝑑,𝐽
𝑇𝑥 (𝑟 ′) + 𝐸⃗ 𝑟𝑎𝑑,𝑀

𝑇𝑥 (𝑟 ′), (6) 

 

𝐸⃗ 𝑟𝑎𝑑,𝐽
𝑇𝑥 (𝑟 ′) = −

𝑗𝜂

4𝜋𝑘0
∫ {𝑘0

2(1 + ∇∇ ∙) (𝐽 𝑒𝑞(𝑟 𝑐)
𝑒−𝑗𝑘0𝑅

𝑅
)} 𝑑𝑆𝑐𝑆𝑐

, (7) 

 

𝐸⃗ 𝑟𝑎𝑑,𝑀
𝑇𝑥 (𝑟 ′) = −

1

4𝜋
∇ × ∫ 𝑀⃗⃗ 𝑒𝑞(𝑟 𝑐)

𝑒−𝑗𝑘0𝑅

𝑅
𝑑𝑆𝑐𝑆𝑐

. (8) 

 

Note that if a point source was considered in Eqs. (6)-(8), 

these equations could be simplified, and the phase of the field 

in the imaging domain would be given by 𝑒−𝑗𝑘0𝑅, which is the 

FF approach.  

Thus, Eq. (2) of the DAS method is updated as follows: 

 

𝜌(𝑟 ′) = ∑ ∑ {
𝐸⃗ 𝑠𝑐𝑎𝑡𝑡(𝑟 𝑜𝑏𝑠,𝑛, 𝑓𝑚) ⋅

𝑒+𝑗〈(𝐸⃗ 𝑟𝑎𝑑,𝑇𝑥(𝑟 ′,𝑓𝑚))∗〉+〈(𝐸⃗ 𝑟𝑎𝑑,𝑅𝑥(𝑟 ′,𝑓𝑚))∗〉
}𝑁

𝑛=1

𝑀𝑓

𝑚=1  (9) 

 

where the terms 〈𝐸⃗ 𝑟𝑎𝑑,𝑇𝑥(𝑟 ′, 𝑓𝑚)〉 and 〈𝐸⃗ 𝑟𝑎𝑑,𝑅𝑥(𝑟 ′, 𝑓𝑚)〉 are the 

phase of the field radiated by the equivalent currents that 

characterize the Tx and Rx antennas, respectively, calculated at 

the point 𝑟′⃗⃗  ⃗. In the case of a monostatic configuration, 𝐸⃗ 𝑟𝑎𝑑,𝑇𝑥 =

𝐸⃗ 𝑟𝑎𝑑,𝑅𝑥.  

The last three steps of the flowchart shown in Fig. 4 illustrate 

the proposed methodology to include the complex radiation 

pattern of the Tx and Rx antennas in the DAS algorithm. In 

brief, it consists of acquiring the field scattered by the targets 

located within the investigation domain 𝑟′⃗⃗  ⃗ at each n-th position 

of the observation domain, 𝐸⃗ 𝑠𝑐𝑎𝑡𝑡(𝑟 𝑜𝑏𝑠,𝑛, 𝑓𝑚), as illustrated in 

Fig. 3 (b). Next, Eq. (9) is applied to recover the reflectivity 

𝜌(𝑟 ′) in all the points of the investigation domain.  

It must be pointed out that the calculation of 𝐸⃗ 𝑟𝑎𝑑,𝑇𝑥 (and, if 

needed, 𝐸⃗ 𝑟𝑎𝑑,𝑅𝑥) in all the points of the investigation domain 𝑟′⃗⃗  ⃗ 

is done once. That is, there is no need to calculate these fields 

again every time a new target is placed in the imaging system. 

Only if the observation domain (𝑟 𝑜𝑏𝑠) and/or the imaging 

domain (𝑟′⃗⃗  ⃗) are modified, then, the fields radiated by the Tx and 

Rx antennas need to be recalculated. 

 

 
Fig. 3. (a) Scheme of the inverse radiation problem to 

characterize the AUT. (b) Scheme of the inverse scattering 

problem, indicating the scattered field acquisition domain and 

the imaging domain. 
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To assess the proposed modified backpropagation method, a 

simulation-based example is presented next. The monostatic 

configuration is the same as in Fig. 1: the Tx/Rx antenna is also 

an OEWG working in the 12 GHz to 18 GHz frequency band. 

The field scattered by the three metallic objects located in the 

imaging domain is collected along a linear domain ranging from 

y = - 30 cm (𝑟 𝑜𝑏𝑠,1) to y = +30 cm (𝑟 𝑜𝑏𝑠,𝑁), discretized every /2 

at 18 GHz.  

First, the reflectivity in the imaging domain is recovered by 

applying the DAS backpropagation method based on Eq. (1). 

Results depicted in Fig. 5 (a) show that the imaged targets (i.e. 

the areas corresponding to the highest reflectivity values) are 

shifted along x axis with respect to their true position. This 

shifting happens because the spherical wave approach of the 

DAS does not properly model the phase of the field radiated by 

the OEWG antenna within the imaging domain, as shown in 

Fig. 2.  

Next, an equivalent currents distribution that characterizes the 

Tx/Rx OEWG is calculated following the methodology 

described in Section II.B. From these equivalent currents, the 

fields radiated by the OEWG at each point of the imaging 

domain (𝑟 ′), and for every position of the observation domain 

(𝑟 𝑜𝑏𝑠,𝑛), are calculated. 

 

 

 
Fig. 4. Flowchart of the inverse scattering technique that uses 

the electric field radiated by the Tx / Rx antennas. 

 

Given the scattered field acquired in the observation domain 

(𝐸⃗ 𝑠𝑐𝑎𝑡𝑡(𝑟 𝑜𝑏𝑠)) together with the field radiated by the equivalent 

currents in the imaging domain (𝐸⃗ 𝑟𝑎𝑑,𝑂𝐸𝑊𝐺(𝑟 ′)), the modified 

backpropagation method (Eq. (9)) is applied. The recovered 

reflectivity is plotted in Fig. 5 (b). Now, the targets are imaged 

at their actual position. Besides, the metallic target located at x 

= 38 cm, y = -26 cm is better imaged. 

A video illustrating the methodology described in Section 

III.A and Section III.B is provided as a supplementary file 

named “videoImaging.mp4”.  

C. Impact of the geometry and electric size of the problem 

This section is aimed at providing an overview of the 

influence of the geometry and electric size of the problem on 

the accuracy of the backpropagation technique without and with 

the use of the radiation pattern of the Tx and Rx antennas. Two 

different sets of targets, with smooth and sharp contours, will 

be considered. And for each set of targets, two different 

distances between the targets and the scattered field observation 

domain will be analyzed.  

 

 
Fig. 5. Reflectivity image. (a) Backpropagation method 

considering FF approach. (b) Backpropagation method 

considering the field radiated by the equivalent currents-based 

model of the antennas. 

 

The imaging setup is the same as in Section III.B, adding a 
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6-GHz frequency band above and below the 12-18 GHz 

frequency band to modify the electric size of the imaging 

problem while keeping the physical size of the targets and the 

Tx/Rx antennas. Again, a monostatic configuration is 

considered.  

The parameters of each scenario for the different working 

frequency bands are summarized in Table I and Table II. 

Imaging results for the first set of targets (the ones with 

smooth contours), are depicted in Fig. 6. A summary of the 

analysis of the reflectivity images of Fig. 6 is provided in the 

last two rows of Table I.  

The second example consists of a single metallic target with 

a sawtooth profile, similar to the one chosen in [21] for 

validation purposes. Reflectivity images are plotted in Fig. 7, 

and the analysis of the imaging results is summarized in Table 

II.  

results corresponding to the backpropagation technique with 

the FF approach appear shifted with respect to the true position 

of the targets. Like in the results plotted in in Fig. 5 (a), this is 

due to the differences between the phase of the FF approach and 

the true phase pattern of the OEWG antenna (Fig. 2). 

 

TABLE I 

DESCRIPTION OF THE SCENARIO AND ANALYSIS OF THE 

RESULTS SHOWN IN FIG. 6. 

Frequency 6 – 12 GHz 

(fc = 9 GHz) 

12 – 18 GHz 

(fc = 15 GHz) 

18 – 24 GHz 

(fc = 21 GHz) 

OEWG FF 

distance,  

rFF=2(DOEWG)2/  

5.4 cm  

(1.6 at fc) 

(33.3 cm for 

rFF >> at fc) 

9 cm  

(4.5 at fc) 

(20 cm for  

rFF >> at fc) 

12.6 cm  

(8.8 at fc) 

(16.7 cm for 

rFF >> at fc) 

OEWG – target 

distance (at fc) 

40 cm: 12  

80 cm: 24  

40 cm: 20  

80 cm: 40  

40 cm: 28  

80 cm: 56  

Results 

considering the 

FF approach of 

the phase term 

The targets 

are imaged 

(a,c). 

At 40 cm (e,i) the target 

placed in front of the bent 

plate is not well imaged. 

At 80 cm (g,k), the targets are 

well imaged. 

Results 

considering the 

field radiated by 

the equivalent 

model of the 

OEWG 

Barely 

imaging of 

the targets 

(b,d). 

Presence of 

clutter in (d). 

At 40 cm (f,j), the bent plate is 

better imaged than in the FF 

approach (e,i). 

At 80 cm (h,l), results are 

similar to the FF approach 

(g,k). 

The letters in brackets refer to the corresponding subplot in Fig. 6. 

 

From the analysis of the results presented in Fig. 6 and Fig. 

7, the following conclusions can be extracted: only when the 

targets are far  from the Tx/Rx antennas of the imaging system 

(in terms of electric distance), the incident field illuminating the 

targets can be approached by a spherical wave. In this case, the 

DAS imaging algorithm with the FF approach of the phase term 

performs similarly to the modified DAS presented in this 

contribution. In the examples presented in Fig. 6 and Fig. 7, 40 

 is the minimum distance between the Tx/Rx OEWG antenna 

and the targets at which the FF approach can be considered 

sufficiently accurate for imaging purposes. 

There is also a low-frequency limit, observed particularly 

well in the case of the sawtooth-like target (Fig. 7), where none 

of the backpropagation methods was able to image the target in 

the 6-12 GHz frequency band. The reason is the insufficient 

lateral or cross-range resolution, which is given by the electric 

size of the observation domain. In microwave imaging systems, 

the lateral or cross-range resolution (r) is given by: r = rtarget 

 / Lobs, where rtarget is the distance between the target and the 

observation domain,  is the wavelength at the center frequency 

of the working frequency band (fc), and Lobs is the length of the 

observation domain (Lobs = 60 cm for the examples presented in 

Section III). Thus, for the 6-12 GHz frequency band, the cross-

range resolution is r = 2.2 cm for rtarget = 40 cm, and r = 4.4 

cm for rtarget = 80 cm.  

On the other hand, the cross-range resolution improves more 

than twice for the 18-24 GHz frequency band (r = 1 cm for 

rtarget = 40 cm, and r = 1.9 cm for rtarget = 80 cm), enabling 

accurate imaging of the targets. 

To sum up, the backpropagation technique considering the 

field radiated by the Tx/Rx antennas is suitable for those cases 

where the FF approach of the phase term is not accurate enough 

(that is, the actual field illuminating the target cannot be 

modelled using an spherical wave). This is the case when the 

targets to be imaged are close to the Tx/Rx antennas.  

 

TABLE II 

DESCRIPTION OF THE SCENARIO AND ANALYSIS OF THE 

RESULTS SHOWN IN FIG. 7. 

Frequency 
6 – 12 GHz 

(fc = 9 GHz) 

12 – 18 GHz 

(fc = 15 GHz) 

18 – 24 GHz 

(fc = 21 GHz) 

Approximate  

size of the target  
12  at fc 20  at fc 28  at fc 

Results 

considering the 

FF approach of 

the phase term 

The profile 

cannot be 

inferred 

(a,c). 

Targets are 

better imaged 

at 80 cm (g) 

than at 40 cm 

(e).  

The profile 

cannot be 

inferred at 40 

cm (i). 

Results 

considering the 

field radiated by 

the equivalent 

model of the 

OEWG 

 

Profile 

barely 

inferred 

(b,d). 

Presence of 

clutter. 

At 80 cm (h), 

results are 

similar to the 

FF approach 

(g). 

At 80 cm (l), 

results are 

similar to the 

FF approach 

(k).  

High reflectivity values at the sharp edges of the 

profile due to diffraction effects (especially at 

40 cm: (f) and (j)). This phenomenon is intrinsic 

to the geometry of the target, and is more 

noticeable when directive Tx/Rx antennas are 

used. 

The letters in brackets refer to the corresponding subplot in Fig. 7. 

The OEWG FF distance and the OEWG – target distance are the 

same as in Table I.  
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Fig. 6. Reflectivity images for circular targets and a slightly bent plate. (a)-(d) Frequency range: 6 to 12 GHz. (e)-(h) Frequency 

range: 12 to 18 GHz. (i)-(l) Frequency range: 18 to 24 GHz. Two top rows: targets placed at x = 40 cm. Two bottom rows: targets 

placed at x = 80 cm. First and third rows: results for backpropagation method considering the FF approach. Second and fourth 

rows: results for the backpropagation method considering the field radiated by the equivalent currents-based model of the antennas. 
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Fig. 7. Reflectivity images for the sawtooth-like target. (a)-(d) Frequency range: 6 to 12 GHz. (e)-(h) Frequency range: 12 to 18 

GHz. (i)-(l) Frequency range: 18 to 24 GHz. Two top rows: target placed at x = 40 cm. Two bottom rows: target placed at x = 80 

cm. First and third rows: results for backpropagation method considering the FF approach. Second and fourth rows: results for the 

backpropagation method considering the field radiated by the equivalent currents-based model of the antennas. 
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D. Analysis of the computational cost 

The computational cost of the DAS backpropagation 

technique is proportional to the number of discrete frequencies 

in which the frequency band is divided (Mf), the number of 

observation points 𝑟 𝑜𝑏𝑠 where the scattered field is acquired (N),  

and the points in which the imaging domain 𝑟 ′ is discretized 

(M). The computational cost of the DAS technique 

implemented in this contribution is O(Mf N M). 

In electrically large imaging problems, the number of points 

in the observation domain and in the imaging domain will be 

within the same order of magnitude, that is, N  M. Under this 

assumption, the computational cost is O(Mf N2). 

The introduction of the radiation pattern of the Tx and Rx 

antennas requires an additional step, which is the calculation of 

the field radiated by the Tx and Rx antennas in all the M points 

of the imaging domain. If the equivalent currents that 

characterize the Tx and Rx antennas are discretized into P 

elements, then, the computational cost of the modified DAS 

will be O(Mf N M P). 

Although the calculation time of the modified DAS is 

greater, by a factor of P, than the DAS based on the FF 

approach, the asymptotic behavior with the electric size of the 

imaging problem does not scale up. The reason is that the 

electric size of the Tx and Rx antennas will be the same 

regardless of the electric size of the imaging problem (that is, P 

will remain the same). Consequently, for electrically large 

imaging problems, N  M, with N >> P and M >> P. Thus, the 

resulting computational cost is O(Mf N2), which is the same as 

for the conventional DAS backpropagation technique. 

 

 
Fig. 8. Picture of the multistatic imaging setup. Lower left 

plot: scheme of the imaging setup. Lower right plot: picture of 

the metallic target. 

 

IV. EXPERIMENTAL VALIDATION 

The backpropagation imaging technique presented in this 

contribution has been validated with measurements considering 

monostatic and multistatic architectures.  

A. Multistatic imaging 

A picture of the measurement setup is shown in Fig. 8. It 

consists of a Tx antenna placed at a fixed position and a Rx 

antenna mounted onto a robotic arm [22] that moves along x 

axis as shown in Fig. 8. The working frequency band ranges 

from f = 12 GHz to f =18 GHz, sampled every 150 MHz. The 

linear aperture for the Rx antenna is 71.2 cm, discretized every 

8 mm (approximately /2 at 18 GHz). The Object Under Test 

(OUT) is a bent metallic surface with a rectangular target 

attached to it. The OUT exhibits translation symmetry along the 

vertical axis (z axis). The distance between the OUT and the Tx 

and Rx antennas is 65 cm (32.5  at fc). Both the Tx and Rx 

antennas are Standard Gain Horn (SGH) antennas, which are 

connected to a Vector Network Analyzer (VNA). 

 

 
Fig. 9. Measured NF of the AUT (Ey component) and 

equivalent currents (Mx component) reconstructed on the 

antenna aperture plane (z = 0 m). (a) f = 12 GHz. (b) f = 18 GHz. 
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First, the electric field radiated by one of the two SGHs is 

characterized. The measurement domain is a 30 cm x 30 cm 

plane located 20 cm in front of the SGH aperture plane, which 

is within the near field (NF) region of the SGH (the  SGH size 

is DSGH = 12 cm, and thus, for fc = 15 GHz, the FF distance is 

rFF = 2(DSGH)2 /  = 1.4 m). The amplitude of the field radiated 

by the SGH at 12 GHz and 18 GHz is depicted in Fig. 9 (a) and 

Fig. 9 (b), respectively.  

From the measured NF, an equivalent magnetic currents 

distribution is reconstructed on the SGH aperture plane (also 

depicted in Fig. 9). 

 

 
Fig. 10. Reflectivity image. (a) Backpropagation method 

considering the FF approach.  (b) Backpropagation method 

considering the field radiated by the equivalent currents-based 

model of the Tx antenna. (c) Backpropagation method 

considering the field radiated by the equivalent currents-based 

model of the Tx and Rx antennas. 

 

Taking advantage of the translation symmetry of the OUT, the 

imaging domain is a 50 cm x 30 cm plane located at the same 

position in the z axis as the linear aperture where the scattered 

field is measured. First, the DAS algorithm for a multistatic 

configuration (Eq. (2)) is applied. The recovered reflectivity is 

shown in Fig. 10 (a), where it is observed that, although the 

reflection on the flat and bent metallic surfaces are identified, 

the cross-section of the OUT is not properly retrieved. In 

particular, the echo on the bent metallic surface should not 

appear at the position observed in Fig. 10 (a), that is, behind the 

rectangular target, because this section of the bent target is not 

illuminated by electromagnetic waves.  

Next, the reconstructed equivalent magnetic currents are used 

to compute the field radiated by SGH in the imaging domain, 

so that the FF approach of the phase in the DAS algorithm is 

replaced by the phase of the field radiated by the equivalent 

currents. Fig. 10 (b) shows the recovered reflectivity when only 

the phase of the field radiated by the Tx SGH is considered, 

while keeping the FF approach for the Rx SGH. Now, the cross-

section of the OUT is properly recovered. Finally, if the phase 

of the field radiated by the Rx SGH is also added (Eq. (9)), the 

recovered reflectivity fits the true profile of the OUT (Fig. 10 

(c)).  

To provide a quantitative measure of the reflectivity images, 

the Image Signal to Noise Ratio (ISNR) is provided. The 

definition of the ISNR can be found in Eq. (15) of [23]. In this 

example, the highest ISNR value corresponds to the case where 

the fields of the Tx and Rx antennas are considered in the 

backpropagation method (Fig. 10 (c)).  

B. Monostatic imaging 

A monostatic imaging configuration is considered for the 

second measurement-based validation example. In this 

example, the Tx and Rx are two Vivaldi antennas working in 

the 12 GHz to 18 GHz frequency band. A picture of the Vivaldi 

antenna measurement setup is shown in Fig. 11. 

 

 
Fig. 11. Measurement of the Vivaldi antenna used in the 

imaging setup (AUT in the picture). The probe antenna is a 

standard gain horn (SGH) antenna. 

 

Similarly to the example presented in Section III.A, the field 

radiated by the Vivaldi antennas has been measured on a plane 

located 40 cm above the antenna, using an SGH as a probe. In 

this case, the field radiated by the Vivaldi antenna has been 

acquired in its NF region (the size of the Vivaldi antenna is 
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DVivaldi = 10 cm, and thus, for fc = 15 GHz, the FF distance is rFF 

= 2(DVivaldi)2 /  = 1 m). The amplitude of the measured field is 

depicted in Fig. 12. 

Next, an equivalent currents distribution is reconstructed on 

the aperture plane of the Vivaldi antenna (depicted at the bottom 

of Fig. 12), then using these currents to compute the field 

radiated by the Vivaldi antenna in the imaging domain. 

 

 
Fig. 12. NF radiated by the Vivaldi antenna acquired on an 

80 cm x 80 cm plane placed 40 cm above the Vivaldi antenna 

aperture plane. The equivalent currents reconstructed on the 

antenna aperture plane (z = 0 m) are also depicted. f = 12 GHz. 

 

 
Fig. 13. Picture of the monostatic imaging setup. For the sake 

of simplicity, the Tx and Rx Vivaldi antennas are fixed, and the 

target is mounted on the robotic arm of the XYZ measurement 

table. 

 

Two parallel 15-cm long metallic bars, spaced 10 cm along y 

axis, have been selected as OUT. A picture of the OUT and the 

monostatic imaging setup is shown in Fig. 13. For the sake of 

simplicity, as well as to minimize phase errors due to cable 

bends, the Tx and Rx antennas are fixed, and the OUT is 

attached to a robotic arm that moves on an XY plane parallel to 

the Tx/Rx antennas aperture plane. The field scattered by the 

OUT has been acquired on a 50 cm x 40 cm domain discretized 

every 5 mm, thus resulting in 8181 acquisition points. The 

distance between the OUT and the Tx and Rx Vivaldi antennas 

is 55 cm (27.5  at fc). 

The reflectivity reconstructed in the XY plane is plotted in 

Fig. 14. The result for conventional DAS (Eq. (1)) is depicted 

in Fig. 14 (a), and the result for the modified DAS considering 

the phase of the Tx and Rx antennas is plotted in Fig. 14 (b). It 

can be observed that the modified backpropagation technique 

provides a sharper image that fits best the profile of the two 

metallic bars. This improvement is supported by the ISNR 

values obtained for the reflectivity images, as the ISNR of Fig. 

14 (b) is greater than the ISNR of Fig. 14 (a).  

 

 
Fig. 14. Reflectivity image recovered on the XY plane. (a) 

Backpropagation method considering the FF approach.  (b) 

Backpropagation method considering the field radiated by the 

equivalent currents-based model of the Tx and Rx antennas. 

 

C. Application in a realistic scenario 

In order to illustrate the performance of the method in a 

realistic scenario, a set of measurements taken with a portable 

monostatic imaging system implemented for teaching a radar 

course has been selected. A picture of the setup is shown in Fig. 

15: it consists of a pair of horn antennas connected to a VNA, 

working in the 4-7 GHz frequency band. For these antennas, the 

FF distance is rFF = 2(Dhorn)2 /  = 3.2 m at fc = 5.5 GHz. The 
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VNA and the horn antennas are mounted on top of a wooden 

cart that can be manually moved to collect measurements at 

different positions. The objects in the imaging scenario are a 

cardboard panel placed 1.5 m (27.5  at fc) far from the Tx/Rx 

antennas, and two metallic bars located 75 cm behind the panel 

(that is, 41.3  from the Tx/Rx antennas). The scattered field is 

collected in a linear domain ranging from x = -37.5 cm to x = 

37.5 cm, and sampled every 2.5 cm.  

Reflectivity images are depicted in Fig. 16, where Fig. 16 (a) 

corresponds to the backpropagation technique considering the 

FF approach, and Fig. 16 (b) corresponds to the modified DAS 

considering the radiation pattern of the horn antennas. In this 

example, the main difference is that the cardboard panel (the 

target closest to the Tx/Rx antennas) is best imaged with the 

latter method. Also, the ISNR improves when the radiation 

pattern of the horn antennas is considered. 

 

 
Fig. 15. Picture of the portable monostatic imaging setup and 

the targets under test. 

 

 
Fig. 16. Reflectivity images obtained with the portable 

imaging setup (4-7 GHz frequency band). (a) Backpropagation 

method considering the FF approach. (b) Backpropagation 

method considering the field radiated by the equivalent 

currents-based model of the Tx and Rx horn antennas. 

V. CONCLUSION 

This contribution has presented a method that takes into 

account the field radiated by the Tx and Rx antennas to improve 

the DAS backpropagation technique. Results shown in this 

contribution support the fact that an accurate characterization 

of the fields radiated by the Tx and Rx antennas of the imaging 

system results in better focused microwave images.  

From a technical complexity point-of-view, the proposed 

methodology requires only one measurement of the field 

radiated by Tx and Rx antennas to obtain an electromagnetic 

model of these antennas. Besides, once this characterization is 

conducted, it can be reused in any imaging setup that uses these 

antennas.  

It must be pointed out that even backpropagation techniques 

based on the FF approach of the propagation term require a 

calibration stage. This calibration consists of placing one or 

more reference targets within the imaging domain to correct the 

offset distance in the reflectivity images provided by the 

imaging system. Thus, the use of the actual field radiated by the 

Tx and Rx antennas avoids the need for calibration targets. 

The methodology presented in this contribution is of special 

interest for portable scanners [24],[25], where the distance 

between the scanning device and the objects to be inspected can 

be small enough to require precise modeling of the fields 

radiated by the Tx and Rx antennas of the scanner to obtain 

focused microwave images.  

The proposed technique is a trade-off between accurate but 

computationally expensive imaging methods (e.g. model-based 

techniques [26], tomographic approach [27]), and fast imaging 

techniques based on FF approaches (DAS [17]-[19], Phase-

Shift Migration [28]). 
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