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#### Abstract

We present the first results of $\mathrm{K} 2-\mathrm{OjOS}$, a collaborative project between professional and amateur astronomers primarily aimed to detect, characterize, and validate new extrasolar planets. For this work, 10 amateur astronomers looked for planetary signals by visually inspecting the 20427 light curves of $K 2$ campaign 18 (C18). They found 42 planet candidates, of which 18 are new detections and 24 had been detected in the overlapping C5 by previous works. We used archival photometric and spectroscopic observations, as well as new high-spatial resolution images in order to carry out a complete analysis of the candidates found, including a homogeneous characterization of the host stars, transit modelling, search for transit timing variations and statistical validation. As a result, we report four new planets (K2-355 b, K2-356 b, K2-357 b, and K2-358 b) and 14 planet candidates. Besides, we refine the transit ephemeris of the previously published planets and candidates by modelling C5, C16 (when available) and C18 photometric data jointly, largely improving the period and mid-transit time precision. Regarding individual systems, we highlight the new planet K2-356 b and candidate EPIC 211537087.02 being near a $2: 1$ period commensurability, the detection of significant TTVs in the bright star K2-184 ( $V=10.35$ ), the location of K2-103 b inside the habitable zone according to optimistic models, the detection of a new single transit in the known system K2-274, and the disposition reassignment of $\mathrm{K} 2-120 \mathrm{~b}$, which we consider as a planet candidate as the origin of the signal cannot be ascertained.
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## 1 INTRODUCTION

The $K 2$ mission (Howell et al. 2014) observed different ecliptic fields over 19 campaigns between 2014 and 2018 aiming to further enlarge the great success achieved by the primary Kepler mission (Borucki et al. 2010). Both missions shared the main scientific goal of detecting and characterizing a large amount of transiting exoplanets in order to explore the structure and diversity of planetary systems. Their findings marked a real breakthrough in exoplanetary research, bringing a new perspective on the planet occurrence rates (e.g. Batalha 2014; Kunimoto \& Matthews 2020), multiplanetary

[^0]systems (e.g. Campante et al. 2015; Grimm et al. 2018), and planet formation and evolution (e.g. Lillo-Box et al. 2014a, c).

Confirming the planetary nature of thousands of Kepler and $K 2$ transiting candidates by determining that the planet lies in the substellar regime via radial velocities measurements became impractical, especially for faint and magnetically active host stars. In this context arose the concept of statistical validation of transit signals, which consists of probing the planetary origin of the transit signal through discarding other possible non-planetary scenarios (e.g. Torres et al. 2011; Morton 2012; Díaz et al. 2014).

According to the NASA Exoplanet Archive (Akeson et al. 2013), 426 validated and confirmed planets have been detected using $K 2$ data (e.g. Crossfield et al. 2016; Lam et al. 2018; Díez Alonso et al. 2018a, b, 2019; Korth et al. 2019; Castro González et al. 2020b;
de Leon et al. 2021), representing 10 per cent of the total known planets. There are also nearly a thousand $K 2$ candidates, which either do not meet the imposed validation criteria (e.g. candidates reported in Montet et al. 2015; Livingston et al. 2018a; Mayo et al. 2018), or are awaiting for a validation analysis (e.g. many candidates reported in Barros, Demangeon \& Deleuil 2016; Pope, Parviainen \& Aigrain 2016; Vanderburg et al. 2016; Yu et al. 2018; Kruse et al. 2019). Even though a fairly extensive analysis of $K 2$ data has been carried out so far, several campaigns still can be studied in greater detail.

In general, $K 2$ fields are uniformly distributed along the ecliptic, so most of the targets were observed in just one campaign (i.e. $\sim 80$ d). Nevertheless, certain fields partially overlap, providing unique science opportunities due to the longer duty cycles and temporal baselines. The most optimal campaigns to take advantage of the existing overlaps in $K 2$ fields are C5 (observations from 2015 April 27 to July 10), C16 (observations from 2017 December 7 to 2018 February 25), and C18 (observations from 2018 May 12 to July 2), which observed 25137 (C5), 29888 (C16), and 20427 (C18) stellar targets in the $K 2$ long-cadence mode ( 30 min ). C18 field covers 95 per cent of C5 field (see Fig. 1) and both campaigns have 11444 stellar targets in common, which were observed with a 3-yr temporal baseline and a 4-month duty cycle. The C16 field covers 30 per cent of C5 and C18, and the three campaigns have 3261 stellar targets in common, increasing their duty cycle up to nearly 7 months. Joining photometric data from these three campaigns allows us to search for long-period planets not being identified in data from just one campaign, search for long-term transit timing variations (TTVs), and precisely measure the transit ephemeris, which is essential for future follow-up studies scheduled by the next ground- and space-based telescope generation. Although several works have been published reporting candidates, validated and confirmed transiting planets starting from C5 and C16 data (e.g. Dressing et al. 2017a; Mann et al. 2017; Livingston et al. 2018b; Mayo et al. 2018; Petigura et al. 2018; Yu et al. 2018), there are still no works aimed to an exhaustive analysis of C18.

In this context, we started $\mathrm{K} 2-\mathrm{OjOS}^{1}$ (Castro González et al. 2020a), a Professional-Amateur (Pro-Am) project in which 10 amateur astronomers visually inspected the light curves of each C18 star in order to: (1) detect, characterize, and validate new extrasolar planets, (2) revisit the orbital and physical parameters of planets detected in C5 with new data from C16 and C18, (3) detect variable stars, and (4) compare visual and automated detection procedures.

Contributions of citizen scientists to the exoplanetary research has been remarkable along the last decade through projects like Planet Hunters (e.g. Fischer et al. 2012; Schwamb et al. 2012; Schmitt et al. 2014; Eisner et al. 2020a, b) and Exoplanet Explorers (e.g. Christiansen et al. 2018; Feinstein et al. 2019; Hardegree-Ullman \& Christiansen 2019; Zink et al. 2019). The K2-OjOS project was designed to have quite a few less members than the aforementioned projects (tens versus thousands). Besides searching for signals, the K2-OjOS members took part of the preliminary vetting process, carried out ground-based photometric follow-up of several variable stars, and participated in several scientific discussions with professional astronomers.

In Section 2, we describe the K2-OjOS project, including the signal detection methodology, preliminary vetting, independent search through BLS algorithm, and the transit injection and recovery. In Section 3, we describe the observations and data reduction for both the $K 2$ photometry and the high-resolution imaging. In Section 4, we


Figure 1. Sky position of the stellar targets observed in C5, C16, and C18. 95 per cent of C5 field is covered by C18, and 30 per cent is covered by C16.
present the analysis, in which we describe the stellar characterization of the host stars, transit modelling, search for transit timing variations and planet validation. In Section 5, we present the results, in which we quantify the transit ephemeris refinement of the already known planets, compare the recovery rates of both the K2-OjOS and BLS searches, contextualize and discuss the characteristics of the host stars, planets, and candidates in our sample, and highlight interesting features of five individual systems. We conclude with a summary in Section 6.

## 2 THE K2-OJOS PROJECT

### 2.1 Visual search for planetary signals

The K2-OjOS members had previous knowledge about the typical photometric features of stars hosting transiting exoplanets (i.e. periodicities, transit shapes, depths, and durations), as well as about the most recognizable types of variable stars. Furthermore, we developed tutorials with guidelines for proper identifications, which are available in the $\mathrm{K} 2-\mathrm{OjOS}$ website. We also established an online chat and scheduled frequent meetings to allow communication between K2-OjOS members and professional astronomers.

We distributed the 20427 target stars of C18 in 21 batches (20 with 1000 light curves and 1 with 427). Then, we assigned one batch to each K2-OjOS member, and they systematically inspected the K2 Self Flat Fielding (K2SFF) corrected light curves (Vanderburg \& Johnson 2014) available on the Centre for Astrophysics of the Harvard University and Smithsonian Institution website. ${ }^{2}$ As they finished inspecting their batches, we assigned them more, until reaching all the 21 batches. As a result, six members analysed one batch and four members analysed more than one ( $2,3,4$, and 6 batches). The members carried out a preliminary classification of the stars with detected variability, discerning between the main following categories: planets, eclipsing binaries, rotatings, pulsatings, irregulars, and artefacts. Finally, they did a double check exchanging the targets found with a different member. The results were the following: 216 planets, 427 eclipsing
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Figure 2. Summary plot of the preliminary vetting carried out by the K2-OjOS members for the newly detected planet K2-357 b (EPIC 211730267.01). Top: Long cadence K2SFF-corrected light curve along with the trend line. Blue vertical lines indicate the transits locations. Bottom left-hand panel: Box Least Squares Periodogram in which the main period ( $P=16.34 \mathrm{~d}$, blue vertical line) and its harmonics (blue vertical dashed lines) are highlighted. Bottom right-hand panel: Phase-folded transit together with the BLS square model ( 0.12 per cent depth and 3.6 h duration). The black dots correspond to $1.2-\mathrm{h}$ binned data.
binaries, 374 rotatings, 288 pulsatings, 195 irregulars, and 101 artefacts. The amateur astronomers jointly with professional astronomers subjected the 216 planets to a thorough vetting in order to avoid false detections or misclassifications and thus obtain the final sample of planet candidates (Section 2.2). The remaining 1284 targets classified within the different categories of variable stars are being studied separately.

### 2.2 Preliminary vetting and signal selection

The K2-OjOS members performed a preliminary vetting of the 216 targets classified as planet in the visual searching step, in order to create, together with professional astronomers, a high-quality planet candidate sample. In the following, we briefly summarize the procedure, which is fully available in the K2-OjOS website. (1) The members checked if the targets were observed in the overlapping C 5 and C 16 , and if so, they checked that the signals found were also present in those campaigns. (2) They removed outliers and long-term trends from the light curves through the wotan package (Hippke et al. 2019), being cautious of not overfit nor remove relevant data. (3) They assessed if the signals were periodic, and if so, computed relevant signal features as the orbital periods, midtransit times, transit durations, and transit depths trough the BLS algorithm (Kovács, Zucker \& Mazeh 2002). (4) They produced phase-folded light curves to check their shapes. During this process, we removed from the planet category 174 targets ( 80 percent
of the planet targets), which were mostly misclassified eclipsing binaries or artefacts. As a result, we ended up with 42 planet candidates in 37 stars, being 18 of them new detections. In Fig. 2, we show a summary plot of this process created by the K2-OjOS team for the newly detected planet K2-357 b.

### 2.3 Independent search through BLS algorithm

We carried out an independent search by applying the BLS algorithm to the whole C18 sample, in order to cross-check the search. We used the BLS implementation of the Lctools software (Schmitt, Hartman \& Kipping 2019) considering low-restrictive signal properties: signal-to-noise ratio $>6$, planet size $>0.5 R_{\oplus}$, orbital period $>0.25$ d, and transit duration $>1 \mathrm{~h}$. As a result, the BLS search retrieved all the findings made by the K2-OjOS members except single transits, and no extra candidate was found.

### 2.4 Transit injection and recovery

To quantify and compare the K2-OjOS and BLS detection efficiencies, we simulated transit signals and injected them into real $K 2$ light curves to be analysed by both search methods. In the following, we detail the transit injection procedure.

First, we randomly selected 200 K2SFF corrected light curves of C18 stars that were analysed by Hardegree-Ullman et al. (2020), in order to acquire homogeneous estimates of their stellar parameters.


Figure 3. Top: Photometric apertures for EPIC 211319779 (star \#1) corresponding to the EVEREST and K2SFF pipelines. Both plots have been made through TPFPLOTTER. Bottom: Phase-folded light curves obtained with each pipeline. For both plots, the first transit is plotted in blue, and the second, third, and fourth are in orange, green, and red, respectively. The black dots correspond to 1-h binned data.

Secondly, we exchanged the light curves with real planetary signals or eclipsing binaries for light curves without any hint of having eclipses. Thirdly, we randomly injected one simulated transit in 40 per cent of the 200 selected light curves generated through the Mandel \& Agol (2002) quadratic transit model as implemented in the batman package (Kreidberg 2015). We adopted stellar masses and radii from the Hardegree-Ullman et al. (2020) catalogue and fixed the orbital inclination to $i=90^{\circ}$ and eccentricity to $e=0$. We randomly generated the orbital periods between 1 d and the 49-d temporal baseline of C 18 , the $R_{p} / R_{\star}$ ratios between 1 percent and 10 per cent, and the mid-transit times between the C18 starting time and one orbital period later. We repeated the above-mentioned process generating different batches of 200 light curves with different injected transits.

Each K2-OjOS member analysed the same number of batches as the number of original analysed batches with real C18 data. Regarding the BLS search, the necessary condition for a signal to be considered as retrieved is that any of the 10 main BLS periods have to be within 1 per cent of the injected orbital period. The results of both independent searches are shown in Section 5.2.

## 3 OBSERVATIONS AND DATA REDUCTION

### 3.1 K2 photometry extraction and processing

We downloaded from the Mikulsky Archive for Space Telescopes (MAST) the C18 (and C5 and C16 when available) light curves processed with the EVEREST pipeline (Luger et al. 2016, 2018)
for the 37 targets found in the K2SFF light curves by the K2OjOS team, with the objective of comparing both pipelines and deciding which one to use in the subsequent analysis. We checked that the C18 transit-like signals found starting from the K2SFF light curves were also detectable in the overlapping campaigns and in the EVEREST light curves. We found three cases (EPICs 211319779, 211606790, and 211407755) for which the EVEREST photometric apertures are not suitable to collect completely the stellar fluxes, as part of the edges of these apertures are located over the target PSFs. Fig. 3 illustrates this phenomenon for EPIC 211319779, for which the unsuitable EVEREST aperture decreases the C18 phase-folded transit depth by a factor of two. In this particular case, the first EVEREST transit corresponds to a situation in which the target is located inside the aperture and skimming its edge. However, over the course of the campaign, the aperture is gradually separating from the target, causing a great flux dimming for the remaining three transits. Besides, we found one target (EPIC 212008766, $G_{\text {mag }}=12.87$ ) whose C5 EVEREST photometry is contaminated, as its aperture, unlike that of K2SFF, encompasses the nearby star Gaia DR2 $664406705976755840\left(G_{\mathrm{mag}}=15.16\right)$. This shows the importance of a thorough cross-comparison between different photometric pipelines, in order to assess the quality of the signals. Due to the smaller out-of-transit scatter obtained with the EVEREST pipeline, we used its light curves for the subsequent analysis, except for the aforementioned four targets. For EPICs 211319779, 211606790, and 212008766, we used the K2SFF, and for EPIC 211407755, whose K2SFF aperture edge is also too close to the target, we applied the SFF corrector to the raw flux collected in a bigger aperture.

We removed long-term trends and normalized each light curve by using the wotan package (Hippke et al. 2019). Choosing a suitable de-trending procedure is highly important as it has a direct impact on the transit depth, and therefore on the derived planetary radius. First, we removed upper outliers that are more than 5- $\sigma$ above the running mean. Then, we used the robust time-windowed biweight method while cutting off the extremes of each time-series in order to avoid edge effects. We note that this method is not suitable for some of our targets, whose transit signals would disturb the trend (i.e. there is no window-length capable of reproducing the long-term trend while not being distorted by the transits). This phenomenon typically occurs in stars with strong stellar rotation modulations (e.g. EPICs 211335816 , 211418290, and 211424769). In consequence, for these targets we used the cosine detrending method (Hippke et al. 2019) by following a two-step process. First, we performed a preliminary detrending in which we used the Transit Least Squares algorithm (TLS; Hippke \& Heller 2019) to identify transit-like signals that could disturb the trend. Secondly, we detrended the original time-series masking the transit data points found in the first step.

After the detrending process we joined the light curves from different campaigns generating a single light curve per target, and then used the TLS algorithm in order to obtain constraints on $P$ and $T_{0}$ to be used in the posterior transit modelling, as well as to search for additional shallow transit-like signals within the joined data.

### 3.2 High-resolution imaging

We observed the four stars that meet all the validation criteria described in Section 4.4 (EPICs $211730267,211914998,211525753$, and 211537087) with the high-spatial resolution camera AstraLux (Hormuth et al. 2008), located at the 2.2 m telescope of the Calar Alto Observatory (Almería, Spain) on the nights of 22 and 23 of 2021 March. This camera uses the lucky-imaging approach


Figure 4. Contrast curves for EPICs 211730267, 211914998, 211525753, and 211537087 obtained from the AstraLux combined frames.
to obtain diffraction-limited images based on the observation of a large number of frames with very short exposure below the coherence time. We used the Sloan Digital Sky Survey z filter (SDSSz) and obtained 60000 frames with 20 ms exposure times for EPIC 211730267, $60000 \times 30 \mathrm{~ms}$ for EPIC 211914998, $18400 \times 30 \mathrm{~ms}$ for EPIC 211525753, and $23400 \times 20 \mathrm{~ms}$ for EPIC 211537087. In order to focus on the closer regions, we restricted the field-of-view by windowing to $6 \times 6$ arcsec.

We used the instrument pipeline to select the 10 per cent frames with the highest Strehl ratio (Strehl 1902) and combine them into a final high-spatial resolution image. Based on this final image, we computed the sensitivity curve by using our own developed ASTRASENS package ${ }^{3}$ with the procedure described in Lillo-Box, Barrado \& Bouy (2012, 2014b). We find no evidence of additional sources within this field of view and within the computed sensitivity limits, shown in Fig. 4.

We use these contrast curves to estimate the probability of contamination from blended sources in the $K 2$ aperture and undetectable from the public images. This probability is called the blended source confidence (BSC) and the steps for estimating it are fully described in Lillo-Box et al. (2014b). We use a PYTHON implementation of this approach (BSC) which uses the TRILEGAL ${ }^{4}$ Galactic model (v1.6; Girardi et al. 2012) to retrieve a simulated source population of the region around the corresponding target. ${ }^{5}$ For instance, the transit signal in EPIC 211730267 could be mimicked by a blended chance-aligned binary with a magnitude contrast up to $\Delta m=6.8$ mag. However, given the high-resolution image, we estimate using the BSC code that the probability of having an undetected source in the AstraLux image within this contrast range is 0.15 per cent. Similarly, we find such probability to be 2.83 per cent for EPIC $211914998,0.34$ per cent for EPIC 211525753 , and 0.15 per cent for EPIC 211537087.

## 4 ANALYSIS

### 4.1 Stellar characterization

Obtaining reliable stellar parameters is highly important since planetary parameters and statistical validation analysis depends on them.

[^3]

Figure 5. Comparison between ISOCHRONES-derived and Hardegree-Ullman et al. (2020) reported stellar radii $\left(R_{\star}\right)$. The dashed line represents the $1: 1$ relation.

The Ecliptic Plane Input Catalogue (EPIC; Huber et al. 2016), whose stellar parameters were based on photometry, proper motions, and models of the distribution of stars in the Milky Way, misclassifies between 56 and 72 per cent of subgiants as dwarfs, and 9 per cent of dwarfs as subgiants (Huber et al. 2016). Besides, it underestimates the radii for low-mass stars, as a result of the choice of the isochrones from the Padova data base (Marigo et al. 2008), which tend to underpredict the radii of these stars (Boyajian et al. 2012; Huber et al. 2016). For M dwarf stars, this bias has been empirically estimated to be 39 per cent by Dressing et al. (2017b) and 43 per cent by Castro González et al. (2020b). Given that $\sim 40$ per cent of selected $K 2$ targets are low-mass M and K dwarfs (Huber et al. 2016), improving the stellar radii estimates of these targets is crucial to accurately characterize the planets observed by $K 2$. In this section, we detail our procedure to infer the stellar radii $\left(R_{\star}\right)$, masses $\left(M_{\star}\right)$, effective temperatures $\left(T_{\text {eff }}\right)$, surface gravities $(\log g)$, and metalicities $([\mathrm{Fe} / \mathrm{H}])$ for the stars in our sample.

Among the 37 targets, 21 have published spectroscopic parameters derived from different spectrographs and pipelines, and 16 lack spectra. Due to this heterogeneity, we performed an independent and uniform stellar characterization utilizing the ISOCHRONES package (Morton 2015a). The package is an interpolation tool that fits photometric and/or spectroscopic parameters to the MIST (MESA Isochrones Stellar Tracks) stellar models (Paxton et al. 2015; Choi et al. 2016; Dotter 2016) by using Multinest (Feroz \& Hobson 2008; Feroz, Hobson \& Bridges 2009; Feroz et al. 2019), and thus it is able to predict the value of any physical property derived by the models. We ran ISOCHRONES by using the following data for all our 37 target stars: 2MASS JHK photometry (Skrutskie et al. 2006) and Gaia DR2 parallaxes (Gaia Collaboration 2018), accounting for the systematics reported in Stassun \& Torres (2018) and Luri et al. (2018). Including Gaia parallaxes within the ISOCHRONES analysis has proven to be of crucial importance in order to remove most of the potential for misclassifying dwarfs and subgiants, as well as to correct the aforementioned radii underestimation, specially for stars lacking spectroscopy (Livingston et al. 2018b). We included additional priors of inferred spectroscopic parameters $T_{\text {eff }},[\mathrm{Fe} / \mathrm{H}]$, and $\log g$ for the 21 targets with published spectra, and for three more targets (EPICs $211335816,211407755,211816003)$ without spectra but with $T_{\text {eff }}$, [ $\mathrm{Fe} / \mathrm{H}]$, and $\log g$ available from Hardegree-Ullman et al. (2020); the authors derived stellar parameters for 195250 K2 targets by using random forest regression on photometric colours, trained on a sample of 26838 K 2 stars with spectroscopic measurements from

Table 1. ISOCHRONES-derived parameters.

| EPIC ID | C | $K_{p}$ (mag) | $T_{\text {eff }}(\mathrm{K})$ | [Fe/H] (dex) | $\log g(\mathrm{cgs})$ | $R_{\star}\left(\mathrm{R}_{\odot}\right)$ | $M_{\star}\left(\mathrm{M}_{\odot}\right)$ | Spectroscopic parameters reference |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 211309648 | 18 | 13.848 | $6283_{-232}^{+235}$ | $0.05_{-0.16}^{+0.15}$ | $4.18_{-0.07}^{+0.07}$ | $1.50_{-0.12}^{+0.15}$ | $1.24_{-0.08}^{+0.10}$ | - |
| 211317649 | 18 | 13.214 | $5693{ }_{-63}^{+62}$ | $0.20_{-0.07}^{+0.07}$ | $4.38{ }_{-0.04}^{+0.05}$ | $1.088_{-0.05}^{+0.05}$ | $1.03_{-0.04}^{+0.04}$ | Boisse et al. (2013) |
| 211319617 | 5,18 | 12.393 | $5306{ }_{-40}^{+45}$ | $-0.50_{-0.06}^{+0.07}$ | $4.57_{-0.03}^{+0.03}$ | $0.72_{-0.01}^{+0.01}$ | $0.72_{-0.03}^{+0.04}$ | Mayo et al. (2018) |
| 211319779 | 18 | 12.640 | $5163_{-127}^{+161}$ | $-0.20_{-0.17}^{+0.14}$ | $4.58{ }_{-0.03}^{+0.02}$ | $0.75{ }_{-0.02}^{+0.02}$ | $0.788_{-0.05}^{+0.04}$ | - |
| 211335816 | 5,18 | 11.929 | $6223{ }_{-134}^{+105}$ | $0.03_{-0.12}^{+0.09}$ | $4.07{ }_{-0.04}^{+0.04}$ | $1.73{ }_{-0.10}^{+0.10}$ | $1.27{ }_{-0.06}^{+0.07}$ | Hardegree-Ullman et al. (2020) |
| 211359660 | 5,18 | 11.742 | $5181{ }_{-42}^{+48}$ | $-0.02_{-0.07}^{+0.06}$ | $4.56_{-0.03}^{+0.02}$ | $0.80_{-0.01}^{+0.01}$ | $0.84{ }_{-0.04}^{+0.03}$ | Mayo et al. (2018) |
| 211393988 | 18 | 13.862 | $6972_{-381}^{+456}$ | $0.02_{-0.16}^{+0.15}$ | $4.10_{-0.11}^{+0.10}$ | $1.82_{-0.22}^{+0.29}$ | $1.53_{-0.14}^{+0.15}$ | - |
| 211407755 | 5,16,18 | 14.573 | $4726_{-74}^{+82}$ | $-0.20_{-0.18}^{+0.14}$ | $4.63{ }_{-0.03}^{+0.03}$ | $0.67{ }_{-0.04}^{+0.04}$ | $0.68{ }_{-0.04}^{+0.04}$ | Hardegree-Ullman et al. (2020) |
| 211418290 | 5,18 | 11.504 | $5041_{-46}^{+55}$ | $-0.43_{-0.09}^{+0.08}$ | $3.64{ }_{-0.04}^{+0.06}$ | $3.02_{-0.16}^{+0.17}$ | $1.47{ }_{-0.12}^{+0.12}$ | Mayo et al. (2018) |
| 211418729 | 5,18 | 14.286 | $5039{ }_{-55}^{+52}$ | $0.38{ }_{-0.04}^{+0.04}$ | $4.51_{-0.02}^{+0.03}$ | $0.87{ }_{-0.02}^{+0.02}$ | $0.89_{-0.02}^{+0.03}$ | Shporer et al. (2017a) |
| 211424769 | 5,18 | 9.438 | $6217_{-41}^{+46}$ | $-0.06_{-0.07}^{+0.06}$ | $4.211_{-0.02}^{+0.02}$ | $1.388_{-0.02}^{+0.03}$ | $1.122_{-0.04}^{+0.05}$ | Mayo et al. (2018) |
| 211480861 | 18 | 9.961 | $7461{ }_{-401}^{+587}$ | $0.03_{-0.16}^{+0.14}$ | $4.03_{-0.05}^{+0.06}$ | $2.11_{-0.12}^{+0.12}$ | $1.74{ }_{-0.11}^{+0.15}$ | - |
| 211525389 | 5,18 | 11.687 | $5636{ }_{-52}^{+49}$ | $0.23{ }_{-0.03}^{+0.04}$ | $4.49_{-0.01}^{+0.01}$ | $0.97{ }_{-0.01}^{+0.01}$ | $1.05_{-0.02}^{+0.02}$ | Petigura et al. (2018) |
| 211525753 | 18 | 13.746 | $5790_{-147}^{+177}$ | $-0.12_{-0.18}^{+0.15}$ | $4.49_{-0.04}^{+0.03}$ | $0.92_{-0.03}^{+0.04}$ | $0.966_{-0.06}^{+0.05}$ | - |
| 211537087 | 18 | 13.438 | $55688_{-150}^{+178}$ | $-0.11_{-0.17}^{+0.15}$ | $4.52_{-0.04}^{+0.03}$ | $0.86{ }_{-0.03}^{+0.03}$ | $0.90_{-0.06}^{+0.05}$ | - |
| 211590050 | 18 | 13.317 | $6414_{-280}^{+310}$ | $0.03_{-0.16}^{+0.13}$ | $4.16_{-0.06}^{+0.07}$ | $1.57{ }_{-0.12}^{+0.14}$ | $1.29_{-0.09}^{+0.10}$ | - |
| 211594205 | 5,18 | 10.680 | $5245{ }_{-35}^{+34}$ | $-0.10_{-0.04}^{+0.04}$ | $4.62_{-0.00}^{+0.00}$ | $0.75{ }_{-0.01}^{+0.01}$ | $0.84_{-0.01}^{+0.01}$ | Petigura et al. (2018) |
| 211606790 | 5,16,18 | 12.673 | $5456{ }_{-50}^{+49}$ | $0.07_{-0.07}^{+0.07}$ | $4.12_{-0.03}^{+0.03}$ | $1.76{ }_{-0.09}^{+0.09}$ | $1.47{ }_{-0.05}^{+0.07}$ | Mayo et al. (2018) |
| 211644764 | 18 | 13.105 | $6688_{-269}^{+377}$ | $0.04_{-0.14}^{+0.14}$ | $4.05_{-0.07}^{+0.08}$ | $1.90_{-0.18}^{+0.21}$ | $1.488_{-0.11}^{+0.12}$ | - |
| 211705502 | 18 | 13.216 | $6471_{-269}^{+314}$ | $0.01{ }_{-0.16}^{+0.15}$ | $4.24_{-0.06}^{+0.06}$ | $1.39_{-0.09}^{+0.12}$ | $1.26{ }_{-0.10}^{+0.10}$ | - |
| 211724246 | 18 | 13.242 | $6486{ }_{-302}^{+290}$ | $0.07{ }_{-0.14}^{+0.15}$ | $3.97{ }_{-0.07}^{+0.07}$ | $2.10_{-0.19}^{+0.23}$ | $1.50{ }_{-0.11}^{+0.13}$ | - |
| 211730267 | 18 | 13.459 | $5794_{-169}^{+210}$ | $-0.02_{-0.16}^{+0.14}$ | $4.43_{-0.04}^{+0.04}$ | $1.00_{-0.05}^{+0.05}$ | $0.988_{-0.07}^{+0.07}$ | - |
| 211733267 | 5,16,18 | 12.150 | $5342_{-47}^{+48}$ | $0.02_{-0.07}^{+0.06}$ | $4.46_{-0.02}^{+0.03}$ | $0.90_{-0.02}^{+0.02}$ | $0.85_{-0.02}^{+0.03}$ | Mayo et al. (2018) |
| 211791178 | 5,18 | 13.648 | $4648_{-76}^{+88}$ | $-0.31_{-0.10}^{+0.12}$ | $4.50_{-0.02}^{+0.03}$ | $0.81{ }_{-0.03}^{+0.03}$ | $0.74_{-0.02}^{+0.02}$ | Dressing et al. (2017b) |
| 211816003 | 5,16,18 | 13.654 | $5397{ }_{-96}^{+105}$ | $-0.09_{-0.12}^{+0.12}$ | $4.53_{-0.04}^{+0.03}$ | $0.83{ }_{-0.03}^{+0.03}$ | $0.86_{-0.05}^{+0.05}$ | Hardegree-Ullman et al. (2020) |
| 211818569 | 5,18 | 12.935 | $4690_{-41}^{+43}$ | $-0.16_{-0.06}^{+0.05}$ | $4.63-0.02$ | $0.67{ }_{-0.01}^{+0.01}$ | $0.69_{-0.03}^{+0.03}$ | Mayo et al. (2018) |
| 211822797 | 5,16,18 | 14.568 | $4057{ }_{-39}^{+37}$ | $0.20_{-0.07}^{+0.05}$ | $4.70_{-0.01}^{+0.01}$ | $0.588_{-0.01}^{+0.01}$ | $0.62_{-0.02}^{+0.02}$ | Dressing et al. (2017b) |
| 211904310 | 18 | 13.636 | $6404_{-261}^{+284}$ | $0.05_{-0.16}^{+0.15}$ | $4.12_{-0.07}^{+0.08}$ | $1.65{ }_{-0.16}^{+0.19}$ | $1.33_{-0.11}^{+0.10}$ | - |
| 211913977 | 5,16,18 | 12.619 | 4927 ${ }_{-46}^{+47}$ | $0.07{ }_{-0.07}^{+0.07}$ | $4.59_{-0.02}^{+0.01}$ | $0.76{ }_{-0.01}^{+0.01}$ | $0.82_{-0.03}^{+0.02}$ | Mayo et al. (2018) |
| 211914998 | 18 | 13.587 | $5650_{-152}^{+193}$ | $-0.07-0.16$ | $4.49_{-0.04}^{+0.03}$ | $0.91_{-0.04}^{+0.04}$ | $0.93_{-0.06}^{+0.06}$ | - |
| 211916756 | 5,18 | 15.498 | $3566_{-37}^{+34}$ | $0.10_{-0.06}^{+0.06}$ | $4.855_{-0.01}^{+0.01}$ | $0.40_{-0.01}^{+0.01}$ | $0.41_{-0.01}^{+0.01}$ | Livingston et al. (2018b) |
| 211919004 | 5,16,18 | 13.131 | $51611_{-47}^{+53}$ | $0.20_{-0.04}^{+0.04}$ | $4.53_{-0.03}^{+0.03}$ | $0.85{ }_{-0.02}^{+0.02}$ | $0.89_{-0.03}^{+0.03}$ | Petigura et al. (2018) |
| 211969807 | 5,16,18 | 15.149 | $3712_{-76}^{+54}$ | $0.18{ }_{-0.10}^{+0.09}$ | $4.788_{-0.02}^{+0.02}$ | $0.488_{-0.01}^{+0.01}$ | $0.51_{-0.02}^{+0.02}$ | Dressing et al. (2017b) |
| 212006344 | 5,16,18 | 12.466 | $4009_{-44}^{+47}$ | $0.32_{-0.07}^{+0.06}$ | $4.69_{-0.01}^{+0.01}$ | $0.59_{-0.01}^{+0.01}$ | $0.63_{-0.02}^{+0.02}$ | Dressing et al. (2017b) |
| 212008766 | 5,18 | 12.802 | $5044_{-42}^{+43}$ | $-0.16_{-0.04}^{+0.03}$ | $4.64{ }_{-0.01}^{+0.01}$ | $0.70_{-0.01}^{+0.01}$ | $0.79{ }_{-0.01}^{+0.01}$ | Petigura et al. (2018) |
| 212012119 | 5,18 | 11.753 | $4841_{-37}^{+39}$ | $-0.06_{-0.03}^{+0.04}$ | $4.65_{-0.00}^{+0.01}$ | $0.69_{-0.01}^{-0.01}$ | $0.77_{-0.01}^{+0.01}$ | Petigura et al. (2018) |
| 212110888 | 5,16,18 | 11.441 | $6168_{-76}^{+46}$ | $0.01_{-0.04}^{+0.03}$ | $4.20_{-0.03}^{+0.03}$ | $1.42_{-0.05}^{+0.06}$ | $1.16_{-0.04}^{+0.04}$ | Brahm et al. (2016) |

the Large Sky Area Multi-Object Fibre Spectroscopic Telescope (LAMOST; Cui et al. 2012) DR5. The resulting ISOCHRONES-derived stellar parameters, together with the references of the spectroscopic priors are shown in Table 1.

In order to check the consistency of our results and search for possible outliers, we compared the ISOCHRONES-derived stellar parameters with those obtained by Hardegree-Ullman et al. (2020) for the 23 common targets in both samples. In Fig. 5, we plot the comparison between stellar radii, which are typically consistent at the 1- $\sigma$ level, showing a strong agreement between both independent analysis. There is however an outlier (EPIC 211418290, the largest star of our sample), for which we derive $R_{\star}=3.02_{-0.16}^{+0.17} \mathrm{R}_{\odot}$ by using Mayo et al. (2018) spectroscopic values as priors, while Hardegree-

Ullman et al. (2020) derive $R_{\star}=2.625_{-0.055}^{+0.058} \mathrm{R}_{\odot}$, which are consistent at the $2-\sigma$ level.

### 4.2 Transit modelling

To derive the planetary parameters, we used the pre-processed light curves as described in Section 3.1 and modelled the transits with the Mandel \& Agol (2002) quadratic limb darkened transit model. For that, we used the PYANETI package (Barragán, Gandolfi \& Antoniciello 2019), accounting for the $K 230$-min cadence by supersampling the transit model with 10 subsamples per cadence (Kipping 2010). We assumed circular orbits by fixing the eccentricity to 0 . We set wide uniform priors for the impact parameter (b),
Table 2. Planetary parameters and dispositions $(\mathrm{CP}=$ confirmed planet, $\mathrm{VP}=$ validated planet, $\mathrm{PC}=$ planet candidate) for the planets and candidates first detected in this work (Detection: New) and for the previously published planets and candidates (Detection: Known).

| ID | Name | $T_{0}$ (BKJD) | $P$ (d) | $R_{p} / R_{\star}$ (per cent) | $a / R_{\star}$ | $b$ | $T_{\text {eq }}[\mathrm{A}=0](\mathrm{K})$ | $a$ ( AU ) | $R_{\mathrm{p}}\left(\mathrm{R}_{\oplus}\right)$ | Detection | Disp |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 211309648.01 |  | $3421.4841636_{-0.0002959}^{+0.0002984}$ | $3.1393226_{-0.0000316}^{+0.0000325}$ | $9.42{ }_{-0.11}^{+0.14}$ | $6.25{ }_{-0.33}^{+0.26}$ | $0.31_{-0.20}^{+0.13}$ | $1780_{-74}^{+80}$ | $\mathbf{0 . 0 4 3 4}{ }_{-0.0047}^{+0.0047}$ | $15.43_{-1.56}^{+1.56}$ | New | PC |
| 211317649.01 | HAT-P-43 b | $3420.5965728_{-0.0001230}^{+0.0001280}$ | $3.3326414_{-0.0000153}^{+0.0000151}$ | $11.58{ }_{-0.05}^{+0.05}$ | $8.86{ }_{-0.07}^{+0.05}$ | $0.07{ }_{-0.05}^{+0.07}$ | $1353_{-16}^{+16}$ | $0.0444_{-0.0021}^{+0.0021}$ | $13.63_{-0.63}^{+0.64}$ | Known | CP |
| 211319617.01 | K2-180 b | $2310.3959512_{-0.0011967}^{+0.0012311}$ | $8.8656511_{-0.0000152}^{+0.0000151}$ | $3.20{ }_{-0.11}^{+0.31}$ | $21.93{ }_{-6.55}^{+2.36}$ | $0.46{ }_{-0.31}^{+0.33}$ | $802_{-41}^{+55}$ | $0.0734_{-0.0219}^{+0.0080}$ | $2.52_{-0.10}^{+0.24}$ | Known | VP |
| 211319779.01 |  | $3422.1814025_{-0.0038465}^{+0.0039344}$ | $13.8253157_{-0.0020261}^{+0.0021214}$ | - | - | - | - | - | - | New | PC |
| 211335816.01 |  | $2312.0099067_{-0.0001853}^{+0.0001884}$ | $4.9898611_{-0.0000014}^{+0.000014}$ | $8.21{ }_{-0.47}^{+0.39}$ | $11.30_{-0.19}^{+0.22}$ | $0.99_{-0.01}^{+0.00}$ | $1308_{-31}^{+31}$ | $0.0911_{-0.0055}^{+0.0055}$ | $15.44_{-1.23}^{+1.22}$ | Known | PC |
| 211359660.01 | K2-182 b | $2312.9420111_{-0.0002661}^{+0.00002707}$ | $4.7369729_{-0.0000020}^{+0.0000020}$ | $3.08{ }_{-0.04}^{+0.11}$ | $13.98_{-1.81}^{+0.55}$ | $0.288_{-0.20}^{+0.27}$ | $982_{-22}^{+9}$ | $0.0519_{-0.0067}^{+0.0022}$ | $2.70_{-0.05}^{+0.09}$ | Known | VP |
| 211393988.01 |  | $3421.7347162_{-0.0006035}^{+0.000113}$ | $4.8718955_{-0.0001140}^{+0.000146}$ | $7.35{ }_{-0.09}^{+0.15}$ | $8.94{ }_{-0.86}^{+0.43}$ | $0.33{ }_{-0.21}^{+0.20}$ | $1663_{-119}^{+129}$ | $0.0740_{-0.0130}^{+0.0133}$ | $14.644_{-2.39}^{+2.33}$ | New | PC |
| 211407755.01 |  | $2327.2333494_{-0.0017028}^{+0.0017168}$ | $36.0861607_{-0.0000926}^{+0.000913}$ | - | - | - | - | - | - | New | PC |
| 211418290.01 |  | $2308.8080774_{-0.0002927}^{+0.0002891}$ | $5.0321716_{-0.0000021}^{+0.0000020}$ | $9.25{ }_{-0.03}^{+0.04}$ | $4.88{ }_{-0.06}^{+0.03}$ | $0.10_{-0.07}^{+0.10}$ | $1615_{-19}^{+20}$ | $0.0684_{-0.0039}^{+0.0039}$ | $30.48_{-1.73}^{+1.71}$ | Known | PC |
| 211418729.01 | K2-114 b | $2318.7149031_{-0.0001781}^{+0.000178}$ | $11.3909344_{-0.0000039}^{+0.000039}$ | $11.44_{-0.12}^{+0.18}$ | $24.38_{-1.04}^{+0.69}$ | $0.26_{-0.16}^{+0.13}$ | $722_{-13}^{+7}$ | $0.0983_{-0.0044}^{+0.0037}$ | $10.88{ }_{-0.28}^{+0.29}$ | Known | CP |
| 211424769.01 |  | $2311.4983392_{-0.0002172}^{+0.000221}$ | $5.1762331_{-0.0000015}^{+0.000015}$ | $10.23_{-1.27}^{+1.23}$ | $12.944_{-0.36}^{+0.55}$ | $0.97{ }_{-0.02}^{+0.02}$ | $1222_{-26}^{+20}$ | $0.0832_{-0.0030}^{+0.0039}$ | $15.39_{-1.92}^{+1.88}$ | Known | PC |
| 211480861.01 |  | $3421.5574015_{-0.0004842}^{+0.0004884}$ | $6.3508198_{-0.0001214}^{+0.0001244}$ | - | - | - | - | - | - | New | PC |
| 211525389.01 | K2-105 b | $2314.9895717_{-0.0004516}^{+0.000449}$ | $8.2669928_{-0.0000067}^{+0.000070}$ | $3.39_{-0.05}^{+0.10}$ | $18.48{ }_{-2.57}^{+0.85}$ | $0.311_{-0.21}^{+0.26}$ | $928{ }_{-23}^{+1}$ | $0.0833_{-0.0116}^{+0.0039}$ | $3.59_{-0.07}^{+0.11}$ | Known | CP |
| 211525753.01 | K2-355 b | $3419.1918298_{-0.0055620}^{+0.0049327}$ | $5.7385647_{-0.0011048}^{+0.0013939}$ | $2.23{ }_{-0.12}^{+0.19}$ | $14.855_{-4.15}^{+2.05}$ | $0.433_{-0.30}^{+0.35}$ | $1066_{-77}^{+190}$ | $0.0632_{-0.0176}^{+0.096}$ | $2.25{ }_{-0.16}^{+0.22}$ | New | VP |
| 211537087.01 | K2-356 b | $3423.0408399_{-0.0045890}^{+0.0045164}$ | $21.0267366_{-0.00389993}^{+0.003912}$ | $2.44_{-0.10}^{+0.13}$ | $40.15_{-7.66}^{+4.07}$ | $0.36_{-0.25}^{+0.30}$ | $624_{-37}^{+0}$ | $0.1599_{-0.0306}^{+0.0178}$ | $2.29_{-0.12}^{+0.15}$ | New | VP |
| 211537087.02 |  | $3420.0192397_{-0.0038371}^{+0.003920}$ | $42.3822512_{-0.0055157}^{+0.0059266}$ | $2.74{ }_{-0.10}^{+0.18}$ | $67.60{ }_{-15.11}^{+6.47}$ | $0.400_{-0.27}^{+0.31}$ | $482_{-29}^{+3}$ | $0.26888_{-0.0596}^{+0.0288}$ | $2.588_{-0.14}^{+0.19}$ | New | PC |
| 211537087.03 |  | $3426.9974440_{-0.0063669}^{+0.0055336}$ | > 41.9 | $2.43{ }_{-0.26}^{+0.46}$ | > 57.0 | $0.70_{-0.44}^{+0.23}$ | $<82$ | > 0.228 | $2.288_{-0.26}^{+0.43}$ | New | PC |
| 211590050.01 |  | $3442.4009415_{-0.0017790}^{+0.0021095}$ | > 26.0 | $6.11_{-0.77}^{+0.11}$ | > 25.6 | $0.27_{-0.18}^{+0.21}$ | <222 | > 0.187 | $10.48_{-0.95}^{+0.96}$ | New | PC |
| 211594205.01 | K2-184 b | $2315.5253369_{-0.0009632}^{+0.0009324}$ | $16.9780102_{-0.00002242}^{+0.000237}$ | $1.80_{-0.05}^{+0.13}$ | $48.36_{-11.75}^{+4.39}$ | $0.42_{-0.29}^{+0.31}$ | $533_{-23}^{+10}$ | $0.1685_{-0.0409}^{+0.0155}$ | $1.47_{-0.05}^{+0.11}$ | Known | VP |
| 211606790.01 |  | $2317.0889820_{-0.0004583}^{+0.0004416}$ | $37.2470875_{-0.0000211}^{+0.000218}$ | $12.56_{-1.16}^{+1.16}$ | $33.57_{-0.64}^{+0.92}$ | $0.97{ }_{-0.02}^{+0.02}$ | $665_{-10}^{+0}$ | $0.2755_{-0.0148}^{+0.0156}$ | $24.07_{-2.44}^{+2.52}$ | Known | PC |
| 211644764.01 |  | $3435.7199786_{-0.0018808}^{+0.0019066}$ | $23.5306712_{-0.0020952}^{+0.002516}$ | $4.71_{-0.12}^{+0.21}$ | $65.70_{-13.98}^{+6.01}$ | $0.42_{-0.29}^{+0.29}$ | $591+47$ | $0.5304_{-0.1078}^{+0.0901}$ | $9.25{ }_{-1.02}^{+1.03}$ | New | PC |
| 211705502.01 |  | $3421.3479060_{-0.0008147}^{+0.0008176}$ | $2.5844972_{-0.0000779}^{+0.0000782}$ | $6.85{ }_{-0.72}^{+0.55}$ | $4.03_{-0.14}^{+0.16}$ | $0.99_{-0.01}^{+0.01}$ | $2277{ }_{-116}^{+118}$ | $0.0260_{-0.0024}^{+0.0025}$ | $10.29_{-1.32}^{+1.31}$ | New | PC |
| 211724246.01 |  | $3423.1623021_{-0.0006778}^{+0.000678}$ | $4.7464962_{-0.0001258}^{+0.0001276}$ | $5.06{ }_{-0.10}^{+0.11}$ | $6.64{ }_{-0.31}^{+0.40}$ | $0.911_{-0.01}^{+0.01}$ | $1775{ }_{-97}^{+96}$ | $0.0651_{-0.0077}^{+0.0082}$ | $11.60_{-1.28}^{+1.30}$ | New | PC |
| 211730267.01 | K2-357 b | $3422.1162073_{-0.0017414}^{+0.0017974}$ | $16.3488637_{-0.0014022}^{+0.0013811}$ | $3.40_{-0.08}^{+0.13}$ | $31.62_{-5.24}^{+1.98}$ | $0.35_{-0.24}^{+0.28}$ | $735_{-39}^{+8}$ | $0.1450_{-0.0235}^{+0.0136}$ | $3.72_{-0.21}^{+0.23}$ | New | VP |
| 211733267.01 |  | $2311.9322437_{-0.0002844}^{+0.0002781}$ | $8.6580805_{-0.00000030}^{+0.000030}$ | $12.22_{-1.66}^{+1.84}$ | $24.56_{-0.78}^{+1.23}$ | $0.96{ }_{-0.03}^{+0.03}$ | $762_{-19}^{+4}$ | $0.1030_{-0.0041}^{+0.0055}$ | $11.99_{-1.64}^{+1.82}$ | Known | PC |
| 211791178.01 |  | $2313.9228292_{-0.0015507}^{+0.0015524}$ | $9.5607076_{-0.0000362}^{+0.0000408}$ | - | - | - | - | - | - | Known | PC |
| 211816003.01 | K2-272 b | $2311.8541321_{-0.0015034}^{+0.0014315}$ | $14.4536756_{-0.0000240}^{+0.0000243}$ | $3.43{ }_{-0.18}^{+0.44}$ | 26.16 ${ }_{-9.27}^{+5.13}$ | $0.58{ }_{-0.39}^{+0.28}$ | $747_{-65}^{+82}$ | $0.1007_{-0.0354}^{+0.0199}$ | $3.13_{-0.21}^{+0.38}$ | Known | VP |
| 211818569.01 | K2-121 b | $2310.5605812_{-0.0000763}^{+0.000775}$ | $5.1857539_{-0.0000005}^{+0.000006}$ | $10.28_{-0.19}^{+0.27}$ | $20.19_{-1.35}^{+1.04}$ | $0.34_{-0.22}^{+0.15}$ | $738{ }_{-19}^{+7}$ | $0.0629_{-0.0043}^{+0.0033}$ | $7.52_{-0.18}^{+0.22}$ | Known | VP |
| 211822797.01 | K2-103 b | $2311.4052567_{-0.0022530}^{+0.0022025}$ | $21.1701963_{-0.0000642}^{+0.0000662}$ | $3.03{ }_{-0.10}^{+0.19}$ | $44.37_{-9.35}^{+3.58}$ | $0.388_{-0.27}^{+0.30}$ | $431_{-17}^{+4}$ | $0.1195_{-0.0251}^{+0.0100}$ | $1.922_{-0.07}^{+0.12}$ | Known | VP |
| 211904310.01 |  | $3432.6937079_{-0.0012639}^{+0.0012236}$ | $24.3998690_{-0.0019239}^{+0.001924}$ | $10.29_{-1.18}^{+1.32}$ | $15.59{ }_{-0.47}^{+0.65}$ | $0.97_{-0.02}^{+0.02}$ | $1144_{-54}^{+56}$ | $0.1201_{-0.0142}^{+0.0148}$ | $18.433_{-2.76}^{+3.17}$ | New | PC |
| 211913977.01 | K2-101 b | $2319.6849877_{-0.0011677}^{+0.001125}$ | $14.6762429_{-0.0000203}^{+0.000201}$ | $2.40{ }_{-0.07}^{+0.17}$ | $31.82_{-6.79}^{+2.67}$ | $0.41_{-0.28}^{+0.29}$ | $6188_{-25}^{+9}$ | $0.1124_{-0.0239}^{+0.0095}$ | $2.00_{-0.07}^{+0.14}$ | Known | VP |
| 211914998.01 | K2-358 b | $3426.0094216_{-0.0029238}^{+0.0031628}$ | $11.2510285_{-0.0017892}^{+0.0018188}$ | $2.69{ }_{-0.07}^{+0.12}$ | $20.611_{-3.89}^{+1.41}$ | $0.355_{-0.24}^{+0.30}$ | $888_{-47}^{+0}$ | $0.0863_{-0.0159}^{+0.0079}$ | $2.68{ }_{-0.14}^{+0.17}$ | New | VP |
| 211914998.02 |  | $3435.5995863_{-0.0047980}^{+0.005114}$ | $24.6237203_{-0.0079234}^{+0.009182}$ | $2.35{ }_{-0.12}^{+0.20}$ | $47.18_{-14.07}^{+6.26}$ | $0.433_{-0.30}^{+0.35}$ | $5855_{-43}^{+12}$ | $0.1984_{-0.0587}^{+0.0291}$ | $2.33_{-0.16}^{+0.23}$ | New | PC |
| 211916756.01 | K2-95 b | $2307.7422121_{-0.0007697}^{+0.0007600}$ | $10.1346454_{-0.0000123}^{+0.0000121}$ | $7.56{ }_{-0.22}^{+0.45}$ | $28.28_{-5.82}^{+3.06}$ | $0.46{ }_{-0.31}^{+0.25}$ | $474{ }_{-24}^{+8}$ | $0.0525_{-0.0108}^{+0.0059}$ | $3.31_{-0.14}^{+0.20}$ | Known | VP |
| 211919004.01 | K2-273 b | $2316.0961619_{-0.0009911}^{+0.0009530}$ | $11.7195663_{-0.0000135}^{+0.000134}$ | $3.27{ }_{-0.08}^{+0.25}$ | $18.49_{-3.62}^{+1.24}$ | $0.37_{-0.26}^{+0.30}$ | $849_{-29}^{+7}$ | $0.0729_{-0.0141}^{+0.0053}$ | $3.05{ }_{-0.12}^{+0.23}$ | Known | VP |
| 211969807.01 | K2-104 b | $2307.3799790_{-0.0009972}^{+0.009970}$ | $1.9741954_{-0.00000024}^{+0.000024}$ | $3.40_{-0.09}^{+0.19}$ | $10.89_{-2.50}^{+0.95}$ | $0.39_{-0.27}^{+0.32}$ | $798{ }_{-39}^{+9}$ | $0.0242_{-0.0055}^{+0.0022}$ | $1.79_{-0.06}^{+0.10}$ | Known | VP |
| 212006344.01 | K2-122 b | $2308.8300469_{-0.0006263}^{+0.0006420}$ | $2.2193023_{-0.0000020}^{+0.000020}$ | $1.80{ }_{-0.06}^{+0.15}$ | $13.611_{-3.45}^{+1.35}$ | $0.433_{-0.30}^{+0.32}$ | $769_{-37}^{+20}$ | $0.0373_{-0.0095}^{+0.0038}$ | $1.16{ }_{-0.05}^{+0.10}$ | Known | VP |
| 212008766.01 | K2-274 b | $2312.1112611_{-0.0014376}^{+0.001385}$ | $14.1330314_{-0.0000282}^{+0.000282}$ | $2.73{ }_{-0.07}^{+0.16}$ | $29.68_{-5.06}^{+1.73}$ | $0.34_{-0.23}^{+0.29}$ | $655_{-20}^{+0}$ | $0.0964_{-0.0163}^{+0.0059}$ | $2.08_{-0.07}^{+0.12}$ | Known | VP |
| 212008766.02 |  | $3443.8646162_{-0.0032444}^{+0.0033673}$ | > 74.8 | $5.69{ }_{-8.70}^{+1.06}$ | > 98.40 | $0.97_{-0.02}^{+0.02}$ | <86 | > 0.320 | $4.34_{-0.66}^{+0.81}$ | New | PC |
| 212012119.01 | K2-275 b | $2309.1339592_{-0.0003349}^{+0.0003369}$ | $3.2809626_{-0.00000016}^{+0.000016}$ | $3.11_{-0.36}^{+0.32}$ | $8.61_{-2.54}^{+0.42}$ | $0.77_{-0.56}^{+0.13}$ | $1166_{-216}^{+0}$ | $0.0277_{-0.0082}^{+0.0141}$ | $2.34_{-0.27}^{+0.25}$ | Known | VP |
| 212012119.02 | K2-275 c | $2309.4867161_{-0.0005019}^{+0.0004575}$ | $8.4388385_{-0.00000067}^{+0.000075}$ | $2.93{ }_{-0.06}^{+0.11}$ | $27.50_{-3.26}^{+1.45}$ | $0.33_{-0.23}^{+0.23}$ | $6533_{-17}^{+3}$ | $0.0881_{-0.0104}^{+0.0049}$ | $2.21_{-0.06}^{+0.08}$ | Known | VP |
| $\underline{212110888.01}$ | K2-34 b | $2308.3514834_{-0.0000699}^{+0.000699}$ | $2.9956348_{-0.0000002}^{+0.000002}$ | $8.87{ }_{-0.05}^{+0.05}$ | $6.68{ }_{-0.10}^{+0.10}$ | $0.833_{-0.01}^{+0.01}$ | $1687_{-25}^{+24}$ | $0.0442_{-0.0020}^{+0.0020}$ | $13.75_{-0.59}^{+0.58}$ | Known | CP |

scaled planet radius $\left(R_{p} / R_{\star}\right)$ and semimajor axis $\left(a / R_{\star}\right)$. We set narrow uniform priors for the orbital period $(P)$ and the mid-transit time $\left(T_{0}\right)$ by using the values and uncertainties obtained from the TLS algorithm. We settled Gaussian priors on the quadratic limb darkening coefficients in the $q$-space (Kipping 2013), which we estimated from the LIMB-DARKENING package (Espinoza \& Jordán 2015) by adopting the ATLAS models for the stellar atmospheres (Kurucz 1979). We also included a photometric jitter term in order to account for underestimated white noise.

For the single-transit candidates we fit the same parameters as for the multitransit candidates, except for $P$ and $a / R_{\star}$, which cannot be determined. Instead, we obtained a lower bound for $P$ as the time between the transit and the farthest edge of the light curve, and we also estimated a lower bound for $a / R_{\star}$ making use of the bound for $P$ and the Kepler's third law.

Table 2 shows the main derived parameters together with their uncertainties (i.e. the median and 68.3 per cent credible intervals of the posterior distribution) for the new four planets and 14 candidates presented in this work, as well as for the 24 already published planets and candidates. Figs 6 and 7 show the transit light curves folded to the orbital periods of each planet and candidate, together with the inferred median transit model.

### 4.3 Transit timing variations

We searched for TTVs produced by additional non-transiting planets in the light curves of our sample. For this, we took for each target the pre-processed and combined light curves as described in Section 3.1, and searched for TTVs using the Python Tool for Transit Variations (PYTTV ; Korth 2020).

The procedure is as follows: the transits from all the planets in a system are fitted together simultaneously by modelling them with the quadratic Mandel \& Agol (2002) transit model implemented in PYTRANSIT (Parviainen 2015) via a Taylor-series expansion (Parviainen \& Korth 2020), and fitted for all the transit centres $t_{c}$, impact parameter $b$, and planet-to-star radius ratio $R_{p} / R_{\star}$ for all planets, for the quadratic limb darkening coefficients $(u, v)$ and mean stellar density $\rho_{\star}$. The search for TTVs is carried out by fitting a linear, quadratic, or sinusoidal model to the transit times, that is subtracted afterwards and evaluated through the GLS periodogram from Zechmeister \& Kürster (2009), where best-fitting parameters and their uncertainties are calculated. The model with the lowest Bayesian Information Criterion (BIC) is chosen as the best model and the significance of the other models with respect to the best model is calculated via the $\triangle \mathrm{BIC}$.

Significant TTVs were detected for EPIC 211594205 that hint to the existence of an additional non-transiting planet (See Section 5.5.2 for a further discussion on the system). Besides, weak TTVs were detected for EPIC 211418290 and EPIC 211816003. The latter ones are most likely produced by stellar activity and spots, which is visible by the high scatter of the in-transit residuals compared to the out-oftransit residuals in their phase-folded transits (Fig. 6).

As TTVs are most sensitive to planets near resonant orbits, we checked the period ratios of the planets in our sample with more than one planet in a system. K2-356 b (EPIC 211537087.01) and EPIC 211537087.02 have a period ratio close to 2 , which hints of strong perturbations that can lead to significant TTVs for both of them. In Section 5.5.1, we include a further discussion on this system and estimate the TTV periods and amplitudes for both the planet and the candidate.

### 4.4 Statistical validation

We carried out a statistical validation analysis for the 18 new planet candidates found in this work. First, we computed the false positive probabilities (FPPs), which are the probabilities of the signals being astrophysical false positives (Section 4.4.1). Secondly, we assessed the reliability of the FPP calculation in order to obtain the final disposition of each new planet candidate (Section 4.4.2).

### 4.4.1 FPP calculation

We obtained the FPPs by using the VESPA package (Morton 2012, 2015b), which computes the likelihood of the main astrophysical false positives scenarios: eclipsing binaries (EBs), background eclipsing binaries (BEBs), and hierarchical triple systems (HEBs), taking into account the target coordinates and relying on simulations of the Galaxy from the TRILEGAL population synthesis code (Girardi et al. 2005). Briefly, to assign the probability for each scenario, VESPA starts from ISOCHRONES to carry out single-, binary-, and triple-star model fits to the observed photometric, spectroscopic, and parallax constraints. Then VESPA simulates thousands of planetary and nonplanetary scenarios to be compared with the observed phase-folded light curve, which is modelled through a trapezoidal transit fit. Finally the FPP is computed as the posterior probability of the non-planetary scenarios.

We ran VESPA starting from the aforementioned constraints and several additional constraints that help to assess the different scenarios. We used the orbital period and the planet-to-star radius ratio as derived from PYANETI. We computed the maximum aperture radius for which the signal is expected to come from (maxrad parameter) as $\sqrt{A \pi^{-1}}$, being $A$ the area of the aperture. We also constrained the maximum allowed depth of a potential secondary eclipse (secthresh) to be thrice the standard deviation of the out-of-transit region. This constraint is quite conservative, as any secondary eclipse with that depth would be noticed clearly even with the naked eye. We show the obtained FPP broken down by scenario in Table 3.

### 4.4.2 Reliability of FPPs and final dispositions

The most commonly adopted criteria to consider a candidate as statistically validated planet (VP) is to have a false positive probability lower than 1 per cent (FPP $<0.01$; e.g. Rowe et al. 2014; Montet et al. 2015; Morton et al. 2016; Heller, Hippke \& Rodenbeck 2019), while a candidate with a false positive probability greater than 90 per cent ( $\mathrm{FPP}>0.9$ ) is considered as a false positive (FP; e.g. Montet et al. 2015; Morton et al. 2016). For the rest of cases ( $0.01<\mathrm{FPP}<0.9$ ), the planet candidate disposition (PC) prevails. However, it has been widely discussed (e.g. Livingston et al. 2018b; Mayo et al. 2018) and proved (e.g. Cabrera et al. 2017; Shporer et al. 2017b) that only relying on the FPP can lead to misclassifications related to several factors not being taken into consideration by the validation packages. In the next paragraphs, we detail the conditions considered in this work that any target and candidate needs to meet before being able to be assigned a disposition based on its FPP, as well as which crucial factors can prevent validation, independently of the FPP.

As planetary signals must be periodic, we do not validate any candidate with less than three consecutive transits within the light curve. Therefore, the signals found from EPICs 211537087.03 (1 dip), 211590050.01 ( 1 dip ), 211644764.01 ( 2 dips ), 211904310.01 ( 2 dips ), and 212008766.02 ( 1 dip ) are considered as planetary


Figure 6. Phase-folded transits of confirmed planets (CP), validated planets (VP), and planet candidates (PC) analysed in this work. Photometric data are plotted with solid symbols for new detections and with open circles for already known planets and candidates. The best-fitting quadratic Mandel \& Agol (2002) transit models obtained by PYANETI are overplotted in blue for signals with three or more transits, in green for two-transit signals, and in magenta for single transits. The transit model for EPIC 211594205.01 is overplotted in red as it is not suitable to properly fit the data due to its strong TTVs. The transit models for EPICs 211319779.01, 211407755.01, 211480861.01, and 211791178.01 are plotted with dashed lines, indicating that the targets have a contaminant star causing an indeterminacy in the origin of the signal, so the derived planetary parameters are not reliable.


Figure 7. continued Phase-folded transits of confirmed planets (CP), validated planets (VP), and planet candidates (PC) analysed in this work. Photometric data are plotted with solid symbols for new detections and with open circles for already known planets and candidates. The best-fitting quadratic Mandel \& Agol (2002) transit models obtained by PYANETI are overplotted in blue for signals with three or more transits, in green for two-transit signals, and in magenta for single transits. The transit model for EPIC 211594205.01 is overplotted in red as it is not suitable to properly fit the data due to its strong TTVs. The transit models for EPICs $211319779.01,211407755.01,211480861.01$, and 211791178.01 are plotted with dashed lines, indicating that the targets have a contaminant star causing an indeterminacy in the origin of the signal, so the derived planetary parameters are not reliable.
candidates. For those targets with three or more transit signals, we searched for odd-even transit depth mismatches in order to identify possible secondary transits. For that, we modelled separately the odd and even transit events and compared their depths, avoiding to validate any signal with a transit depth mismatch higher than $3-\sigma$. We also avoid validating noisy signals in order to discard possible non-physical origins. Quantitatively, we do not validate any signal with a signal-to-noise ratio (SNR) ${ }^{6}$ lower than 10 , which is a conservative threshold adopted by several authors (e.g. Howard et al. 2012; Morton et al. 2016; Castro González et al. 2020b). Besides, similar to previous works (e.g. Mayo et al. 2018; Giacalone et al. 2021), we do not validate any signal with $R_{\mathrm{p}}>8 \mathrm{R}_{\oplus}$ in order to avoid validating brown dwarfs and low-mass eclipsing stellar companions. In Table 3 we include the number of observed transits, odd-even mismatches, SNRs and $R_{\mathrm{p}}$ of each new signal.

We searched for hints of binarity by using Gaia DR2. Systems with large Astrometric Goodness of Fit of the astrometric solution

[^4]for the source in the Along-Scan direction (GOF_AL $>20$ ) and Astrometric Excess Noise significance ( $D>5$ ) are plausibly poorly resolved binaries (Evans 2018). There is one target in our sample that meets these two conditions (EPIC 211480861.01). Given the possible presence of multiple stars in the system, we designate this target as PC regardless of its FPP, and we do not report its planetary parameters. We include GOF_AL and D in Table 3 for each target.

Another important consideration before relying on the FPP consists of searching for nearby stars inside or surrounding the aperture, which could be contaminating the photometry. A fairly common false positive scenario involves the presence of a fainter contaminant eclipsing binary, whose deep dips are diluted by the target star, so what we observe appears to be more similar to the typical shallower planetary transits. In another possible scenario, if a planetary signal comes from the target star and there is also a bright nearby contaminant star, the transit depths will be shallower, and thus systematically causing an underestimation of the planet radius. In any case in which we find contaminant stars causing that the origin of the signal cannot be determined, we prevent the candidate from validation, and we do not report the candidate parameters. In order to search for nearby contaminant stars in our new targets,

Table 3. Summary of the statistical validation analysis for the new targets reported in this work. From left to right: ID, final probabilities (computed from vespa) that the signal is due to a BEB, EB, HEB, probability that the signal comes from a planet, FPP, number of measured transits, signal-to-noise ratio, odd-even mismatch, Astrometric Goodness of Fit of the astrometric solution for the star in the Along-Scan direction, Astrometric Excess Noise significance, candidate radius, fulfillment of the condition $\delta^{\prime}>\gamma^{-1}$, and final disposition assigned ( $\mathrm{VP}=$ validated planet, $\mathrm{PC}=$ planet candidate $)$.

| ID | $\mathrm{P}(\mathrm{BEB})$ | $\mathrm{P}(\mathrm{EB})$ | P (HEB) | $\mathrm{P}(\mathrm{Pl})$ | FPP | \#tr | SNR | Mismatch [ $\sigma$ ] | GOF_AL | D | $R_{p}\left[R_{\oplus}\right] \delta^{\prime}$ | $>\gamma^{-1}$ | Disp |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 211309648.01 | $2.8 \times 10^{-25}$ | $2.1 \times 10^{-2}$ | $4.1 \times 10^{-4}$ | $9.8 \times 10^{-1}$ | $2.1 \times 10^{-2}$ | $\geq 3$ | 101 | 0.43 | -3.41 | 0.00 | $\geq 8$ | Yes | PC |
| 211319779.01 | $1.0 \times 10^{-2}$ | $2.8 \times 10^{-6}$ | $1.9 \times 10^{-10}$ | $9.9 \times 10^{-1}$ | $1.0 \times 10^{-2}$ | $\geq 3$ | 18 | 0.25 | 1.43 | 0.00 | 2.4 | No | PC |
| 211393988.01 | $5.2 \times 10^{-15}$ | $5.7 \times 10^{-2}$ | $7.9 \times 10^{-4}$ | $9.4 \times 10^{-1}$ | $5.8 \times 10^{-2}$ | $\geq 3$ | 62 | 1.20 | 0.97 | 0.00 | $\geq 8$ | Yes | PC |
| 211407755.01 | $7.6 \times 10^{-1}$ | $2.1 \times 10^{-1}$ | $1.1 \times 10^{-3}$ | $2.5 \times 10^{-2}$ | $9.7 \times 10^{-1}$ | $\geq 3$ | 22 | 0.42 | -2.62 | 0.00 | 6.1 | No | PC |
| 211480861.01 | $2.8 \times 10^{-2}$ | $8.3 \times 10^{-1}$ | $7.0 \times 10^{-2}$ | $6.9 \times 10^{-2}$ | $9.3 \times 10^{-1}$ | $\geq 3$ | 48 | 0.04 | 96.54 | 185.60 | $\geq 8$ | Yes | PC |
| 211525753.01 | $7.6 \times 10^{-3}$ | $4.5 \times 10^{-5}$ | $1.4 \times 10^{-9}$ | $9.9 \times 10^{-1}$ | $7.7 \times 10^{-3}$ | $\geq$ | 13 | 0.15 | -5.52 | 1.04 | 5.7 | Yes | VP |
| 211537087.01 | $2.8 \times 10^{-3}$ | $7.2 \times 10^{-5}$ | $2.5 \times 10^{-9}$ | $1.0 \times 10^{0}$ | $2.9 \times 10^{-3}$ | $\geq$ | 15 | 0.63 | -3.51 | 0.00 | 2.3 | Yes | VP |
| 211537087.02 | $7.8 \times 10^{-3}$ | $2.8 \times 10^{-3}$ | $4.5 \times 10^{-9}$ | $9.9 \times 10^{-1}$ | $1.1 \times 10^{-2}$ | 2 | 20 | - | -3.51 | 0.00 | 2.6 | Yes | PC |
| 211537087.03 | - | - | - | - | - | 1 | 11 | - | -3.51 | 0.00 | 2.3 | Yes | PC |
| 211590050.01 | - | - | - | - | - | 1 | 105 | - | 0.60 | 0.00 | $\geq 8$ | Yes | PC |
| 211644764.01 | $5.9 \times 10^{-2}$ | $3.6 \times 10^{-1}$ | $7.7 \times 10^{-2}$ | $5.1 \times 10^{-1}$ | $4.9 \times 10^{-1}$ | 2 | 56 | - | 4.64 | 0.64 | $\geq 8$ | Yes | PC |
| 211705502.01 | $7.9 \times 10^{-1}$ | $2.0 \times 10^{-1}$ | $2.8 \times 10^{-3}$ | $4.9 \times 10^{-3}$ | $9.9 \times 10^{-1}$ | $\geq 3$ | 46 | 3.70 | 0.57 | 0.00 | $\geq 8$ | Yes | PC |
| 211724246.01 | $4.1 \times 10^{-2}$ | $2.1 \times 10^{-2}$ | $1.2 \times 10^{-3}$ | $9.4 \times 10^{-1}$ | $6.3 \times 10^{-2}$ | $\geq 3$ | 58 | 0.33 | -3.50 | 0.00 | $\geq 8$ | Yes | PC |
| 211730267.01 | $2.9 \times 10^{-4}$ | $3.5 \times 10^{-4}$ | $1.1 \times 10^{-16}$ | $1.0 \times 10^{0}$ | $6.3 \times 10^{-4}$ | $\geq 3$ | 28 | 0.33 | -4.86 | 0.00 | 3.7 | Yes | VP |
| 211904310.01 | $3.3 \times 10^{-1}$ | $2.1 \times 10^{-1}$ | $2.0 \times 10^{-2}$ | $4.4 \times 10^{-1}$ | $5.6 \times 10^{-1}$ | 2 | 42 | - | -2.13 | 0.00 | $\geq 8$ | Yes | PC |
| 211914998.01 | $8.9 \times 10^{-4}$ | $4.7 \times 10^{-5}$ | $1.3 \times 10^{-11}$ | $1.0 \times 10^{0}$ | $9.3 \times 10^{-4}$ | $\geq 3$ | 20 | 1.58 | -6.55 | 0.00 | 2.5 | Yes | VP |
| 211914998.02 | $1.8 \times 10^{-2}$ | $4.0 \times 10^{-3}$ | $3.5 \times 10^{-6}$ | $9.8 \times 10^{-1}$ | $2.2 \times 10^{-2}$ | 2 | 8 | - | -6.55 | 0.00 | 2.1 | Yes | PC |
| 212008766.02 | - | - | - | - | - | 1 | 44 | - | -1.15 | 0.00 | 2.0 | Yes | PC |

we updated the TPFPLOTTER package (Aller et al. 2020), which in addition to TESS, it is now compatible with Kepler and $K 2$ data. The package overlaps the Gaia DR2 catalogue to the Target Pixel Files (TPFs), computing and plotting the location of potential contaminant sources relative to the photometric aperture (see Fig. 8). Note that the apertures of some targets occupy almost the entire TPF, so in these cases there can be stars outside the TPF but still contaminating the photometry due to the broad point spread function (PSF) of the Kepler telescope, which has a typical full-width at half-maximum of FWHM $\approx 6$ arcsec. For this reason, we conservatively looked for all the Gaia DR2 sources within a search radius of 40 arcsec and with up to 10 magnitudes fainter than the target star. We quantified the photometric contamination by computing the dilution factor as $\gamma=1+10^{0.4 \Delta m}$ (equation 1, Livingston et al. 2018b), which defines the relationship between the observed transit depth $\left(\delta^{\prime}\right)$ and the true transit depth ( $\delta$ ) as $\delta^{\prime}=\gamma^{-1} \delta$, being $\Delta m$ the magnitude of the contaminant star minus the magnitude of the star where the signal comes from, in the Kepler bandpass. We use the notation $\gamma_{\text {pri }}$ and $\gamma_{\text {sec }}$ to indicate that the dilution factor is computed considering that the signal comes from the target (primary) star with a true transit depth $\delta_{\text {pri }}$ or from a nearby (secondary) star with a true transit depth $\delta_{\text {sec }}$. We show in Table 4 both $\delta_{\text {pri }}$ and $\delta_{\text {sec }}$ for all the sources found at a distance $<40$ arcsec of our newly detected targets, as well as their separation and magnitude differences. We do not know a priori where the signal comes from, so we followed a procedure to assess if we can discard the nearby star origin. The procedure consisted of assuming that the signal comes from any of the nearby stars located inside the aperture or outside but separated up to 6 arcsec from the nearest edge. So, as their hypothetical eclipses cannot be greater than 100 percent (i.e. $\delta_{\text {sec }} \leq 1$ ), if the condition $\delta^{\prime}>\gamma_{\text {sec }}^{-1}$ is met, we can ensure that the observed depth $\delta^{\prime}$ is too deep to be caused by the nearby secondary star. Otherwise, the origin of the signal is uncertain, so the computed FPP is not reliable, and we consider that signal as a PC until its origin is ascertained.

The condition $\delta^{\prime}>\gamma_{\mathrm{sec}}^{-1}$ is met for all our new targets except for EPIC 211319779 and EPIC 211407755. The dip observed in EPIC 211319779 could be caused by a $\sim 30$ per cent dip coming from star \#2, and by a $\sim 1.5$ per cent dip coming from star \#3. Similarly, the dip observed in EPIC 211407755 could be caused by a $\sim 1$ per cent dip coming from star \#2 (see Fig. 8 and Table 4). For these two cases, we performed pixel level multi-aperture analysis in order to figure out the actual origin of the signals found. In some cases, when the target star and the potential contaminant faint star are located several pixels apart, assessing the photometry created with different photometric apertures can solve the signal origin uncertainty, being decisive to unveil possible FP scenarios (e.g. Cabrera et al. 2017 found that two $K 2$ validated planets were in fact background eclipsing binaries, and hence FPs). Unfortunately, our targets are not suitable to reach such decisive conclusions by means of multi-aperture analysis, because of the great closeness between the stars. Even though there are clear hints of that the signal from EPIC 211319779 does not come from star \#3 (e.g. different apertures both enclosing and excluding it do not alter transit depths, and the transits are still present considering the EVEREST aperture, which is 14 arcsec away from star \#3 as shown in Fig. 3), the stars \#1 and \#2 for both EPIC 211319779 and EPIC 211407755 are 1 pixel away, causing the PSFs to be completely blended. As the signal origin cannot be ascertained for these two targets, we consider them as PCs.

Of the 18 new candidates found, four satisfy all the aforementioned conditions. Besides, these candidates have FPP $<0.01$. Before relying on the FPP to assign the final disposition, we searched for close sources by observing these stars with the high-spatial resolution camera AstraLux, located at the 2.2 m telescope of the Calar Alto Observatory. The presence of close contaminant sources, identically to nearby sources, implies a potential misidentification in the origin of the signal. Besides, the ISOCHRONES stellar characterization would be unreliable because of the photometric contamination between both sources. For each target we found no evidence of additional

Table 4. Dilution factors and magnitudes differences for each nearby Gaia DR2 star located inside or outside the aperture at a distance $r<40 \operatorname{arcsec}$.

| EPIC | Aperture | $r(\operatorname{arcmin})$ | $\Delta_{m}$ | $\gamma_{\text {pri }}$ | $\gamma_{\text {sec }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 211309648 | Outside | 31.86 | 5.93 | 1.004 | 236.548 |
|  | Outside | 39.52 | 5.85 | 1.005 | 219.675 |
| 211319779 | Inside | 3.41 | 6.24 | 1.003 | 312.918 |
|  | Outside | 11.22 | 2.88 | 1.070 | 15.232 |
| 211393988 | Outside | 32.18 | -0.96 | 3.424 | 1.412 |
|  | Outside | 34.51 | 3.40 | 1.044 | 23.985 |
| 211407755 | Inside | 4.73 | 3.50 | 1.040 | 26.223 |
|  | Inside | 11.04 | 6.62 | 1.002 | 446.985 |
|  | Outside | 21.97 | 2.17 | 1.135 | 8.410 |
|  | Outside | 35.39 | 3.91 | 1.027 | 37.749 |
| 211480861 | Inside | 12.87 | 6.52 | 1.002 | 407.481 |
|  | Outside | 28.77 | 3.91 | 1.027 | 37.789 |
|  | Outside | 32.41 | 7.27 | 1.001 | 807.789 |
|  | Outside | 34.93 | 6.94 | 1.002 | 598.97 |
| 211525753 | Outside | 28.45 | 2.72 | 1.082 | 13.242 |
| 211537087 | Outside | 17.66 | 7.36 | 1.001 | 881.968 |
| 211590050 | - | - | - | - | - |
| $211644764$ | Outside | $16.85$ | 7.23 | $1.001$ | 779.825 |
|  | Outside | 35.27 | 5.62 | $1.006$ | 178.812 |
| 211705502 | Inside | 5.88 | 6.47 | 1.003 | 389.830 |
|  | Outside | 31.91 | 4.41 | 1.017 | 58.932 |
|  | Outside | 35.12 | 0.12 | 1.898 | 2.114 |
| $211724246$ | Outside | 21.68 | 7.24 | 1.001 | 789.497 |
|  | Outside | $26.78$ | 5.68 | $1.005$ | 188.241 |
|  | Outside | 30.04 | 7.07 | 1.001 | 673.419 |
|  | Outside | 32.11 | 5.76 | 1.005 | 202.131 |
|  | Outside | 36.57 | 5.11 | 1.009 | 111.235 |
| 211730267 | Outside | 16.56 | 6.47 | 1.003 | 386.549 |
|  | Outside | 30.35 | 6.09 | 1.004 | 272.894 |
|  | Outside | 32.65 | 6.85 | 1.002 | 552.47 |
| 211904310 | Outside | 30.95 | 5.57 | 1.006 | 169.749 |
| 211914998 | Outside | 34.94 | 4.40 | 1.017 | 58.671 |

sources within a $6 \times 6$ arcsec field of view and within the computed sensitivity limits (see Section 3.2 for further details). After meeting all the conditions imposed, we consider these four candidates as validated planets. To sum up, the statistical validation analysis carried out over the 18 new signals found resulted in four validated planets and 14 planet candidates, three of which we report without planetary parameters due to the presence of photometric contamination that prevents the determination of the origin of the signals.

## 5 RESULTS AND DISCUSSION

The K2-OjOS search in K2 C18 gave rise to 42 planet candidates, of which 24 were published in previous works (four confirmed planets, 14 validated planets, and six planet candidates), and 18 are new detections (four validated planets, and 14 planet candidates). In Section 5.1, we quantify the refinement of transit ephemeris and planetary parameters that we achieve by modelling C5, C16 (when available), and C18 photometric data jointly for the previously known planets and candidates. In Section 5.2, we compute and compare the
detection efficiencies of both the K2-OjOS and BLS searches. In Sections 5.3 and 5.4 , we contextualize our results by comparing the $\mathrm{K} 2-\mathrm{OjOS}$ detections to the population of known host stars and exoplanets, ${ }^{7}$ and discuss about the possible internal structure of the $\mathrm{K} 2-\mathrm{OjOS}$ planets and candidates. We also compute the habitable zone (HZ) boundaries for our target stars based on both conservative and more optimistic climate models. Finally, in Section 5.5 we highlight interesting features of five individual systems.

### 5.1 Refining transit ephemeris and planetary parameters

Obtaining long temporal baselines of photometric data for targets hosting transiting planets allows us to measure transit ephemeris very precisely. Besides, increasing the number of observed transits allows us to better constrain the planetary parameters due to a greater in-transit coverage. The latter is especially important for long-period planets observed by $K 2$, whose long 30 -min cadence corresponds to few data points per transit (typically between 4 and 10). For deep enough dips, transit follow-up can be carried out from ground-based facilities, but for many interesting targets these observations need to be done from space.

K2 C18 observed a field that covers 30 percent of C16 and 95 per cent of C5. The targets observed in both C 5 and C 18 have a $3-\mathrm{yr}$ temporal baseline with a 4 -month duty cycle, while for those targets observed in $\mathrm{C} 5, \mathrm{C} 16$, and C 18 , their duty cycle increases up to 7 months. In our sample of targets with planets and/or candidates with a full characterization, 12 of them were observed in C 18 alone, 13 were observed in both C5 and C18, and 9 were observed in C5, C16, and C18. All the 22 targets with observations in multiple campaigns host published planets or candidates, whose planetary parameters were derived starting from C5 data alone, since when their corresponding papers were in preparation, C16 and C18 had not started yet. In this work, we modelled for the first time the light curves of these 22 targets by joining photometric data from C5, C16 (when available), and C18, managing to refine their published transit ephemeris and planetary parameters. For the orbital period, we obtain uncertainty improvement factors between 10 and 88 , with a median value of 30 . We also obtain more precise $T_{0}$ and $R_{p} / R_{\star}$, decreasing their uncertainties by a median factor of 1.6 and 1.4, respectively. The significant orbital period refinement is to be expected given previous similar studies, in which for example Livingston et al. (2018b) decreased the period uncertainty by a median value of 26 for a subset of targets observed in both C5 and C16, and de Leon et al. (2021) obtained a maximum improvement factor of 80 for a planetary signal modelled with C5, C16, and C18 data jointly. The great ephemeris refinement obtained for the 22 targets facilitates future planning of follow-up observations by the new telescope generation. A representative example is K2274 b, for which we compute, for the year 2028 (the second year of the scheduled PLATO mission), a propagated uncertainty in the mid-transit time of 4 min , while the uncertainty obtained from the currently published parameters is 1 h and 45 min .

### 5.2 Detection efficiency

The K2-OjOS members and the BLS algorithm analysed light curves with simulated transit signals in order to quantify the detection efficiencies of both search methods (Section 2.4). We first computed the recovery rates of each method by dividing the total number of
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Figure 8. Target pixel files (TPFs) of each new target reported in this work. The red circles are the Gaia DR2 sources in the field, which are scaled according to the magnitude difference between the target (highlighted with a white cross) and each nearby star. The overplotted apertures are those considered to obtain the photometry, being the red ones corresponding to the EVEREST pipeline, and the white one to the K2SFF pipeline. The black aperture was defined manually. The $K 2$ pixel scale is $3.98 \operatorname{arcsec}$ pixel $^{-1}$.
recovered transits by the total number of injected transits. Given the injection and recovery conditions explained in Section 2.4, we obtain an overall recovery rate of $\sim 78$ per cent for the K2-OjOS members and of $\sim 58$ per cent for the BLS algorithm. We also computed the recovery rate of the K2-OjOS team without being biased by the number of batches analysed by each member in this particular work; that is, we calculated the mean value of the recovery rates of each member. As a result, we obtain $\sim 78$ per cent as well. In the following we discuss the K2-OjOS and BLS recovery rates broken down by SNR and $P$.

Fig. 9 is a histogram in which we plot the BLS recovery rates as well as the median and 68.3 percent credible intervals of the

K2-OjOS recovery rates for different ranges of SNR. The K2-OjOS members retrieved 99.5 per cent of the injected signals with SNR > 10 , which is the condition that any signal must meet before being subjected to validation in this work. The 0.5 percent not retrieved typically corresponds to short-period signals with many transits at noise level. As for the BLS, the algorithm retrieved 62 per cent of the injected signals with SNR $>10$. These small recovery rates obtained even for high SNRs are related to the inability of BLS to recover single transits, unlike the visual inspection.

In Fig. 10, we plot the recovery rates as a function of the orbital period for both the BLS and K2-OjOS searches. We also plot the probability function of having two or more injected transits


Figure 9. BLS and K2-OjOS recovery rates for different ranges of SNR. The vertical dashed line indicates the minimum required SNR for a signal to be subjected to validation in this work.
per signal (i.e. of not having a single transit) within the C18 light curve, computed from the injection features explained in Section 2.4. Similar to previous works, we find that the K2OjOS detection efficiency keeps insensitive to the orbital period. However, for $P>24.5 \mathrm{~d}$ (half of the C18 temporal baseline), the recovery rate of the BLS method drops to zero as expected given the decreasing probability of multitransit signals being injected.

From the comparison between both methods we can draw two main conclusions. First, the K2-OjOS visual search itself shows great completeness in the search for potentially validatable signals (SNR > 10). Secondly, for signals with SNR $<10$, although we obtain higher recovery rates for the BLS algorithm, we highlight the visual inspection as a good complementary method to detect single transits, which are undetectable by the widely used periodicities based automated transit searchers as BLS.

### 5.3 Characteristics of our sample: The host stars

The $K 2$ stars known to host planets have a median magnitude of $K_{\mathrm{p}}$ $=12.6$, which is two magnitudes brighter than that of the host stars of the primary Kepler mission. Thereby, $K 2$ targets can be excellent for precise RV follow-up and atmospheric characterizations, allowing us to unveil planetary masses, densities, and atmospheric properties of the planets found. Our sample has a median magnitude of $K_{\mathrm{p}}$ $=13.1$, which is slightly fainter than that of $K 2$ host stars. However, we highlight the presence of 3 bright targets ( $K_{\mathrm{p}}<11$ ): EPICs $211424769\left(K_{\mathrm{p}}=9.4\right), 211480861\left(K_{\mathrm{p}}=10.0\right)$, and 211594205 ( $K_{\mathrm{p}}=10.7$ ). Regarding effective temperatures, most of the planets and candidates in our sample orbit stars that are clustered around 5200 K . If we compare the relative occurrence of stars in our sample with that of $K 2$ hosts, we find a deficit of solar-type and cool-dwarf stars, and a surplus of stars of early K and late G spectral types.

### 5.4 Characteristics of our sample: Planets and candidates

### 5.4.1 Planet radius and orbital period distribution

In Fig. 11, we plot the planet radius as a function of the orbital period for the planets and candidates analysed in this work, as well as for the current population of known planets. The latter are mainly grouped into two well differentiated clusters: the small planets cluster, which


Figure 10. BLS and K2-OjOS recovery rates for different ranges of $P$. Superimposed we plot the probability function of having two or more injected transits per signal. The function takes the value 1 for the interval $1 \mathrm{~d}<P<$ 24.5 d , and $(49-P) / P$ for $24.5 \mathrm{~d}<P<49 \mathrm{~d}$.
embraces those planets with $R_{p}<4 \mathrm{R}_{\oplus}$ and orbital periods ranging from less than a day to hundreds of days, and the hot Jupiters cluster, which is composed of large planets ( $R_{\mathrm{p}}>10 \mathrm{R}_{\oplus}$ ) with short orbital periods ( $P<10 \mathrm{~d}$ ). Despite the relative small size of our sample, the K2-OjOS findings alone match quite well with both clusters, especially if we look at the subsample of confirmed and validated planets. In Fig. 12 (left-hand panel) we plot the distribution of planet radii for both our planet and candidate sample and the population of known planets. The Kepler and $K 2$ findings showed that the most common type of planets belong to the small planets cluster (e.g. Howard et al. 2012; Batalha et al. 2013; Petigura, Howard \& Marcy 2013; Burke et al. 2015). Besides, their findings allowed to unveil a bimodality in the small planets distribution (Fulton et al. 2017), which shows a lower mode at $\sim 1.3 \mathrm{R}_{\oplus}$ and a higher mode at $\sim 2.6$ $\mathrm{R}_{\oplus}$, being both of them separated by the so-called radius gap ( $\sim 1.9$ $\mathrm{R}_{\oplus}$ ). Adopting the same planet size categories as Fressin et al. (2013), our sample of fully characterized planets and candidates contains one Earth ( $0.8 \mathrm{R}_{\oplus}<R_{\mathrm{p}}<1.25 \mathrm{R}_{\oplus}$ ), four super-Earths ( $1.25 \mathrm{R}_{\oplus}<R_{\mathrm{p}}<$ $2 \mathrm{R}_{\oplus}$ ), 15 small Neptunes ( $2 \mathrm{R}_{\oplus}<R_{\mathrm{p}}<4 \mathrm{R}_{\oplus}$ ), and 15 giant planets ( $R_{\mathrm{p}}>6 \mathrm{R}_{\oplus}$ ). Focusing on the small planet regime, when compared to the population of known planets, we find a deficit of planets and candidates with radii smaller than that of the radius gap. We explain this deficit as a consequence of the great difficulty to detect in $K 2$ data such small planets around stars as large as those in our sample. To illustrate this, in Fig. 12 (left-hand panel) we plot the $R_{p} / R_{\star}$ ratios versus $R_{p}$ for different stellar radii. In the right-hand panel we plot the obtained K2-OjOS recovery rates as a function of $R_{p} / R_{\star}$ (see Sections 2.4 and 5.2 for further details). We highlight two sections of the $R_{p} / R_{\star}$ versus $R_{p}$ curve of a $0.65 \mathrm{R}_{\odot}$ star, which corresponds to the typical stellar radius in our sample. The section located in the lower mode of the small planets distribution corresponds to recovery rates between 8 and 40 per cent, while the section located in the higher mode corresponds to recovery rates between 70 and 80 per cent.

### 5.4.2 Gas dwarfs versus water worlds: atmospheric escape velocities and retention of volatiles

The puzzling bimodality in the population of planets with radii smaller than $4 \mathrm{R}_{\oplus}$ is still a matter of debate (see for example Zeng et al. 2019, and references therein). This bimodality is consistent with the existence of two different types of planets. In the range $1-2$


Figure 11. Planet radius as a function of the orbital period for the confirmed planets ( CP ), validated planets (VP), and planet candidates (PC) analysed in this work with measured orbital period and planetary parameters. The black markers correspond to previously published detections, while blue markers correspond to the new K2-OjOS detections. The grey data points correspond to the population of known, confirmed, and validated exoplanets.


Figure 12. Left-hand panel: Histogram of planet radii for both the planets and candidates analysed in this work and the population of known planets. Superimposed we plot $R_{p} / R_{\star}$ (right y-axis) versus $R_{p}$ for three stellar radii. Right-hand panel: K2-OjOS recovery rates as a function of $R_{p} / R_{\star}$. In the left plot we highlight two sections of the $R_{p} / R_{\star}$ versus $R_{p}$ curve of a $0.65 \mathrm{R}_{\odot}$ star (dodger blue and cyan), each of them being on one side of the radius gap. In the right-hand plot we can see the $\mathrm{K} 2-\mathrm{OjOS}$ recovery rates corresponding to the highlighted sections.
$\mathrm{R}_{\oplus}$, planets are known to be most likely rocky, whereas the internal compositions of planets between 2 and $4 R_{\oplus}$ is still an open question. They may either be gas dwarfs or water worlds, being the former planets with a rocky core and a prominent $\mathrm{H}_{2}-\mathrm{He}$ gaseous envelope, and the latter planets with significant amount of multicomponent, $\mathrm{H}_{2} \mathrm{O}$-dominated ices/fluids in addition to rock and gas (Zeng et al. 2019). Within our data set, planets below $2 \mathrm{R}_{\oplus}$ are too few to probe the radius gap. However, we can provide some insight into the possible composition of the planets we have detected in the higher mode. We briefly recall two recent models that explain the observed bimodal distribution leading to very different proposals on the composition and evolution of planets between 2 and $4 \mathrm{R}_{\oplus}$.

In the photoevaporation model, the bimodality is consistent with the theoretical valley predicted by evaporation numerical analysis (Owen \& Wu 2013; Jin et al. 2014; Lopez \& Fortney 2014; Chen \& Rogers 2016). Along the first 100 Myr of the star lifetime, high energy radiation (EUV and X-ray) would have completely stripped the primordial atmosphere of planets that we observe at the lower mode. As a result, gas dwarfs are proposed for planets within the higher mode. On the other side, Zeng et al. (2019) were able to reproduce the two radii subpopulations of small exoplanets by means of a pebble accretion model independent on the planet growth mechanism. This model involves similar ice and rock contributions to the planet composition leading to water worlds rather than gas dwarfs for planets in the higher mode. The authors used Monte Carlo simulations to show that the radii bimodal distribution could arise from the dichotomy of rocky and icy cores.

We now study whether the planets and candidates with radii between 2 and $4 \mathrm{R}_{\oplus}$ analysed in this work can keep an atmospheric $\mathrm{H}_{2}$-He envelope over a billion-year time-scale. Estimations of gas envelopes can be obtained following the strong correlation that atmospheric escape has with the escape velocities of planetary bodies and their atmospheric compositions in the Solar System. The same equations can be applied to estimate which gaseous species a planetary atmosphere can hold (Zeng et al. 2019).

In Fig. 13, we plot the escape velocities ( $V_{\text {esc }}$ ) of the planets and candidates with $R<4 \mathrm{R}_{\oplus}$ in our sample, as a function of their equilibrium temperatures ( $T_{\mathrm{eq}}$ ). The markers are coloured as a function of the planet densities. Given the difficulty of measuring the masses of our faint host stars via radial velocity measurements, we estimate them from a mass-radius probabilistic algorithm implemented in the widely used program forecaster (Chen \& Kipping 2017). We use these masses to derive both the escape velocities $\left(V_{\text {esc }}=\sqrt{2 G M R^{-1}}\right)$ and planet bulk densities $(\rho=M / V ; V=$ $4 / 3 \pi R^{3}$ ). The grey dashed dotted lines indicate the thermal escape thresholds of different molecular species. It is interesting to notice that the majority of our planets lie within a specific region with escape velocities of $20 \pm 5 \mathrm{~km} \mathrm{~s}^{-1}$ and equilibrium temperatures between 500 and 1000 K . This particular region of the diagram is characterized by the thermal loss of $\mathrm{H}_{2}-\mathrm{He}$ gas while the other components are retained. For escape velocities around $20 \mathrm{~km} \mathrm{~s}^{-1}$, one would expect rocky planets smaller and denser while gas dwarfs would be much bigger and with smaller densities than the planets in our sample. Altogether, the escape velocities, density, and radii, allow us to tentatively propose, within the uncertainty derived by the use of estimated masses from FORECASTER, that our subsample of planets and candidates in the higher mode would be composed of water worlds since they would not be able to retain their primordial $\mathrm{H}_{2} / \mathrm{He}$ envelopes.

### 5.4.3 Potentially habitable systems

In order to assess whether any of the low-insolated planets and candidates analysed in this work could be inside the Habitable Zone (HZ) we computed the insolation flux boundaries derived from the Kopparapu et al. (2013) climate model, as well as from the more optimistic Zsom et al. (2013) model. For the Solar System, the former define a conservative HZ between 0.99 AU and 1.70 AU , whereas the latter argues that in certain particular conditions $\left(\mathrm{N}_{2}-\right.$ dominated atmosphere, surface gravity of $g_{\text {surf }}=25 \mathrm{~m} \mathrm{~s}^{-2}$, surface pressure of $P_{\text {surf }}=1$ bar, relative humidity of $\Phi=1$ percent,


Figure 13. Atmospheric escape velocities as a function of the surface equilibrium temperatures for the small planets and candidates ( $R_{\mathrm{p}}<4 \mathrm{R}_{\oplus}$ ) analysed in this work. Colour coding corresponds to the bulk estimated densities of the small exoplanets of this work and Solar System planets. 66 NEA confirmed and candidate planets with $0.5 \mathrm{R}_{\oplus}<R_{\mathrm{p}}<4.0 \mathrm{R}_{\oplus}$ with uncertainties lower than $\pm 10$ per cent ( $1-\sigma$, the average error is about $\pm 7$ per cent) and masses determined by the radial velocity method are represented in grey ramp (low bulk density in light grey; high bulk density in dark grey). The average quadratic error of escape velocity is 22.6 per cent of the escape velocity of the Earth. Dot-dashed straight lines of 0.5 slope stand for threshold velocities of chemicals labelling each line.
surface albedo of $A=0.8$, and $\mathrm{C}_{2}$ mixing ratio of $X_{\mathrm{CO}_{2}}=10^{-4}$ ), the HZ inner edge (IHZ) can be as close as 0.38 AU . We used the polynomial relations from Kopparapu et al. (2013) to determine for a wide range of effective temperatures ( $2600 \mathrm{~K}<T_{\text {eff }}<7200$ K ) the moist greenhouse inner edge and the maximum greenhouse outer edge, as well as the more optimistic limits of recent Venus inner limit and early Mars outer limit (see Fig. 14). The Zsom et al. (2013) model analytical expression is defined within the distanceluminosity parameter space. To transform the model into the $S_{\text {eff }}-$ $T_{\text {eff }}$ parameter space we used the semi-analytical formulas for the Hertzsprung-Russell diagram from Zaninetti (2008). None of the analysed planets or candidates in this work belong to the Kopparapu et al. (2013) HZ, but there is one validated planet (K2-103 b, EPIC 211822797.01) whose orbit is located slightly further than Zsom
et al. (2013) IHZ. We discuss the habitability of this planet in Section 5.5.4.

### 5.5 Highlights of five individual systems

5.5.1 A 2:1 Period commensurability on the new planetary system K2-356 (EPIC 211537087)

The K2-OjOS team detected a new planetary system of three planet candidates transiting around K2-356 (EPIC 211537087), a G-type star with $K_{p}=13.44, T_{\text {eff }}=5568 \mathrm{~K}, R=0.86 \mathrm{R}_{\odot}$ and $M=0.90 \mathrm{M}_{\odot}$.
$=2.29 \mathrm{R}_{\oplus}$ with a 21.03 -d orbital period, EPIC 211537087.02 has $R_{\mathrm{p}}$ $=2.58 \mathrm{R}_{\oplus}$ with a $42.38-\mathrm{d}$ orbital period, and EPIC 211537087.03


Figure 14. Stellar effective temperatures as a function of the insolation fluxes received by the corresponding planets and candidates. The data points are scaled to the planet radius and the colour coding indicates the dispositions. The open circles correspond to the maximum insolation fluxes for single transits, computed from their minimum orbital periods. The grey data points correspond to the population of known planets and candidates. The dark green region is bounded by two solid lines corresponding to the moist greenhouse inner edge and the maximum greenhouse outer edge. The light green region is bounded by two dashed lines corresponding to the recent Venus inner limit and early Mars outer limit. The Zsom et al. (2013) inner edge corresponds to the dotted line.
is a single transit with $R_{\mathrm{p}}=2.28 \mathrm{R}_{\oplus}$ and orbital period greater than 41.9 d. EPIC 211537087.01 and EPIC 211537087.02 orbit near a $2: 1$ period commensurability. The analysis of the AstraLux High resolution image results in a very low probability of the target having a BEB: 0.15 per cent (see Section 3.2 for further details). Although both EPIC 211537087.01 and EPIC 211537087.02 show false positive probabilities lower than the required threshold to validate a planet, we only validate EPIC 211537087.01 (K2-356 b) as EPIC 211537087.02 shows only two transits within the light curve. However, we argue that the origin of EPIC 211537087.02 as well as EPIC 211537087.03 must be planetary, given the extremely low probability of finding multiple false positive signals (Ragozzine \& Holman 2010; Lissauer et al. 2011). Besides, for planet candidates which have a period ratio near a first-order mean motion resonance the probability of both signals being true planets is even higher, since such resonances would not be seen for random eclipsing binaries (Lissauer et al. 2011).

As TTVs are more sensitive to planets near resonant orbits and the number of transits (three and two for EPIC 211537087.01 and EPIC 211537087.02 , respectively) is not sufficient to detect any TTVs, we computed the theoretical TTVs for this system. We estimated a TTV period of $\sim 2700 \mathrm{~d}$ using the analytical formula described in Lithwick, Xie \& Wu (2012). To have an idea of the expected TTV amplitude, we carried out n-body simulations using REBOUND (Rein \& Liu 2012), assuming circular orbits and adopting the values for the orbital periods and mid-transit times from Table 2. The values
for the masses $\left(M_{01}=6.1_{-2.7}^{+4.6} \mathrm{M}_{\oplus}\right.$ and $\left.M_{02}=7.3_{-3.2}^{+5.5} \mathrm{M}_{\oplus}\right)$ were estimated using the mass-radius relation implemented in FORECASTER (Chen \& Kipping 2017), starting from the planet radii ( $2.29 \pm 0.2 \mathrm{R}_{\oplus}$ and $2.58 \pm 0.2 \mathrm{R}_{\oplus}$ ) for EPIC 211537087.01 (K2-356 b) and EPIC 211537087.02. The simulations predict a TTV period of $\sim 2780 \mathrm{~d}$, confirming the analytical estimations, and TTV amplitudes of $\sim 20$ min (Fig. 15). The influence of the third planet candidate EPIC 211537087.03 (for which the orbital period is unknown) was not considered, which could affect our predictions of both the TTV amplitude and the TTV period.

### 5.5.2 Transit timing variations on the bright star ( $V=10.35$ ) K2-184 (EPIC 211594205)

K2-184 b (EPIC 211594205.01 ) is a super-Earth with $R_{\mathrm{p}}=1.5 \mathrm{R}_{\oplus}$, which orbits a late G-type star $\left(K_{p}=10.68, T_{\text {eff }}=5245 \mathrm{~K}, R\right.$ $=0.75 \mathrm{R}_{\odot}$, and $M=0.84 \mathrm{M}_{\odot}$ ) with an orbital period of 16.98 d . It was published as a candidate by Barros et al. (2016) and Pope et al. (2016), and latter validated by Mayo et al. (2018) and Livingston et al. (2018b). Other works that studied this planet are Petigura et al. (2018) and Kruse et al. (2019). In this work, the TTV analysis on the joined C5 and C18 data found significant sinusoidal TTVs (Fig. 16) that hint to the existence of an additional non-transiting planet, since no other planet was detected in the light curve which could produce the detected TTVs. Unfortunately, there is no chance to derive characteristics of the TTV signal, e.g. TTV amplitude or TTV


Figure 15. Predicted TTVs ranges with an amplitude of around 20 min for EPIC 211537087.01 (K2-356 b) and EPIC 211537087.02 estimated via forward modelling with REBOUND assuming circular orbits and planet masses of $M_{01}=6.1_{-2.7}^{+4.6} \mathrm{M}_{\oplus}$ and $M_{02}=7.3_{-3.2}^{+5.5} \mathrm{M}_{\oplus}$ derived from the probabilistic mass-radius relation from FORECASTER. The period of the interaction, the so-called TTV-period or cycle period, is of $\sim 2780 \mathrm{~d}$ which agrees with the theoretically estimated value of $\sim 2700 \mathrm{~d}$. The coloured shaded area mark the uncertainties in the expected TTVs based on uncertainties in the planetary masses, orbital periods, and $T_{0}$.


Figure 16. Transit timing variations for K2-184 b observed in C5 (left-hand panel) and C18 (right-hand panel). The black lines mark the median values and the 68 per cent and 99 per cent central posterior percentiles are indicated by the dark and light shaded area, respectively.
period, because of an insufficient coverage of the TTV period due to the lack of transit observations. The phase-folded transit accounting for the TTVs together with the best-fitting model is shown in Fig. 17. In Table 2 we report the median and 68.3 per cent credible intervals of the main planetary parameters.

The great brightness of the target $(V=10.35)$ makes it very appropriate for photometric and/or RV follow-up. We predicted the planet mass through FORECASTER and then estimated the RV semiamplitude, obtaining $K \sim 1.3 \mathrm{~m} \mathrm{~s}^{-1}$, which is achievable by the current precision spectrographs.

### 5.5.3 A new single transit on K2-274 (EPIC 212008766)

K2-274 b (EPIC 212008766.01 ) is a planet with $R_{p}=2.1 \mathrm{R}_{\oplus}$, which orbits an early K-type star ( $K_{p}=12.80, T_{\text {eff }}=5044 \mathrm{~K}, R=0.70 \mathrm{R}_{\odot}$, and $M=0.79 \mathrm{M}_{\odot}$ ) with an orbital period of 14.13 d . It was published as a candidate in 2016 November by Barros et al. (2016) and Pope et al. (2016), and in 2016 December by Libralato et al. (2016). In 2018 it was first studied for validation by Mayo et al. (2018), who did not validate the planet with an FFP $=0.15$ per cent due to their more conservative considered threshold (FPP $<0.1$ per cent). Later,


Figure 17. Upper panel: Phase-folded transits of K2-184 b (EPIC 211594205.01 ) with its orbital period of 16.97 d. Each transit is shifted by their mid-transit time estimated by PYTTV. The black points are the binned data points with a $30-\mathrm{min}$ binning. The blue line is the transit model. Lower panel: fit residuals. Note that in-transit and out-of-transit data show the same noise properties, indicating that the data are well fitted.

Livingston et al. (2018b) validated the planet with a computed FPP of 0.03 per cent. Interestingly, the authors found that the photometric pipeline they used (k2phot) includes a nearby contaminant star within the aperture, the same that we found for the EVEREST pipeline, which made us choose the smaller K2SFF aperture for the subsequent analysis. Other works that studied this planet are Petigura et al. (2018) and Kruse et al. (2019).

All the aforementioned works detected and analysed the planet starting from C5 data alone. For this work, the K2-OjOS team retrieved the signal in C18 allowing us to model the photometry by joining both C5 and C18 data sets. Besides, the team detected a new single-transit event at 3443.86 BKJD with a 0.15 percent dip, hinting the existence of an additional long-period planet in the system. Our transit modelling corresponds to a planet candidate of $4.3 \mathrm{R}_{\oplus}$. It is remarkable the V-shape of the transit, which is consistent with a grazing transit. This is to be expected for planets with large semimajor axis, as for a given orbital inclination $b \propto a$. Given the non-presence of such deep dip within the C5 continuous photometry, we constrain the orbital period for EPIC 212008766.02 to be greater than 74.8 d . If confirmed, it would be the second longest period planet detected by $K 2$.

### 5.5.4 Habitability of K2-103 b (EPIC 211822797.01)

K2-103 b (EPIC 211822797.01 ) was first detected as a candidate by Barros et al. (2016) and latter validated by Mann et al. (2017) and Dressing et al. (2017a) starting from C5 data alone. Other works that analysed the planet are Rizzuto et al. (2017) and Kruse et al. (2019). The planet orbits around EPIC 211822797, a late K-type dwarf with $K_{p}=14.57, T_{\text {eff }}=4057 \mathrm{~K}, R=0.58 \mathrm{R}_{\odot}$, and $M=0.62 \mathrm{M}_{\odot}$. Our planet transit modelling of C5, C16, and C18 photometry results in an orbital period of 21.17 d and a radius of $R_{\mathrm{p}}=1.92 \mathrm{R}_{\oplus}$, which locates the planet inside the radius gap. The late spectral type of the host star together with the relative long orbital period, causes that this planet receives the least amount of insolation flux of the planets and candidates in our sample: $5.75 \mathrm{~S}_{\oplus}$. Although this flux is not low enough to consider the planet within the HZ according to Kopparapu et al. (2013) model, if we consider the optimistic conditions proposed by Zsom et al. (2013) (Section 5.4.3), this planet would be within the Habitable Zone of its star (see Fig. 14). In terms of distances, the


Figure 18. Target pixel file of EPIC 211791178 (star \#1) together with the EVEREST aperture and nearby Gaia DR2 sources.

Zsom et al. (2013) inner edge is located at $d_{\text {in }}=0.116 \mathrm{AU}$, while the semimajor axis of the planet is $a=0.120 \mathrm{AU}$.

### 5.5.5 Disposition of K2-120 b (EPIC 211791178.01)

K2-120 b (EPIC 211791178.01 ) was a validated planet retrieved by the K2-OjOS visual searching. As detailed in Section 4.4, we carried out a complete statistical validation analysis for our newly detected candidates, but not for the retrieved known planets and candidates, which were already subjected to validation. This is mainly motivated by the fact that simply adding photometry does not affect crucially the transit shape as for perturbing VESPA dispositions. However, we performed some routine checks for all the 37 analysed targets (e.g. revisit photometry with different apertures and/or pipelines, search for nearby contaminant stars, and search for secondary eclipses). As a result, we detected for this target a bright contaminant star within the photometric aperture. In Fig. 18 we show the locations of EPIC 211791178 (source \#1, $G_{m a g}=13.9$ ) and Gaia DR2 659785145072281600 (source $\# 2, G_{m a g}=15.3$ ) within the TPF. These sources are separated 1.67 arcsec from each other, with $\Delta m=1.33$, making any type of multi-aperture analysis pointless. Their Gaia DR2 measured parallaxes and proper motions are almost identical: $\pi=3.45 \pm 0.03$ mas, $\mu_{\alpha}=-31.30 \pm 0.06 \mathrm{mas} \times \mathrm{yr}^{-1}, \mu_{\delta}$ $=-20.02 \pm 0.03 \mathrm{mas} \times \mathrm{yr}^{-1}$ for source \#1, and $\pi=3.28 \pm 0.05$ mas, $\mu_{\alpha}=-31.51 \pm 0.09 \mathrm{mas} \times \mathrm{yr}^{-1}, \mu_{\delta}=-19.19 \pm 0.05$ mas $\times \mathrm{yr}^{-1}$ for source \#2, which indicates that both sources form a binary system.

Given the observed transit depth of $\sim 0.077$ percent, if the validated signal comes from source \#1, the flux would be diluted by $\gamma_{\text {pri }}=1.29$, whereas if the signal comes from source \#2, the dilution factor would be $\gamma_{\text {sec }}=4.40$. This yields a dilution-corrected planet radius of $2.80 \mathrm{R}_{\oplus}$ for the first case, and $5.16 \mathrm{R}_{\oplus}$ for the second case, in contrast to the current value of $2.48 \mathrm{R}_{\oplus}$. Therefore, following the criteria in Section 4.4.2, as the origin of the signal cannot be ascertained, we consider EPIC 211791178.01 as a planet candidate.

## 6 SUMMARY

We have presented the first results of K2-OjOS, a Pro-Am project primarily dedicated to search, characterize, and validate new extrasolar planets. In this work, a group of 10 amateur astronomers
visually inspected the 20427 light curves of K2 C18 and performed a preliminary vetting of the signals found jointly with professional astronomers, resulting in 42 planet candidates in 37 systems. We characterized homogeneously all the host stars starting from published spectroscopic parameters, photometry, and parallaxes. We modelled the transit signals by joining $K 2$ photometry from C18 and the overlapping C5 and C16 when available, and searched for TTVs in the joined data set. An exhaustive search revealed that 24 of the findings had been previously published in several works devoted to analyse C5 data alone, while the remaining 18 are new detections. For the former, we refined their ephemeris by joining C5, C16, and C18 data, managing to decrease their uncertainties by a median factor of 30 for $P$, and 1.6 for $T_{0}$. For the latter, we carried out a careful statistical validation analysis that resulted in four new validated planets (K2-355 b, K2-356 b, K2-357 b, K2-358 b) and 14 planet candidates. For the planet sample with $2 \mathrm{R}_{\oplus}<R_{p}<4$ $\mathrm{R}_{\oplus}$, their escape velocities and densities computed from estimated masses, suggest a composition compatible with water worlds rather than gas dwarfs. Regarding individual systems, we highlight the presence of a $2: 1$ period commensurability in the new detected system K2-356, the detection of significant TTVs in the bright star K2-184 ( $V=10.35$ ), the location of K2-103 b inside the HZ according to optimistic models, the detection of a new single transit in the known system K2-274, and the disposition reassignment of K2-120 b, which we consider as a planet candidate as the origin of the signal can not be ascertained.

Although exoplanetary research is moving from mass detections towards a more comprehensive characterization and understanding of individual systems, the works aimed to detect large amounts of planets and candidates are of great value. These works greatly increase the statistical information of the population of planets in the Galaxy, and allow the follow-up studies to have a greater diversity of planetary systems from which to choose to invest telescope and economic resources. In this context, well coordinated Pro-Am projects in which amateur and professional astronomers join forces can play an important role.
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[^4]:    ${ }^{6} \mathrm{We}$ computed the signal-to-noise ratio as $\mathrm{SNR}=d \sqrt{N_{p}} \sigma^{-1}$, where $d$ is the transit depth, $N_{p}$ the number of data points in transit, and $\sigma$ the standard deviation of the detrended light curve.

[^5]:    ${ }^{7}$ All data for known host stars, planets, and candidates were obtained from the Nasa Exoplanet Archive (NEA).

