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The calculation of accurate reaction energies and barrier heights is essential in computational
studies of reaction mechanisms and thermochemistry. In order to assess methods regarding their
ability to predict these two properties, high-quality benchmark sets are required that comprise a
reasonably large and diverse set of organic reactions. Due to the time-consuming nature of both
locating transition states and computing accurate reference energies for reactions involving large
molecules, previous benchmark sets have been limited in scope, the number of reactions considered,
and the size of the reactant and product molecules. Recent advances in coupled-cluster theory, in
particular local correlation methods like DLPNO-CCSD(T), now allow the calculation of reaction
energies and barrier heights for relatively large systems. In this work, we present a comprehensive
and diverse benchmark set of barrier heights and reaction energies based on DLPNO-CCSD(T)/CBS,
called BH9. BH9 comprises 449 chemical reactions belonging to nine types common in organic
chemistry and biochemistry. We examine the accuracy of DLPNO-CCSD(T) vis-a-vis canonical
CCSD(T) for a subset of BH9 and conclude that, although there is a penalty in using the DLPNO
approximation, the reference data are accurate enough to serve as benchmark for density-functional
theory (DFT) methods. We then present two applications of the BH9 set. First, we examine the
performance of several density functional approximations commonly used in thermochemical and
mechanistic studies. Second, we assess our basis set incompleteness potentials regarding their ability
to mitigate basis set incompleteness error. The number of data points, the diversity of the reactions
considered, and the relatively large size of the reactant molecules make BH9 the most comprehensive
thermochemical benchmark set to date, and a useful tool for the development and assessment of
computational methods.

INTRODUCTION

The prediction of barrier heights (BHs) and reaction
energies (REs) using computational methods, combined
with the application of transition-state theory,1–3

is a powerful tool for the elucidation of reaction
mechanisms in chemistry.4,5 The prediction of kinetic
and thermochemical properties is also important in
biochemistry, and has contributed greatly to the
understanding of the catalytic activity of enzymes,6–9 as
well as to the discovery of new drugs.10,11

The main bottleneck for the successful prediction
of rate constants and equilibrium constants is the
accuracy in the determination of BHs and REs.3,10

Because of the exponential dependence of these constants
on the corresponding energies, an accuracy of about
RT (0.6 kcal/mol at room temperature) or better
is required.12 Quantum mechanical methods based on
wavefunction theory,12–15 particularly recent composite
methods, are able to calculate BHs and REs to this
level of accuracy,16–18 but they are not applicable to
molecules with sizes typically encountered in organic
chemistry, let alone biochemistry.3 As a consequence of
the tradeoff between accuracy and computational cost,
the most popular method for thermochemical and kinetic

calculations in organic reactions is density-functional
theory (DFT).10 In reactions of biochemical interest,
where the reactant molecules are much larger, DFT
is typically combined with force fields in hybrid
quantum mechanics/molecular mechanics (QM/MM)
approaches.6,7,19 In either case, the accuracy of the
methods typically employed is often sufficient for gauging
the relative energies of various mechanistic pathways
but not enough to reliably predict rate constants of
chemical reactions.10,20 Consequently, the search for a
standard method for kinetic and mechanistic studies is
still ongoing.4,5

To develop new computational methods for the study
of chemical reactions, and to assess the existing ones,
high-quality benchmark sets are necessary.21–27 These
benchmark sets comprise REs and BHs of model
reactions calculated at a very accurate level of theory,
typically coupled-cluster theory (CC) with large basis
sets and a complete-basis-set (CBS) extrapolation16

(CCSD(T)/CBS is a very popular method12). Besides
the obvious requirement that the reference data be
accurate, there are a number of additional desirable
traits for BH and RE benchmark sets. First, the set
of reactions must be sufficiently large for the analysis to
be statistically significant, and diverse enough to catch
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any particularities or biases of the method under study.
For instance, most DFT methods tend to underestimate
BH of pericyclic reactions because the transition state
(TS) is overstabilized due to delocalization error.28,29

Second, non-covalent interactions between reactants play
an important role in stabilizing the TS.30 The importance
of this stabilization increases with the size of the reactant
molecules and it is particularly important in biochemical
studies where, for instance, the shape of the active
site determines the activity and specificity of enzymes.4

Therefore, it is essential that the reactant molecules in
the benchmark set are large enough to correctly assess
the method under study regarding its ability to describe
non-covalent interactions.19,30–33

There are difficulties with the creation of benchmark
sets for BHs and REs with the aforementioned
characteristics. The generation of TSs is not easily
automatized.10,20 More importantly, the computational
cost involved in the calculation of accurate reference
data limits the number of reactions in the set and
the size of the reactant molecules. As a consequence,
previously proposed benchmark sets use model reactions
with small reactant molecules that are not representative
of the typical reactions commonly found in mechanistic
studies.34–37 Other benchmark sets either focus on
specific types of reactions, or they contain only a handful
of data points, or they are not evaluated using a reference
level of enough quality to allow benchmarking commonly
used quantum mechanical methods.29,32,33,38–44 The
current necessity of a benchmark set for enzymatically
catalyzed reactions has been emphasized several times
recently.32,33,45

Local correlation methods, particularly
DLPNO-CCSD(T), have become very popular recently
due to a favorable combination of relatively high
accuracy and modest computational cost.46–51 Thanks
to its near-linear-scaling nature, DLPNO-CCSD(T)
can be applied to reasonably large systems.19 Since
conventional CCSD(T)/CBS is at least two orders of
magnitude more accurate than the methods typically
assessed with BH and RE benchmark sets, a tradeoff
is used in this work. By using DLPNO-CCSD(T)/CBS
for the reference energies, we designed a benchmark set
(called BH9) that has the desirable features listed above,
namely, the reactions in BH9 are numerous and diverse
and the reactants are relatively large. The accuracy
penalty in using the DLPNO approximation31,52

is evaluated, providing an accuracy limit for the
assessment of approximate methods. Variants of the
DLPNO-CCSD(T)/CBS approach have been used in
other recently proposed benchmark sets.32,33,53,54

To our knowledge, BH9 is the most comprehensive
benchmark set for BHs and REs of organic and
bio-organic reactions to date. Our particular objective
with this set is to aid in the development of
atom-centered potentials55–57 (ACPs), whose training

requires a large and diverse set of molecular properties.
However, recent machine-learning-based methods can
equally benefit from using the BH9 data. Furthermore,
the reference BHs and REs in BH9 can be recalculated
should further developments in computational methods
or computer hardware occur, without the need to find
TSs for new reactions, a task that is often non-trivial.
We also present two simple applications of the

new benchmark set. First, we use BH9 to assess
several popular density functional approximations used
in mechanistic studies. The effect of including corrections
for dispersion interactions is considered, and we analyze
the performance of these functionals individually for
the different types of reactions included in the BH9
set. Second, the application of DFT to reaction
mechanisms in practice often requires using a finite basis
set due to computational constraints. Therefore, we also
study the performance of our basis set incompleteness
potentials55,56 (BSIP) regarding their ability to mitigate
basis set incompleteness error in the calculation of REs
and BHs.

DESIGN OF BH9 AND COMPUTATIONAL
DETAILS

Design of the BH9 benchmark set

The BH9 set contains 449 elementary chemical
reactions, categorized in the reaction types shown in
Table I. The reference data comprises the corresponding
449 REs and 898 BHs (forward and reverse), as well
as the structures of reactants, products, and transition
states. Table I also shows a prototype reaction for
each type. The full list of diagrams for each reaction
is given in the Supporting Information (SI), as well as
the reference BHs, REs, and the geometries of all the
molecular species. The data for each reaction is given in
the form of “db” files. This plain-text file format has been
described elsewhere.58,59 A representative subset of the
BH9 set can be statistically derived using, for instance,
the technique described in Ref. 60.
The reaction types in Table I represent a diverse

set of reactions that are common in organic and
bio-organic chemistry, although the list is by no means
exhaustive. Most reaction types and many of the
particular reactions included in the BH9 set were adopted
from the Mechanism and Catalytic Site Atlas (M-CSA)
database,61 and are known to occur in biological systems.
However, some reaction types that are important in
organic chemistry, such as pericyclic, hydride-transfer,
and halogen-atom transfer reactions, are relatively rare
in biological contexts or are not sufficiently represented
in the M-CSA. For these reaction types, we explored
the literature and compiled a number of reactions
from various published mechanistic studies in order to
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TABLE I. Reaction types in the BH9 set.

Reaction type Numbera Example reactionb

I Radical rearrangement and addition 48

II Pericyclic 140

III Halogen atom transfer 43

IV Hydrogen atom transfer 90

V Hydride transfer 42

VI B- and Si- containing reactions 35

VII Proton transfer 10

VIII Nucleophilic substitution 15

IX Nucleophilic addition 26

a Number of reactions in each type.
b Example reaction for each type.

complete our database.62–106

For the sake of simplicity, and due to our desire for
this set to serve as a basis for ACP development, all
molecules in BH9 contain exclusively elements common
in organic chemistry (H, C, N, O, F, P, S, Cl). We
also included a specific set of reactions containing Si
and B (reaction type VI in Table I). The fact that
there are no transition metals in the BH9 reactions
simplifies the application and interpretation of the tests
based on this set, particularly regarding the application
of BH9 to the assessment of DFT methods. RE and
BH benchmark sets for reactions containing transition
metals have been proposed recently,53,54,107,108 some of
them also at DLPNO-CCSD(T) level.53,54 The sizes of
the reactant and TS molecules in BH9 range from 11 to
71 atoms—significantly larger than most previous sets,
and typical of mechanistic studies.

Some of the reactions in BH9, particularly nucleophilic

substitutions, nucleophilic additions, and proton transfer
reactions, involve charged species. In this case, we expect
the species involved in the reaction, and particularly
reactants and products, to be greatly stabilized by
interactions with the solvent or the environment. We
experienced difficulties finding some of these TSs, which
is why the number of reactions in these three categories is
smaller than the others (see Table I). In addition, some
of the BHs are negative, possibly because the solvent
stabilizes reactants and products more than it stabilizes
the TS. Although we eliminated very negative BHs from
the set, some were left for the sake of diversity. A similar
decision was taken by Iron et al. for their BH set for
reactions involving transition metals.53
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Location of the transition states, reactant and
product structures

Guess TSs were built for the 449 reactions in the
BH9 set. This was a laborious process because of the
difficulty in locating TSs with the currently available
algorithms in standard software packages. In addition to
not being automatic, the TS search often failed entirely,
which explains the uneven number of reactions in each
category of Table I. Because of their relatively large
size and the abundance of reactions, reliably locating the
minimum-energy conformer for each species in the BH9
is a formidable problem. However, in order for the BHs
to still be representative of the corresponding reactions,
we devised a protocol that explores the conformational
landscape of reactants, products, and TS. This protocol,
described in the SI, ensures that the proposed structures
are reasonably close in energy, if not identical, to the
global energy minima of all species.

The initial reactant and product structures were
constructed from the optimized TS structures and
subjected to geometry optimizations followed by
conformer exploration, in a manner similar to the TS
structure search. More details can be found in the SI.

Reference energy calculations

The reference BHs and REs were obtained using
single-point DLPNO-CCSD(T)46–51 (in particular,
DLPNO-CCSD(T0)) at the equilibrium geometries of
reactants, products, and TSs. The favorable scaling of
DLPNO-CCSD(T) makes it possible to apply CC to the
fairly large molecules included in BH9, which is why
this method has been often used to generate reference
data in recent benchmark sets.32,53,54 Naturally, the
use of the DLPNO approximation introduces an error
compared to canonical CCSD(T). The reference energies
are calculated using a focal-point approach to minimize
the computational cost associated with using large basis
sets.12 The error introduced by DLPNO as well as the
convergence of the reference data with respect to basis
set size are examined in the Results and Discussion
section. More details regarding the reference energy
calculations can be found in the SI.

DFT calculation details

DFT calculations were used to assess the performance
of various density functional approximations commonly
used in mechanistic studies10 on the BH9 set. The list
of functionals surveyed includes semilocal (BLYP,109,110

PBE,111 TPSS,112 revTPSS,113 MN15-L,114 and
B97M-V115), global (B3LYP,,110,116 PBE0,117

BH&HLYP,110,118 M05-2X,119 M06-2X,120 and

MN15121), and range-separated hybrid functionals
( CAM-B3LYP,122 LC-ωPBE,123,124 ωB97XD,125,126

ωB97M-V,127 and ωB97X-V128). Further computational
details can be found in the SI.
To evaluate the importance of dispersion, the

exchange-hole dipole moment (XDM) model was used
in combination with some of the functionals above.129,130

The canonical complete-basis-set XDM damping function
parameters and the postg program were used.131,132

We expect the conclusions from this analysis to be
transferable to other dispersion corrections, such as
Grimme’s Dn family.133

Due to the typical size of the molecular species
involved, the availability of computationally inexpensive
methods for thermochemistry and kinetics is very
important in the study of biochemical reactions.57 One
of the major factors impacting the accuracy of DFT
methods in this context is BSIE, which arises from
the finite nature of the basis sets employed. For
this reason, we also examine the performance of our
recently proposed basis set incompleteness potentials56

(BSIPs) combined with several double-ζ basis sets in the
description of REs and BHs. In particular, we evaluated
the PBE0-XDM functional117,130 combined with the
BSIP-corrected 6-31G∗, 6-31+G∗, 6-31+G∗∗,134–136
Def2-SV(P), Def2-SVP,137 and pc-1 basis sets.138–141

RESULTS AND DISCUSSION

Evaluation of the reference data

The most popular calculation level for benchmark sets
is CCSD(T) with CBS extrapolation, which is known to
yield sub-kcal/mol accuracy.12,142 As mentioned above,
this level of theory is too computationally demanding
and cannot be used to generate reference data for BH9,
so we opted for DLPNO-CCSD(T) instead. We expect
the two primary sources of error are our choice of basis
set extrapolation strategy12 and the application of the
DLPNO approximation.31 In this section, we evaluate
the importance of both sources of error and we provide
a reasonable estimate for the error bars associated with
the BH9 reference data. Ultimately, this error estimate
constitutes the accuracy limit of the BH9 set; methods
more accurate than those applied here cannot be reliably
assessed with this set.
The reference data was calculated using the focal-point

approach143,144 described in the SI. To estimate the
overall error in the BH9 reference data and to assess
each of the approximations made, we selected a small
subset of BH9 containing 17 reactions with relatively
small molecules. This subset is shown in Table II.
Since errors in the calculation of REs are typically lower
than BHs,31 we focus on the latter. The small size of
the molecules in this subset allows the calculation of
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TABLE II. Subset of the BH9 reactions used for assessing the quality of the reference data.

Reaction Type

1 Radical rearrangement (I)

2 Radical rearrangement (I)

3 Radical rearrangement (I)

4 Pericyclic (II)

5 Pericyclic (II)

6 Pericyclic (II)

7 Pericyclic (II)

8 Pericyclic (II)

9 Hydrogen atom transfer (IV)

10 Hydrogen atom transfer (IV)

11 Si-containing (VI)

12 Si-containing (VI)

13 Proton transfer (VII)

14 Proton transfer (VII)

15 Nucleophilic substitution (VIII)

16 Nucleophilic substitution (VIII)

17 Nucleophilic addition (IX)
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canonical CCSD(T)/aTZ energies, as well as HF/a5Z
and MP2/a5Z. These last two quantities permit the
calculation of the extrapolated aQZ/a5Z HF and MP2
barrier heights. For the MP2 correlation energy, we
used the same two-point extrapolation formula (Eq. 5
in the SI) with the asymptotic value β = 3.145,146

For the HF energy, we used the extrapolation formula
proposed by Karton and Martin for this particular basis
set pair.147,148

The BHs obtained with these methods are shown
in Table III. We first consider the impact of basis
set incompleteness on the individual components of our
reference BHs. In the case of HF, our best CBS
estimate (a{Q,5}Z extrapolation) agrees with HF/a5Z
to within 0.01 kcal/mol on average, indicating that both
are converged to within this value. Our chosen reference
method for the HF component (a{T,Q}Z extrapolation)
has a mean absolute error (MAE) of only 0.05 kcal/mol
with respect to the aQZ/a5Z result. The highest
deviations happen for reactions involving second-row
atoms: numbers 6 (0.10 kcal/mol, both directions),
4 (0.15 kcal/mol, both directions), 8 (0.19 kcal/mol,
reverse), and 12 (0.25 kcal/mol, reverse).

As noted above, the MP2 correlation energy converges
more slowly to the CBS than the HF energy so, as
expected, the basis set incompleteness errors are higher.
The MP2 correlation contribution used in our reference
method (a{T,Q}Z extrapolation) has the same MAE
as MP2/a5Z (0.11 kcal/mol) compared to our best
MP2/CBS estimate (a{Q,5}Z extrapolation). In this
case, the large errors are not associated with second-row
atoms, and they can be as high as half a kcal/mol
(0.51 kcal/mol for forward reaction 1 and 0.32 kcal/mol
for forward reaction 13). Combining the HF and MP2
results, we expect the average error from the HF+MP2
contribution to be in the vicinity of 0.2 kcal/mol, with
worst cases being between 0.5 and 1 kcal/mol. Due
to computational constraints, we cannot estimate the
error introduced by calculating ∆ECCSD(T) at aTZ level,
although past experience with non-covalent interactions
suggests that it is in the range of tenths of a kcal/mol or
lower.149

The last four columns in Table III show the error
introduced by the DLPNO approximation by comparing
the ∆ECCSD(T) contribution and the total BH with
and without DLPNO. The MAE from the DLPNO
approximation is 0.43 kcal/mol, which is very similar
to the 0.51 kcal/mol reported by Paiva et al. for
enzymatic reactions.52 However, there are a few reactions
where the deviations between DLPNO and canonical
CCSD(T) are significantly higher, although lower than
1 kcal/mol in all cases: reactions 17 (0.83 kcal/mol
and 0.91 kcal/mol), 14 (0.86 and 0.87 kcal/mol), and
4 (0.95 and 0.75 kcal/mol). The reactions for which
the maximum deviation is observed are all pericyclic
reactions, which agrees with the recent report by

Sandler et al. who showed that DLPNO error is higher
for dispersion-dominated and Diels-Alder BHs, with
errors that can be as high as 1.2 kcal/mol.31 The
behavior of the errors in Table III confirm the relative
difficulty of the DLPNO approximation in modeling large
dispersion-dominated systems: All bimolecular BHs are
overestimated, and the error for the forward and reverse
reactions is approximately the same, indicating that the
TSs are predicted to be too unstable by DLPNO. Based
on these observations and the fact that the reaction
subset in Table II contains the smallest molecules in
BH9, we expect the 0.43 kcal/mol to be an overly
optimistic error bar. An average error from the DLPNO
approximation of around 0.5–1 kcal/mol for the reference
data in BH9 is probably a more realistic estimate.
On the grounds of the preceding analysis, it is clear

that the DLPNO approximation is the main contributing
factor to the error in the BH9 reference data. Since basis
set incompleteness is not the leading contribution to the
error, our basis set extrapolation approach is justified.150

Our analysis also shows that the estimated error is low
enough to benchmark density functional approximations,
which have typical errors in the range of a few kcal/mol22

(see below). The reference data can be revised in the
future as more powerful computers and better algorithms
become available.

Assessment of density functional theory methods

We now proceed to assess a few density functionals
that are popular in mechanistic studies with the BH9
set. Our objectives are: i) evaluate whether the increased
number of reactions and the larger molecules in the BH9
offer a picture of the performance of these functionals
for thermochemistry and kinetics that is different from
previous studies,21,22,130,151 ii) analyze the errors in the
BH and RE calculations as a function of reaction type,
and iii) benchmark the available XDM-corrected density
functionals regarding their ability to calculate REs and
BHs, something that has been done previously only with
a very limited set of reactions.130 We expect the inclusion
of XDM dispersion to have a similar effect to D3, which
has been extensively studied.22,151

Tables IV and V show the mean absolute error (MAE)
and mean error (ME) of the selected functionals for
REs and BHs, grouped by type. The overall RE
and BH MAEs are shown graphically in Figure 1.
In agreement with previous studies,22,130,151 the
performance of hybrid and range-separated hybrid
functionals is, in general, much better than that of
GGA functionals. The best-performing functional is
ωB97M-V, with 1.68 kcal/mol MAE for reaction energies
and 2.08 kcal/mol MAE for barrier heights. The
best-performing semilocal (meta-GGA) functional is
MN15-L with MAEs of 3.99 kcal/mol for barrier heights
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TABLE IV. Average errors in the BH9 reaction energies using various density functionals.a

Functional I II III IV V VI VII VIII IX Total
BLYP MAE 8.42 22.27 8.75 3.17 2.35 11.70 2.82 4.01 10.84 11.27

ME 8.42 20.96 −1.76 −1.24 0.01 10.59 0.87 −0.78 10.84 8.47
BLYP-XDM MAE 5.27 13.87 7.77 2.77 2.24 3.92 2.70 3.50 4.65 7.15

ME 5.24 12.51 −1.09 −1.17 −0.02 3.11 0.64 −0.87 4.56 4.61
PBE MAE 3.34 10.52 8.71 3.24 2.49 5.79 3.00 4.04 3.67 6.22

ME 1.56 9.36 −1.95 −1.02 1.52 4.78 0.50 −1.29 2.44 3.32
PBE-XDM MAE 2.68 7.59 8.36 3.12 2.48 2.26 3.00 4.00 3.14 4.87

ME 0.68 6.36 −1.72 −1.01 1.49 1.36 0.44 −1.43 0.02 1.90
TPSS MAE 4.10 13.81 8.34 3.14 2.45 8.22 2.48 3.72 5.57 7.54

ME 2.96 12.84 −1.56 −0.88 1.24 7.12 0.66 −1.24 5.49 4.95
TPSS-XDM MAE 2.82 8.87 7.73 2.94 2.51 3.01 2.44 3.13 2.87 5.19

ME 1.26 7.79 −1.16 −0.85 1.24 2.10 0.54 −1.37 1.64 2.62
revTPSS MAE 3.32 10.91 7.82 3.37 2.82 7.46 2.12 3.76 3.95 6.43

ME 1.22 9.92 −1.20 −0.76 1.58 6.48 0.64 −1.36 3.76 3.80
MN15-L MAE 2.16 5.72 6.36 2.36 4.04 2.60 2.63 2.75 2.75 3.99

ME −0.04 4.57 −0.70 −0.98 −2.98 −0.29 0.11 −1.18 0.88 0.87
B97M-V MAE 2.18 6.66 6.44 2.49 2.92 2.32 2.09 2.62 2.48 4.15

ME 0.70 5.50 −0.73 −0.92 −2.03 0.84 0.27 −0.57 0.74 1.44
B3LYP MAE 5.63 15.65 7.12 2.40 2.56 8.91 1.81 2.77 8.02 8.18

ME 5.62 14.75 −0.47 −0.91 −1.67 7.94 0.61 −0.28 8.02 5.90
B3LYP-XDM MAE 3.69 9.85 6.37 2.06 2.45 2.78 1.76 2.16 3.68 5.26

ME 3.62 8.89 −0.00 −0.87 −1.69 2.20 0.47 −0.44 3.49 3.20
PBE0 MAE 2.69 5.52 6.25 2.19 1.73 4.14 1.77 2.57 2.12 3.78

ME −0.81 3.91 −1.05 −0.46 −0.50 3.18 0.23 −0.59 0.92 1.18
PBE0-XDM MAE 2.40 3.18 5.89 2.02 1.63 1.39 1.77 2.22 2.49 2.74

ME −1.67 0.95 −0.83 −0.46 −0.52 −0.22 0.17 −0.72 −1.48 −0.22
BH&HLYP MAE 3.46 9.42 4.80 1.60 4.11 6.31 0.87 2.07 5.44 5.37

ME 3.32 8.78 0.14 −0.31 −3.02 5.42 0.45 0.66 5.42 3.53
BH&HLYP-XDM MAE 2.22 5.36 4.33 1.33 3.97 2.39 0.86 1.43 2.39 3.36

ME 2.01 4.58 0.46 −0.32 −3.01 0.95 0.36 0.53 2.10 1.57
M05-2X MAE 1.61 3.12 4.55 1.26 2.54 1.73 0.92 1.83 1.69 2.39

ME 0.28 2.30 1.10 −0.43 −1.65 0.89 −0.08 0.03 0.75 0.72
M06-2X MAE 2.31 4.00 4.72 1.56 1.47 2.36 0.91 1.84 1.71 2.76

ME 0.51 3.71 0.80 −0.63 −0.58 1.76 −0.14 −0.56 1.36 1.30
MN15 MAE 1.94 4.14 6.07 1.94 4.19 2.22 1.86 2.03 1.77 3.25

ME −0.20 3.26 −0.01 −0.78 −3.03 1.03 −0.12 −0.68 1.19 0.68
CAM-B3LYP MAE 2.98 8.37 5.29 1.62 2.62 5.89 1.08 1.82 4.67 4.82

ME 2.72 7.83 −0.29 −0.52 −1.60 5.10 0.57 0.07 4.65 3.13
CAM-B3LYP-XDM MAE 2.10 5.03 4.87 1.43 2.57 2.11 1.08 1.30 2.14 3.14

ME 1.71 4.42 −0.02 −0.51 −1.64 1.19 0.50 −0.12 1.80 1.51
LC-ωPBE MAE 4.28 4.38 5.90 1.66 1.73 2.98 1.19 1.82 1.72 3.30

ME −3.68 −2.57 0.11 −0.18 1.00 1.68 0.76 0.20 0.01 −0.97
LC-ωPBE-XDM MAE 4.83 6.84 5.54 1.63 1.69 2.99 1.18 1.50 2.62 4.13

ME −4.83 −6.18 0.39 −0.16 1.13 −2.04 0.69 0.21 −2.57 −2.62
ωB97XD MAE 1.76 3.03 5.27 1.71 1.32 1.94 1.34 1.19 1.69 2.42

ME 0.08 2.04 −0.08 −0.48 −0.11 −0.42 0.49 −0.22 1.24 0.57
ωB97X-V MAE 2.12 2.39 5.09 1.74 1.05 2.24 1.00 1.20 1.37 2.22

ME −1.85 −1.88 0.37 −0.32 0.06 −0.89 0.52 0.02 −1.06 −0.93
ωB97M-V MAE 1.28 1.36 4.20 1.43 1.73 1.94 0.89 1.37 0.99 1.68

ME −0.26 0.56 0.28 −0.58 −0.88 −0.46 0.09 −0.07 0.29 −0.05

a Units are kcal/mol. MAE = mean absolute error. ME = mean error. The roman numerals represent the reaction types in
Table II.

and 3.57 kcal/mol for reaction energies. Also, Figure 1
shows that there is a degree of positive correlation
between RE and BH average errors, indicating that
functionals that perform well for REs tend to work for
BHs as well.

Compare to the best-performing functional
(ωB97M-v), ωB97XD, M05-2X, M06-2X, and MN15
functionals have similar performance for the barrier
heights (in the 2–2.5 kcal/mol range), but differ for
reaction energies with MAEs between 2.39 kcal/mol



9

TABLE V. Average errors in the BH9 barrier heights using various density functionals.a

Functional I II III IV V VI VII VIII IX Total
BLYP MAE 5.01 12.19 7.54 4.87 5.05 7.35 3.40 4.00 5.73 7.62

ME −3.77 −5.94 −6.46 −1.97 0.29 2.74 −1.56 −2.09 −3.45 −3.33
BLYP-XDM MAE 5.05 10.26 11.86 8.51 10.67 4.45 3.62 8.72 6.16 8.66

ME −5.05 −10.07 −11.86 −8.49 −10.42 −3.06 −3.53 −8.72 −5.89 −8.44
PBE MAE 3.85 7.98 8.59 7.01 7.59 3.99 5.51 4.04 4.77 6.68

ME −3.69 −6.55 −8.48 −6.62 −6.57 −1.46 −4.86 −3.27 −4.51 −5.78
PBE-XDM MAE 4.18 8.20 10.99 9.63 12.04 4.39 5.65 6.32 5.57 8.12

ME −4.18 −8.16 −10.99 −9.60 −11.96 −4.29 −5.64 −6.29 −5.44 −8.07
TPSS MAE 3.89 9.04 6.88 4.84 4.78 5.23 3.84 4.04 4.44 6.19

ME −3.52 −6.41 −6.38 −3.08 −1.81 −0.10 −2.63 −3.13 −3.85 −4.17
TPSS-XDM MAE 4.33 9.07 10.04 7.56 9.66 4.30 3.97 7.57 5.47 7.66

ME −4.33 −9.05 −10.04 −7.52 −9.47 −4.13 −3.85 −7.57 −5.36 −7.61
revTPSS MAE 3.86 8.12 6.99 4.53 4.43 5.03 3.14 4.08 4.19 5.78

ME −3.65 −6.54 −6.66 −2.92 −2.06 −1.13 −1.83 −3.44 −3.85 −4.31
MN15-L MAE 1.50 3.88 4.54 3.79 6.01 2.53 3.07 2.42 1.71 3.57

ME −0.21 −2.40 −2.09 −2.80 −5.76 −2.03 1.35 0.45 −0.72 −2.23
B97M-V MAE 1.75 4.28 6.38 4.52 7.13 1.97 1.67 2.88 2.47 4.14

ME −1.49 −3.45 −6.05 −4.40 −6.96 −1.12 −0.43 −2.52 −2.14 −3.65
B3LYP MAE 2.98 8.08 4.27 3.66 5.69 5.88 1.75 3.58 4.10 5.37

ME −1.04 −0.89 −1.08 1.08 4.81 4.23 0.11 2.02 −0.95 0.52
B3LYP-XDM MAE 2.34 5.51 5.81 4.03 4.05 2.43 1.58 3.09 3.13 4.22

ME −1.97 −3.91 −5.17 −3.95 −3.73 −0.33 −1.28 −2.99 −2.68 −3.38
PBE0 MAE 1.46 3.34 3.47 3.08 3.82 2.72 2.76 3.85 1.62 3.00

ME −0.28 −0.05 −0.76 −0.95 1.53 1.56 −1.91 2.93 −1.01 −0.05
PBE0-XDM MAE 1.43 2.54 3.87 3.98 4.09 1.55 2.76 1.52 2.13 2.85

ME −0.77 −1.66 −3.25 −3.91 −3.89 −1.28 −2.69 −0.06 −1.93 −2.33
BH&HLYP MAE 2.55 7.27 7.54 6.82 14.49 7.21 3.36 7.03 3.39 7.05

ME 2.25 6.68 6.69 6.81 14.49 7.18 3.36 6.98 3.07 6.73
BH&HLYP-XDM MAE 1.81 4.92 4.43 2.99 7.50 3.71 2.30 3.22 1.96 4.01

ME 1.55 4.41 3.45 2.85 7.48 3.52 2.30 3.06 1.77 3.67
M05-2X MAE 0.96 1.94 2.90 1.56 6.30 1.72 1.26 2.97 1.06 2.21

ME 0.03 0.15 1.38 0.36 5.70 0.53 −0.32 2.25 −0.57 0.86
M06-2X MAE 1.61 2.39 2.96 1.36 4.99 1.66 1.11 3.14 1.13 2.27

ME 1.06 0.92 2.03 −0.30 4.44 0.37 −0.22 2.76 −0.28 1.05
MN15 MAE 1.09 2.34 3.63 1.90 3.17 1.53 1.52 2.75 1.07 2.18

ME 0.37 0.11 1.90 0.14 1.83 −0.83 −0.38 2.11 −0.02 0.45
CAM-B3LYP MAE 1.83 5.06 4.18 3.20 9.34 5.21 1.21 4.89 2.41 4.43

ME 1.19 3.86 2.28 2.47 9.05 5.05 0.16 4.65 1.29 3.52
CAM-B3LYP-XDM MAE 1.27 3.16 2.55 1.68 3.50 2.26 1.07 2.13 1.19 2.37

ME 0.63 2.03 −0.46 −0.86 3.13 1.85 −0.70 1.31 0.25 0.96
LC-ωPBE MAE 3.70 9.15 8.47 4.82 13.79 5.38 1.40 10.38 3.70 7.33

ME 3.49 9.12 8.31 4.66 13.37 5.18 0.13 10.38 3.63 7.16
LC-ωPBE-XDM MAE 3.16 7.15 5.59 1.52 7.35 2.60 1.22 6.87 2.84 4.72

ME 2.88 7.13 5.32 1.12 6.86 2.09 −0.89 6.87 2.46 4.42
ωB97XD MAE 1.13 2.66 2.97 1.73 2.17 1.58 0.90 2.99 1.21 2.10

ME 0.65 2.26 1.91 −1.20 1.46 0.80 0.04 2.79 0.58 1.04
ωB97X-V MAE 1.69 4.57 3.69 1.24 6.36 2.02 0.70 3.71 1.70 3.20

ME 1.46 4.57 2.52 −0.10 6.08 1.65 0.01 3.51 1.51 2.70
ωB97M-V MAE 1.00 2.15 2.56 1.11 6.16 1.40 0.68 2.20 0.99 2.08

ME 0.81 2.06 0.50 0.09 5.65 0.34 0.07 1.67 0.58 1.45

a Units are kcal/mol. MAE = mean absolute error. ME = mean error. The roman numerals represent the reaction types in
Table II.

(M05-2X) and 3.25 kcal/mol (MN15). The ωB97X-V
functional is reasonably accurate for reaction energies
(MAE = 2.22 kcal/mol) but not for barrier heights
(MAE = 3.20 kcal/mol) compared to the rest. The good
performance of these functionals (or variants of ωB97X in

combination with other dispersion corrections) has been
noted in previous works.21,22,53 Close in performance are
also PBE0-XDM (MAE(RE) = 2.74 kcal/mol; MAE(BH)
= 2.85 kcal/mol) and CAM-B3LYP-XDM (MAE(RE)
= 3.14 kcal/mol; MAE(BH) = 2.37 kcal/mol). B3LYP
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FIG. 1. Barrier height vs. reaction energy mean absolute
errors (MAE) for the chosen functionals. Open symbols
represent the XDM-corrected version of each functional.
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performs relatively poorly both in RE and BH, and
so does its XDM-corrected version with average errors
slightly over 4 kcal/mol.

The good performance of M05-2X and M06-2X
is interesting. It is known that these functionals
underestimate non-covalent interaction energies at
long range.152,153 Since the importance of long-range
dispersion increases with molecular size,154 one would
have expected a degradation in the performance of these
functionals for the BH9 relative to previous studies of
REs and BHs involving smaller molecules.22,152 However,
this does not seem to be the case, and our average errors
are similar to those reported by Mardirossian et al.152

and Goerigk et al.22 Because TSs of addition reactions
are larger than either the reactant or product molecules,
an underestimation of non-covalent binding would lead
to an erroneously unstable TS and an overestimation
of the BHs. This seems to be the case for M05-2X
and M06-2X, as indicated by the MEs in Table V.
However, the average bias is only 0.72 (M05-2X) and
1.30 kcal/mol (M06-2X) for REs and 0.86 (M05-2X)
and 1.05 kcal/mol (M06-2X) for BHs, suggesting that
capturing the correct asymptotic dependence of the
dispersion contribution seems not to be as important for
the calculation of REs and BHs as previously argued.22

This point is reinforced by the fact that the performance
of M05-2X and M06-2X in the GMTKN database is only
marginally improved by their combination with the D3
dispersion correction.22,151 It is also interesting to note
that, according to their performance on the BH9, more

recent Minnesota functionals seem to perform worse than
older versions. In particular, MN15 is worse for reaction
energies than M05-2X or M06-2x by about 1 kcal/mol
(see Figure 1).

Compared to our previous analysis of the performance
of XDM-corrected functionals for REs and BHs,130

the advantages of a more complete benchmark set
are evident. In our previous work, LC-ωPBE-XDM
(MAE = 1.43 kcal/mol) and BH&HLYP-XDM (MAE
= 2.38 kcal/mol) were the best-performing functionals
for BHs.130 This is in stark contrast with the results
in Table V and Figure 1, where the MAEs of these
functionals rise to 4.72 and 4.01 kcal/mol, respectively.
The cause of this disagreement is very likely the limited
size of the benchmark set used in our previous work,130

the small size of the molecular species, and the fact
that it contained only hydrogen atom transfer reactions.
Still, the results in Table IV, Table V, and Figure 1
are encouraging and suggest that expanding the list of
functionals with which XDM has been combined could
increase the applicability of the method to chemical
problems other than modeling non-covalent interactions.

As expected, the effect of including the XDM
dispersion energy agrees, in general terms, with previous
reports in the literature using D3.22,30,151,155,156 The
inclusion of XDM has a noticeable impact on REs
and BHs. Uncorrected GGAs severely overestimate
REs, with an MAE that can be as high as
11.27 kcal/mol (BLYP). The overestimation is less
pronounced for uncorrected hybrid and range-separated
hybrid functionals. The inclusion of XDM dispersion
partially corrects the overestimation of the REs and
reduces the MAEs by several kcal/mol in general,
except in the case of LC-ωPBE. These observations
can be explained by the fact that the overall RE
error is dominated by addition reactions, where
the product molecule is the combination of both
reactants. Functionals without dispersion underestimate
the stability of the addition products, resulting in
erroneously high REs.

In the case of BHs, Figure 1 and Table V show
that the MAEs for the uncorrected functionals are
in the range 4–8 kcal/mol. In particular, all GGA
and meta-GGA functionals severely underestimate the
BHs. This is explained by delocalization error,28

the tendency of approximate density functionals to
overstabilize delocalized molecules. The TS are, in
general, more delocalized than reactants and products.
Consequently, they are spuriously stabilized, resulting in
an erroneously low BH.28 Delocalization error severely
affects GGAs, while admixture of exact exchange in
global and range-separated hybrids mitigates, but does
not eliminate, this problem. The effect of including
the XDM dispersion energy on BHs can be understood
as well. The dispersion stabilization increases with the
size of the molecule, so including the dispersion energy
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always leads to lower BHs. For GGAs functionals, which
spuriously underestimate BHs, inclusion of XDM results
in an increased MAE. For hybrid and range-separated
hybrid functionals, which do not suffer as much from
delocalization error, the use of XDM decreases the
MAEs. This is consistent with previous analysis in the
literature.28,130,151

We now analyze the performance of the chosen
functionals on the various reaction types of the BH9
set using the data in Tables IV and V. For a few
representative functionals, the RE and BH MAEs as a
function of reaction type are shown in Figure 2. In
the case of the REs, there are large differences between
reaction types regarding the performance of various
functionals and the effect of dispersion. Reaction types
IV (hydrogen atom transfer), V (hydride transfer), VII
(proton transfer), and VIII (nucleophilic substitution)
seem to be modelable with approximately the same error
by all uncorrected and dispersion-corrected functionals,
in the range 2–4 kcal/mol. However, hybrid and
range-separated hybrid functionals are, again, slightly
better than GGAs. Reactions I (mostly radical
rearrangements) and III (halogen atom transfer) show
higher errors (up to around 8 kcal/mol for BLYP), are
better modeled by hybrid or range-separated functionals,
and the inclusion of dispersion corrections has a relatively
minor impact. Reaction types VI (B- and Si-containing
reactions) and IX (nucleophilic addition) show similar
or larger errors than I and III and hybrid and
range-separated hybrid functionals outperform GGAs.
However, in this case, the inclusion of dispersion
interactions improves the functional performance by
several kcal/mol. These observations are easily explained
by the fact that types VI and IX comprise addition
reactions, while the other reaction types mentioned
are rearrangements or atom transfer reactions. Since
dispersion interactions stabilize larger molecules, their
inclusion alleviates the overestimation of the REs in these
reactions by the uncorrected functionals, as mentioned
above. (Note that most REs for addition reactions are
negative. Uncorrected functionals yield overestimated
REs in general; their REs are above this negative
reference value, but smaller in magnitude.) Lastly, the
pericyclic reactions (II) show the highest errors, possibly
due to the effect of varying delocalization between
reactants and products, and benefit from dispersion for
the same reason as VI and IX, since most of the members
of this category are addition reactions.

Figure 2 and Table V show that the MAEs for
BHs are higher than for REs, and that the inclusion
of dispersion has comparatively more impact. BHs
are more accurately represented by hybrid functionals,
particularly if they are dispersion corrected, than by
GGA functionals for all reaction types. For types
I (radical rearrangement) and VII (proton transfer),
the effect of including dispersion is minimal, and the

accuracy is entirely controlled by the base functional,
with hybrid and range-separated hybrid functionals
showing much better performance. In reactions II
(pericyclic) and VI (B- and Si-containing reactions),
including dispersion interactions either has no effect or
is beneficial, regardless of the functional type. Figure 2
also shows the MAE for the forward and reverse BHs
separately. Reactions II and VI are particular in that
the effect of dispersion is very noticeable in the forward
reaction BHs, but it is not for the reverse reaction
BHs. This is reasonable because both categories comprise
addition reactions. The dispersion stabilization of the
product is essentially the same as the TS, but higher
than for the reactant molecules. For the rest of the
reactions, the inclusion of dispersion increases the MAE
of the GGA functionals and decreases (in general) the
MAEs of hybrid and range-separated hybrid functionals,
for the reasons stated above.

The fact that the inclusion of dispersion interactions
decreases the MAE for (forward) BHs in pericyclic
reactions (II) is slightly surprising in light of our previous
discussion regarding delocalization error. Given the
delocalized nature of the TS in pericyclic reactions,
we expected a severe underestimation of the forward
BH by GGAs and a subsequent increase in the MAE
upon application of XDM. We can interpret this by
noting that the reacting molecules are larger in the
pericyclic reactions than in other reactions of the BH9
set, which suggests that non-covalent interactions have a
comparatively more important role in the stabilization
of the TS than electronic delocalization. Omitting
dispersion interactions from the functional destabilizes
the TS more than the spurious stabilizing effect from
delocalization error, and therefore the inclusion of XDM
is beneficial.

In summary, our analysis shows that, in agreement
with previous studies,21,22 the performance of density
functional approximations improves with sophistication:
GGA and meta-GGA functionals are not usable in
general for RE and BH prediction while hybrid and
range-separated hybrid functionals offer smaller average
errors. The best performer among the functionals
studied is ωB97M-V, followed by the other members
of the same family, the Minnesota functionals, and
PBE-XDM and CAM-B3LYP-XDM. This agrees with
previous works,21,22 where these functionals, or variants
of them, were shown to be among the best functionals
available for the calculation of REs and BHs, except
for double-hybrids. However, our results also show that
functional performance depends strongly on the type of
reaction studied and, comparison with the average errors
reported in the literature21,22 shows that errors in the
calculation of BHs and REs are higher for larger systems.
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FIG. 2. Reaction energy (top left), overall barrier height (top right), forward reaction barrier height (bottom left), and reverse
reaction barrier height (bottom right) mean absolute errors (MAEs) as a function of reaction type and density functional (using
the Def2-QZVPP basis set). Open symbols represent the XDM-corrected version of each functional.
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Assessment of basis set incompleteness potentials

One of our objectives in the construction of the BH9
set is to provide training data for the development
of atom-centered potentials (ACPs).55–57,157 ACPs are
one-electron potentials that are designed to correct for
the shortcomings of the DFT method to which they
are applied. One particular flavor of ACPs are the
basis set incompleteness potentials55,56 (BSIPs) whose
purpose is to minimize the basis set incompleteness error
(BSIE) that originates from using small or minimal basis
sets in DFT calculations. The application of BSIPs
allows computing molecular properties with a quality
similar to a complete basis set but at a much reduced
computational cost.

The development of ACPs requires a relatively
large training set of molecular properties. BSIPs, in
particular, are constructed by minimizing the deviation
between the BSIP-corrected small-basis-set values and
the complete-basis-set values for a number of molecular
properties. Since both the approximate and the reference
molecular properties are calculated using the same
functional and BSIE is mostly functional-independent,
this ensures that BSIPs are mostly transferable between
functionals, and are tied only to the basis set for which
they were developed.55

The training set for the recently developed BSIPs
contained only 316 REs and 102 BHs, out of a
total of 9,372 molecular properties.56 Therefore, it is
interesting to examine whether BSIPs decrease BSIE in
the calculation of REs and BHs by applying them to
the BH9 set. For this test, we used the BSIPs from
our previous work.56 Of the 15 basis sets for which
BSIPs were developed, only six had thermochemical
data in their training set (6-31G∗, 6-31+G∗, 6-31+G∗∗,
Def2-SV(P), Def2-SVP, and pc-1), so we restrict our
analysis to these basis sets. We chose PBE0-XDM as
the base functional for this analysis in order to check the
transferability of BSIPs across functionals. (These BSIPs
were developed using B3LYP.56)

The MAEs for the REs and BHs in the BH9 set
using BSIP-corrected and uncorrected PBE0-XDM in
combination with the aforementioned basis sets are
shown in Table VI. The table shows two sets
of MAEs with respect to different reference data:
the DLPNO-CCSD(T)/CBS values (“Ref.”) and
our complete-basis-set PBE0-XDM estimate using the
Def2-QZVPP basis set (“CBS”). Since the objective of
BSIP development is to minimize BSIE, comparison with
the CBS results is the purest measure of performance.
The uncorrected MAEs (“Bare”) in Table VI show
that the magnitude of the BSIE on average is between
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TABLE VI. Mean absolute errors (MAE) for the BH9 barrier
heights and reaction energies of PBE0-XDM with several
BSIP-corrected and uncorrected basis sets.a

Reaction energies Barrier heights
CBSb Ref.c CBSb Ref.c

6-31G∗ Bare 3.59 3.97 2.46 4.27
BSIP 1.91 3.46 1.62 3.26

6-31+G∗ Bare 2.49 3.01 1.48 3.30
BSIP 0.89 2.65 0.75 2.83

6-31+G∗∗ Bare 1.81 2.66 1.42 3.48
BSIP 0.64 2.65 0.63 2.81

Def2-SV(P) Bare 4.12 4.65 3.11 4.96
BSIP 1.95 3.64 1.80 2.91

Def2-SVP Bare 3.12 3.97 2.90 4.87
BSIP 2.19 3.97 1.74 3.06

pc-1 Bare 2.42 2.86 2.60 4.80
BSIP 1.41 3.17 1.32 3.18

Def2-QZVPP 2.74 2.85

a Units are kcal/mol. The statistics correspond to the whole
BH9 set. b CBS = MAEs calculated with respect to our
complete-basis-set estimate (Def2-QZVPP).
c Ref. = MAEs calculated with respect to the
DLPNO-CCSD(T)/CBS reference data for the BH9.

1.4 kcal/mol and 4 kcal/mol, depending on the basis
set, and that there are no significant differences between
BHs and REs regarding BSIE. When BSIPs are applied,
the MAEs with respect to the CBS values decreases
in all cases, by up to 2 kcal/mol, bringing the results
to a reasonably close agreement with the Def2-QZVPP
results. The performance of BSIPs is better for the
larger basis sets, 6-31+G∗ and 6-31+G∗∗, where the
MAEs with respect to the CBS reference are lower than
1 kcal/mol for both BHs and REs. There seems to be
no salient differences between the effect of BSIPs on
REs and BHs. These results are encouraging because
of the aforementioned sparsity of thermochemical and
kinetic data in the training set, which suggests that
BSIPs have robust performance for systems significantly
different from those in the training set. Also, because a
functional different from PBE0-XDM was used in their
development, our results suggest a strong transferability
of BSIPs across functionals.

The MAEs between the small-basis-set BSIP-corrected
and uncorrected PBE0-XDM results and the
DLPNO-CCSD(T)/CBS data are also shown in
Table VI (“Ref.” column). In this case, the particular
MAE values result from a combination of two errors: the
uncorrected BSIE and the errors from the PBE0-XDM
functional itself. Application of BSIPs reduces the
MAEs in general to values that are close to the MAE
of PBE0-XDM/Def2-QZVPP, particularly for the
BHs, for which the BSIP-corrected MAEs are at most
0.41 kcal/mol above the Def2-QZVPP MAE. However,
in some cases the MAE is unaffected or increases slightly
due to favorable error cancellation in the uncorrected

results.

CONCLUSIONS

In this article we introduce the BH9 set, an extensive
and diverse benchmark dataset for reaction energies
(REs) and barrier heights (BHs) in organic and
bio-organic reactions. The BH9 set comprises 449 diverse
reactions (449 REs and 898 BHs) involving relatively
large molecular species (up to 71 atoms), similar to
those found in thermochemical and mechanistic studies.
The molecular species in BH9 comprise main-group
elements, particularly those typically found in organic
and bio-organic chemistry (H, C, N, O, F, P, S, and Cl)
plus B and Si.
The computational level for the BH9 reference data is

DLPNO-CCSD(T) combined with a focal-point approach
in order to minimize errors from basis set incompleteness.
We used a small subset of the BH9 composed of small
molecular species to evaluate the errors introduced by
our approximations and to estimate an error bar for
the BH9 reference data. The DLPNO approximation is
the main source of error, in comparison with basis set
incompleteness. We estimate that the overall accuracy of
the benchmark is in the vicinity of 1 kcal/mol or better.
The newly created BH9 was applied in two ways. First,

we benchmarked a few popular density functionals used
in the literature for calculating REs and BHs, as well as
some XDM-corrected functionals to evaluate the effect
of dispersion interactions on REs and BHs. In general,
hybrid and range-separated hybrid functionals perform
much better than GGA and meta-GGA functionals.
The best performing functional is ωB97M-V with
an MAE of 1.68 kcal/mol for reaction energies and
2.08 kcal/mol for barrier heights. The Minnesota
functionals M05-2X, M06-2X as well as ωB97XD
and PBE0-XDM show relatively good performance
for both reaction energies and barrier heights, with
MAEs between 2 and 3 kcal/mol for both properties.
The XDM-corrected functional CAM-B3LYP-XDM,
ωB97X-V and MN15 closely followed these functionals
in terms of performance, with MAEs between 2 and
3.5 kcal/mol. We also verified that delocalization error is
a major contribution to the BH and RE errors. However,
for the reactions involving large molecular species (e.g.
some pericyclic reactions), the incorrect treatment of
dispersion seems to outweigh delocalization error for
non-dispersion-corrected functionals.
Lastly, we applied the BH9 set to analyze the

performance of our basis set incompleteness potentials
(BSIPs) for REs and BHs in combination with a few
double-ζ basis sets and the PBE0-XDM functional. We
found that, despite the fact that thermochemical and
kinetic data were only a small part of their training
set and that they were developed using a different
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functional (B3LYP), BSIPs performed excellently,
reducing the discrepancy between the double-ζ and the
complete-basis-set results by a factor of around 1.5 to
2. For BHs, the BSIP-corrected double-ζ MAEs were at
most 0.41 kcal/mol higher than the Def2-QZVPP MAE,
and the calculations were immensely less expensive. This
confirms BSIPs are a robust way of minimizing basis set
incompleteness from finite basis sets.

To our knowledge, BH9 is the most comprehensive
BH and RE benchmark set to date. We hope that it
will be useful to assess and develop new methods for
thermochemical and kinetic work.

SUPPORTING INFORMATION

Table containing the list of reactions for the BH9 set
organized by type, and the reference reaction energy
and barrier heights. Plain-text db files for all reactions.
Plain-text xyz files for all molecular structures involved
in the reactions.
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The reference data for a few barrier heights and reac-
tion energies in our original article1 were incorrect due
to convergence of the self-consistent-field (SCF) energy
to spurious minima. The systems affected are from the
following reactions (see Table I in the original article1):

� Radical rearrangement and addition (I): reactions
41 (P), 45 (TS), and 47 (P).

� Halogen atom transfer (III): reactions 9 (R and
TS), 16 (R and TS), and 19 (R and TS)

� Hydrogen atom transfer (IV): reactions 32 (TS), 33
(TS), 34 (TS), 40 (TS), 75 (TS), 80 (R and TS),
86 (TS), and 88 (TS).

where the “R”, “P”, and “TS” abbreviations stand for
reactant, product, and transition state, and indicate
the molecules affected. In addition, the reference ener-
gies used for the DFT comparison in the original arti-
cle were DLPNO-CCSD(T)/aug-cc-pVTZ instead of the
focal-point data.

New reference data is provided in the Supporting In-
formation accompanying this correction. The figures and
tables in the original article are slightly modified because
of the change in reference energies. In particular,

� Table IV in the original article is replaced by Ta-
ble I.

� Table V in the original article is replaced by Ta-
ble II.

� Figure 1 in the original article is replaced by Fig-
ure 1.

� Figure 2 in the original article is replaced by Fig-
ure 2.

� Table VI in the original article is replaced by Ta-
ble III. Only the comparison of the considered
methods with the reference has changed signifi-
cantly; the comparison with the complete-basis-set
(CBS) data is almost unaffected.

All claims made in the discussion and conclusions are
still valid with the new results. In particular, the

FIG. 1. Barrier height vs. reaction energy mean absolute
errors (MAE) for the chosen functionals. Open symbols rep-
resent the XDM-corrected version of each functional.
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best-performing functional is still ωB97M-V, and the
best-performing semilocal (meta-GGA) functional is
MN15-L.
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TABLE I. Average errors in the BH9 reaction energies using various density functionals.a

Functional I II III IV V VI VII VIII IX Total
BLYP MAE 7.85 20.68 6.08 2.96 2.33 10.29 2.67 3.67 9.76 10.23

ME 7.85 19.34 −3.01 −1.27 0.09 9.41 0.65 −0.97 9.76 7.62
BLYP-XDM MAE 4.69 12.28 5.12 2.61 2.26 2.70 2.55 3.32 3.64 6.15

ME 4.67 10.89 −2.34 −1.20 0.07 1.94 0.42 −1.06 3.48 3.76
PBE MAE 2.67 8.90 6.03 3.01 2.64 4.42 2.86 3.69 3.00 5.19

ME 0.99 7.73 −3.20 −1.05 1.61 3.61 0.29 −1.48 1.37 2.47
PBE-XDM MAE 2.05 6.00 5.68 2.91 2.65 1.37 2.85 3.80 3.31 3.95

ME 0.11 4.74 −2.97 −1.04 1.57 0.19 0.23 −1.62 −1.06 1.05
TPSS MAE 3.44 12.19 5.66 2.97 2.66 6.82 2.33 3.44 4.41 6.51

ME 2.39 11.21 −2.81 −0.91 1.32 5.95 0.45 −1.43 4.41 4.10
TPSS-XDM MAE 2.16 7.25 5.07 2.83 2.72 2.31 2.29 3.02 2.57 4.28

ME 0.69 6.17 −2.41 −0.88 1.32 0.93 0.33 −1.56 0.56 1.77
revTPSS MAE 2.65 9.29 5.14 3.47 3.04 6.12 1.97 3.47 3.00 5.46

ME 0.65 8.30 −2.45 −0.79 1.67 5.31 0.43 −1.55 2.68 2.95
MN15-L MAE 1.69 4.22 3.93 2.18 3.87 2.94 2.52 2.55 2.61 3.20

ME −0.61 2.95 −1.95 −1.01 −2.90 −1.47 −0.10 −1.37 −0.20 0.02
B97M-V MAE 1.70 5.09 3.81 2.30 2.70 1.66 1.96 2.36 2.47 3.24

ME 0.13 3.88 −1.98 −0.95 −1.95 −0.33 0.05 −0.76 −0.34 0.59
B3LYP MAE 5.06 14.06 4.40 2.17 2.33 7.51 1.66 2.43 6.95 7.11

ME 5.05 13.13 −1.72 −0.94 −1.58 6.77 0.39 −0.47 6.95 5.06
B3LYP-XDM MAE 3.11 8.26 3.71 1.88 2.27 1.81 1.61 2.01 2.55 4.24

ME 3.05 7.27 −1.26 −0.90 −1.60 1.03 0.25 −0.63 2.41 2.35
PBE0 MAE 2.15 4.04 3.50 1.94 1.46 2.71 1.62 2.16 1.75 2.77

ME −1.38 2.28 −2.30 −0.49 −0.41 2.01 0.01 −0.78 −0.16 0.33
PBE0-XDM MAE 2.30 2.28 3.14 1.81 1.33 1.79 1.62 2.08 3.13 2.17

ME −2.23 −0.67 −2.08 −0.49 −0.43 −1.40 −0.04 −0.91 −2.56 −1.07
BH&HLYP MAE 2.90 7.77 2.23 1.78 3.69 4.92 0.82 1.89 4.34 4.37

ME 2.76 7.16 −1.11 −0.34 −2.93 4.25 0.23 0.47 4.34 2.68
BH&HLYP-XDM MAE 1.72 3.81 1.81 1.56 3.56 2.44 0.81 1.47 1.37 2.53

ME 1.44 2.96 −0.79 −0.32 −2.92 −0.22 0.14 0.34 1.02 0.72
M05-2X MAE 1.02 1.73 1.75 0.92 2.16 1.28 0.73 1.62 1.29 1.45

ME −0.29 0.68 −0.15 −0.46 −1.56 −0.28 −0.29 −0.16 −0.33 −0.13
M06-2X MAE 1.68 2.53 1.94 1.29 1.06 1.51 0.80 1.73 1.03 1.77

ME −0.06 2.09 −0.46 −0.66 −0.49 0.58 −0.36 −0.75 0.28 0.45
MN15 MAE 1.44 2.73 3.24 1.57 3.78 2.31 1.73 1.88 1.22 2.34

ME −0.77 1.64 −1.26 −0.81 −2.95 −0.14 −0.33 −0.87 0.11 −0.17
CAM-B3LYP MAE 2.37 6.73 2.41 1.42 2.22 4.53 0.93 1.49 3.57 3.71

ME 2.15 6.21 −1.54 −0.55 −1.51 3.93 0.35 −0.12 3.57 2.28
CAM-B3LYP-XDM MAE 1.49 3.46 1.98 1.21 2.17 1.91 0.93 1.28 1.37 2.17

ME 1.14 2.80 −1.27 −0.54 −1.55 0.02 0.28 −0.30 0.72 0.66
LC-ωPBE MAE 4.33 5.03 3.08 1.47 1.64 1.95 1.13 1.34 1.40 3.08

ME −4.24 −4.20 −1.14 −0.21 1.08 0.51 0.55 0.01 −1.07 −1.82
LC-ωPBE-XDM MAE 5.40 8.45 2.71 1.47 1.62 4.05 1.12 1.38 3.65 4.52

ME −5.40 −7.80 −0.87 −0.19 1.22 −3.21 0.47 0.02 −3.65 −3.47
ωB97XD MAE 1.25 1.75 2.50 1.60 0.94 2.47 1.19 1.19 1.28 1.66

ME −0.49 0.42 −1.33 −0.51 −0.03 −1.59 0.28 −0.41 0.16 −0.28
ωB97X-V MAE 2.41 3.81 2.32 1.75 0.82 3.04 0.95 1.01 2.15 2.51

ME −2.41 −3.50 −0.88 −0.36 0.14 −2.06 0.30 −0.17 −2.14 −1.78
ωB97M-V MAE 1.07 1.44 1.58 1.29 1.33 2.39 0.73 1.08 1.21 1.41

ME −0.83 −1.06 −0.97 −0.61 −0.80 −1.63 −0.12 −0.26 −0.78 −0.90

a Units are kcal/mol. MAE = mean absolute error. ME = mean error. The roman numerals represent the reaction types in
Table I of the original article.
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TABLE II. Average errors in the BH9 barrier heights using various density functionals.a

Functional I II III IV V VI VII VIII IX Total
BLYP MAE 5.20 11.60 8.24 5.15 5.36 6.56 3.36 4.51 5.40 7.55

ME −4.59 −7.03 −7.78 −3.76 −2.74 1.29 −1.91 −3.94 −3.99 −4.74
BLYP-XDM MAE 5.88 11.20 13.18 10.28 13.71 5.34 3.89 10.56 6.60 9.96

ME −5.88 −11.17 −13.18 −10.28 −13.45 −4.52 −3.87 −10.56 −6.42 −9.85
PBE MAE 4.52 8.00 9.80 8.50 9.86 3.80 5.49 5.25 5.18 7.43

ME −4.51 −7.64 −9.80 −8.41 −9.60 −2.92 −5.21 −5.12 −5.04 −7.19
PBE-XDM MAE 5.01 9.25 12.31 11.39 15.08 5.82 5.99 8.13 6.06 9.50

ME −5.01 −9.25 −12.31 −11.39 −14.99 −5.75 −5.99 −8.13 −5.97 −9.48
TPSS MAE 4.43 8.82 7.81 5.55 6.07 4.55 3.81 5.10 4.71 6.54

ME −4.34 −7.51 −7.70 −4.87 −4.84 −1.56 −2.98 −4.97 −4.39 −5.58
TPSS-XDM MAE 5.15 10.14 11.35 9.32 12.70 5.68 4.22 9.42 5.96 9.05

ME −5.15 −10.14 −11.35 −9.32 −12.50 −5.59 −4.20 −9.42 −5.89 −9.02
revTPSS MAE 4.50 8.09 8.13 5.36 6.00 4.55 3.11 5.33 4.56 6.28

ME −4.48 −7.64 −7.98 −4.72 −5.09 −2.58 −2.18 −5.28 −4.38 −5.73
MN15-L MAE 1.75 4.18 4.61 5.07 9.01 3.77 2.68 2.23 2.00 4.34

ME −1.04 −3.50 −3.41 −4.59 −8.79 −3.49 1.00 −1.39 −1.25 −3.64
B97M-V MAE 2.40 4.77 7.51 6.20 10.17 2.76 1.38 4.37 2.83 5.21

ME −2.32 −4.54 −7.36 −6.19 −9.99 −2.58 −0.78 −4.37 −2.67 −5.06
B3LYP MAE 2.91 7.37 3.91 3.16 3.67 4.89 1.54 2.21 3.58 4.66

ME −1.87 −1.99 −2.39 −0.72 1.78 2.77 −0.24 0.17 −1.48 −0.89
B3LYP-XDM MAE 2.87 5.42 6.83 5.74 6.91 3.03 1.67 4.84 3.45 5.08

ME −2.80 −5.01 −6.49 −5.74 −6.76 −1.79 −1.63 −4.84 −3.22 −4.79
PBE0 MAE 1.55 2.84 2.89 3.36 2.99 1.86 2.73 2.23 1.81 2.67

ME −1.11 −1.14 −2.08 −2.74 −1.50 0.11 −2.26 1.08 −1.54 −1.46
PBE0-XDM MAE 1.95 3.15 4.57 5.71 6.93 2.78 3.03 1.97 2.63 3.92

ME −1.60 −2.75 −4.57 −5.71 −6.92 −2.73 −3.03 −1.90 −2.46 −3.74
BH&HLYP MAE 1.88 6.14 5.37 5.23 11.46 5.79 3.02 5.20 2.83 5.61

ME 1.42 5.58 5.37 5.01 11.46 5.72 3.02 5.13 2.53 5.32
BH&HLYP-XDM MAE 1.19 3.82 2.27 2.05 4.46 2.78 2.01 1.96 1.45 2.78

ME 0.72 3.32 2.13 1.05 4.45 2.06 1.96 1.22 1.23 2.26
M05-2X MAE 1.11 1.65 2.51 1.71 3.29 1.67 1.24 1.71 1.20 1.81

ME −0.80 −0.95 0.07 −1.43 2.67 −0.93 −0.67 0.41 −1.11 −0.55
M06-2X MAE 1.18 1.57 1.98 2.30 2.13 1.44 1.15 1.55 1.11 1.72

ME 0.23 −0.18 0.72 −2.10 1.41 −1.09 −0.56 0.91 −0.82 −0.36
MN15 MAE 1.10 1.98 2.82 2.42 2.50 2.47 1.41 1.60 0.98 2.06

ME −0.45 −0.98 0.58 −1.65 −1.20 −2.28 −0.72 0.26 −0.55 −0.96
CAM-B3LYP MAE 1.31 3.97 2.02 2.24 6.27 3.86 1.14 3.15 1.83 3.14

ME 0.36 2.77 0.97 0.68 6.01 3.60 −0.19 2.80 0.76 2.11
CAM-B3LYP-XDM MAE 0.97 2.11 2.06 2.81 1.41 1.68 1.32 1.78 0.89 1.93

ME −0.20 0.93 −1.78 −2.65 0.09 0.40 −1.04 −0.54 −0.28 −0.45
LC-ωPBE MAE 2.95 8.06 7.00 3.21 10.72 3.98 1.23 8.53 3.21 5.95

ME 2.67 8.03 7.00 2.87 10.34 3.73 −0.22 8.53 3.10 5.75
LC-ωPBE-XDM MAE 2.74 6.18 4.04 1.34 4.39 2.48 1.38 5.03 2.59 3.83

ME 2.05 6.04 4.00 −0.67 3.83 0.64 −1.24 5.03 1.92 3.01
ωB97XD MAE 0.88 1.66 2.63 3.07 1.75 1.79 0.70 1.79 0.92 1.91

ME −0.18 1.17 0.59 −2.99 −1.57 −0.66 −0.31 0.94 0.05 −0.37
ωB97X-V MAE 1.34 3.54 2.70 2.06 3.34 1.85 0.68 2.01 1.44 2.54

ME 0.63 3.48 1.20 −1.89 3.05 0.19 −0.33 1.67 0.97 1.29
ωB97M-V MAE 0.71 1.27 1.24 2.03 3.17 1.73 0.55 1.60 0.83 1.54

ME −0.02 0.97 −0.72 −1.71 2.62 −1.11 −0.28 −0.18 0.04 0.04

a Units are kcal/mol. MAE = mean absolute error. ME = mean error. The roman numerals represent the reaction types in
Table I.
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FIG. 2. Reaction energy (top left), overall barrier height (top right), forward reaction barrier height (bottom left), and reverse
reaction barrier height (bottom right) mean absolute errors (MAEs) as a function of reaction type and density functional (using
the Def2-QZVPP basis set). Open symbols represent the XDM-corrected version of each functional.
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TABLE III. Mean absolute errors (MAE) for the BH9 bar-
rier heights and reaction energies of PBE0-XDM with several
BSIP-corrected and uncorrected basis sets.a

Reaction energies Barrier heights
CBSb Ref.c CBSb Ref.c

6-31G∗ Bare 3.59 4.49 2.46 5.52
BSIP 1.91 2.68 1.62 4.11

6-31+G∗ Bare 2.49 3.31 1.48 4.55
BSIP 0.89 2.08 0.75 3.96

6-31+G∗∗ Bare 1.81 2.85 1.42 4.75
BSIP 0.63 2.07 0.63 3.92

Def2-SV(P) Bare 4.12 5.09 3.11 6.18
BSIP 1.95 2.87 1.80 3.58

Def2-SVP Bare 3.12 4.30 2.90 6.10
BSIP 2.19 3.20 1.74 3.62

pc-1 Bare 2.42 3.31 2.60 6.10
BSIP 1.41 2.52 1.32 4.17

Def2-QZVPP 2.74 2.85

a Units are kcal/mol. The statistics correspond to the whole
BH9 set. b CBS = MAEs calculated with respect to our
complete-basis-set estimate (Def2-QZVPP).
c Ref. = MAEs calculated with respect to the
DLPNO-CCSD(T)/CBS reference data for the BH9.


