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Abstract. The straight applications of horse breeds images classifica-
tion by automatic methods can be arranged in three topics: i) morpho-
logical research for breeding[1, 3, 17], iii) identifying archaeological de-
posits[8, 11, 7], and ii) visual identification for automatic sheeping[16, 6,
15].
Current work bears the extension of a previous transfer learning study
for comparing common and different horse breeds images from different
datasets. In addition the results of the comparison of the different horse
breeds images has been compared with the assessment given by a human
expert.
After deploying the system on two datasets of 5079 and 670 files, and
six and seven breeds, it can stated that the system agree the human
expert assesment in almost the 50% of the cases. In addition, the proposal
outperforms clearly the results of the baseline system by Atabay for the
first dataset.
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1 Introduction and motivation

In [5], preliminary work on the Horse World figures in the light of Data Science
was presented. This work concluded two important issues: i) a quite complete
analysis of the public datasets on horses available on the web (108) was carried
out, stating that there are four popular niches: races, images, herd analysis and
health, and ii) as an academic challenge, a horse breeds images classification
problem was selected from the public datasets analysed, and new results were
obtained outperforming the base-line results[2] for this specific problem.

As this is an academic exercise, the straight applications of breeds images
classification by automatic methods can be arranged in three topics: i) mor-
phological research for breeding[1, 3, 17], ii) identifying archeological deposits[8,
11, 7], and ii) visual identification for automatic sheeping[16, 6, 15]. Between the
former topic, domesticated herd animals

Current work bears the extension of this problem to a transfer learning study
between datasets with common and different breeds. This way, a horse images
classification system will be deployed for known and unknown breeds.
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This work is structured as follows. The following section includes the method-
ology carried out to deploy the transfer learning study presented, while the ex-
perimentation and the discussion of the results are coped in section 3. Finally,
conclusions and future work is included in section 4.

2 The proposal

The experimentation proposal is based on two main parts: a first part in which
horse breed classification models are created and evaluated, and a second part in
which these classifiers are used to analyze the similarity of horse breeds already
known with others that the model does not know.

The first part of the proposal is based on taking a set of Deep Learning
architectures for image classification and creating models that are able to classify
images of 6 horse breeds correctly. To speed up the training of these models,
Transfer Learning techniques will be used.

In the second part of the proposal we will make use of the models from the
first part. It should be remembered that these models were trained to be able to
classify images of 6 specific horse breeds. In this second phase, images of 6 horse
breeds will also be used, but these 6 breeds will be different from the breeds of the
first. The objective of this phase is to try to use the models from the first phase
to determine how similar two horse breeds are. To cross-check this information,
an expert in the horse field will manually analyse the horse breeds included in
both phases, and evaluate the degree of morphological similarity between the
breeds.

Figure 1 summarizes the main ideas of the proposal and lists the architectures
to be used in the experimental phase, as well as the breeds used in each of the
phases.
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Pretrained DL 
Networks

• VGG16
• VGG19
• InceptionV3
• Xception
• Resnet50

Stage1: Learning of 
Known Breeds

• Akhal-Teke
• American Paint
• Belgium
• Fjord
• Shetland’ Pony
• Gipsy

Stage2: Learning of 
Unknown Breeds

• Appaloosa
• Orlov Trotter
• Vladimir Heavy 

Draft
• Percheron
• Arabian
• Friesian

Fig. 1: The general overview of the proposal

3 Numerical results

3.1 Materials and methods

Five pre-trained Deep Learning architectures have been selected: VGG16[13],
VGG19[13], Resnet50[9], InceptionV3[14], Xception[4]. Taking these 5 architec-
tures, a transfer learning process has been performed. Three instances of each of
these architectures have been initialized with pre-trained network weights taken
from ImageNet[12] and a training process has been performed.

For training, the models were set up to be optimized using the stochastic
gradient descent method with moment 0.9 and using a learning rate value of
1e−1. In addition, a Data Augmentation algorithm was used for training in which
the images were randomly modified by applying zoom and shear modifications.
The shear values vary randomly between 0 and 0.2 degrees and the zoom between
0% and 20%. The number of epochs the training lasts has been set for each
architecture manually for each architecture:

– InceptionV3: 100

– Xception: 150

– Resnet50: 100

– VGG16: 200

– VGG19: 200
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As, this work proposed using transfer learning, two datasets have been used:
i) the source dataset has been taken from Atabay work[2], and the target from
Kaggle repository[10]. Let us describe both datasets:

The Atabay dataset, hereafter referred to as D1, consists of 5079 images of
6 horse breeds, containing approximately the same number of images of each
breed. To simplify the understanding of the experimentation, numerical values
will be used for each breed. The breeds included in this dataset, along with
their abbreviations are: Akhal-Teke (D1.B1), American Paint (D1.B2), Belgian
(D1.B3), Fjord (D1.B4) Shetland’ Pony (D1.B5), Gypsy (D1.B6). Figure 2 in-
cludes a sample of the images of each of the breeds contained in D1. This dataset
will be the one used in the first part of the proposal to train and perform the
test of the models.

(a) B1. Akhal-Teke (b) B2. American Paint (c) B3. Belgian

(d) B4. Fjord (e) B5. Shetland’s Pony (f) B6. Gypsy

Fig. 2: Breeds of Dataset 1

The second dataset used, hereafter referred to as D2, consists of 670 im-
ages of 7 horse breeds. As in D1, numerical values will be used for each breed.
The breeds included included in this dataset, along with their abbreviations
are: Akhal-Teke (D2.B1), Appaloosa (D2.B2), Orlov Trotter (D2.B3), Vladimir
(D2.B4), Percheron (D2.B5), Arabian (D2.B6), Friesian (D2.B7). Figure 3 in-
cludes a sample of the images of each of the breeds contained in D2. This dataset
will be the one used in the second part of the proposal, the first breed (Akhal-
Teke) is common to D1, which will serve as a control subject.
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(a) B1. Akhal-Teke (b) B2. Appaloosa (c) B3. Orlov Trotter (d) B4. Vladimir

(e) B5. Percheron (f) B6. Arabian (g) B7. Friesian

Fig. 3: Breeds of Dataset 2

To have a general idea of the number of images included in each dataset,
Table 1 is included, with the breakdown of the number of images in each dataset
discriminating according to race, as well as the count and deviation of images
between breeds.

Table 1: Number of images contained in each dataset
D1.B1 D1.B2 D2.B3 D2.B4 D2.B5 D2.B6 Total Deviation

D1 876 822 843 810 894 834 5079 32,3341924

D2.B1 D2.B2 D2.B3 D2.B4 D2.B5 D2.B6 D2.B7 Total Deviation
D2 123 105 107 37 56 122 120 670 34,793267

3.2 Results

Thus, the two studies referred in the proposal section are: i) the classification of
the known breeds from the datasets D1 as well as the inclusion of the samples
D2.B1 in order to check the hardiness of the models, and ii) a similarity study
between the breeds from D1 and D2. In addition, a discussion section is included
comparing the similarity study results obtained for our models for unknown
breeds and the corresponding assessment of an human expert.

Comparative performance between our models and Atabay for dataset
D1 Table 2 shows the accuracy of our proposal for the six breeds of dataset D1
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as well as the whole dataset (All B) compared to Atabay results also for the
whole dataset (All B). It can be stated that our proposal outperforms clearly
the Atabay results for all the networks architectures (Network) for the whole
dataset (All B). Concerning the single breed performance, it can be seen that
the worst behaviour is obtained for B3 in all models.

Table 2: Accuracy of our models (Our Proposal columns) compared with Atabay
results for the test fold of dataset D1

Our Proposal Atabay
Network B1 B2 B3 B4 B5 B6 All B All B
InceptionV3 0.9875 0.9714 0.9463 0.9806 0.9947 0.9755 0.9762 0.8879
Xception 0.9893 0.9390 0.9333 0.9690 0.9610 0.9831 0.9626 0.9300
ResNet50 0.9840 0.9829 0.9759 0.9884 0.9699 0.9755 0.9793 0.9590
VGG16 0.9840 0.9771 0.9556 0.9884 0.9734 0.9718 0.9750 0.9069
VGG19 0.9822 0.9657 0.9574 0.9826 0.9876 0.9755 0.9753 0.9005

Besides, the results of table 3 shows that the performance of the proposed
models is reduced lightly respect to the original models, after including the
images from the D2.B1 dataset into the D1 test dataset, bearing the hardiness
of the models out.

Table 3: Accuracy for the test fold of dataset D1 including the D2.B1 samples
D1.B1 D1.B1+D2.B1 B2 B3 B4 B5 B6 All B

InceptionV3 0.9875 0.9882 0.9714 0.9463 0.9806 0.9947 0.9755 0.9775
Xception 0.9893 0.9882 0.9390 0.9333 0.9690 0.9610 0.9831 0.9651
ResNet50 0.9840 0.9828 0.9829 0.9759 0.9884 0.9699 0.9755 0.9795
VGG16 0.9840 0.9731 0.9771 0.9556 0.9884 0.9734 0.9718 0.9731
VGG19 0.9822 0.9720 0.9657 0.9574 0.9826 0.9876 0.9755 0.9734

Figure 4 also contains a comparison of the two evaluations detailed in the
tables.

Study of similarity between D1 and D2 breeds In this second part, we will
perform a similarity study between the breeds of both datasets to determine how
similar the D2 breeds are to the D1 breeds. Figure 5 shows the proportion of D2
images classified as each of the classes known to the models. It is assumed that
the more significant the proportion of images classified as a class, the greater
the similarity between those two races.

Discussion An expert in the horse world assessed manually the degree of mor-
phological similarity, with values in the range 0%-100%, of each pair of different



Transfer Learning study for horses breeds images datasets 7

Fig. 4: Accuracy comparative between VGG16, VGG19, ResNet50, Exception
and InceptionV3 for D1 and D2 breeds

Akhal-Teke Appaloosa Orlov TrotterVladimir Heavy Draft Percheron Arabian Friesian

Akhal-Teke 97,4% 7,1% 80,0% 34,4% 27,7% 82,2% 29,3%

American Paint 1,9% 54,6% 4,9% 6,3% 0,8% 4,6% 3,9%

Belgium 0,3% 2,8% 3,3% 49,4% 30,7% 2,2% 8,8%

Fjord 0,2% 1,8% 5,2% 0,0% 6,4% 7,5% 0,8%

Shetland's pony 0,2% 3,6% 4,1% 8,3% 14,4% 1,7% 45,8%

Gypsy 0,0% 30,1% 2,5% 1,6% 19,9% 1,6% 11,4%

Fig. 5: Similarity between known and unknown breeds
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breeds from both datasets. Figure 6 shows the figures of automatic similarity es-
timation (System) and expert assessment for each pair of breeds (Expert), where
it can be remarked some agrees between the system and the human expert (in
dotted pattern). The similarity estimated by the system agrees barely the ex-
pert for the Akhal-Teke/Shetland’pony compared to the D2 breeds. Moreover,
in general terms almost the 50% of estimations agree.

System Expert System Expert System Expert System Expert System Expert System Expert System Expert

Akhal-Teke 97,4% 100% 7,1% 70% 80,0% 60% 34,4% 60% 27,7% 30% 82,2% 80% 29,3% 40%

American Paint 1,9% 60% 54,6% 90% 4,9% 70% 6,3% 70% 0,8% 40% 4,6% 60% 3,9% 50%

Belgian 0,3% 30% 2,8% 50% 3,3% 40% 49,4% 40% 30,7% 80% 2,2% 30% 8,8% 70%

Fjord 0,2% 40% 1,8% 50% 5,2% 40% 0,0% 40% 6,4% 60% 7,5% 40% 0,8% 70%

Shetland' Pony 0,2% 20% 3,6% 30% 4,1% 30% 8,3% 30% 14,4% 30% 1,7% 30% 45,8% 30%

Gypsy 0,0% 40% 30,1% 60% 2,5% 50% 1,6% 50% 19,9% 70% 1,6% 40% 11,4% 80%

FriesianAkhal-Teke Appaloosa Orlov Trotter Vladimir Percheron Arabian

Fig. 6: Comparative study of the breeds similarity assess by the the proposal
versus an human expert

4 Conclusion and future work

We have developed an exhaustive analysis of five pre-trained models for horse-
breeds images classification from two different datasets, D1 and D2. On the one
hand, the obtained results for D1, outperformed clearly the baseline algorithm
by Atabay[2], on the other hand, the models were used to compare images from
different breeds obtaining similar results to the ones by an human expert.

For future work, it is proposed to continue with academic studies analyzing
the performance of the architectures used for this study with experiments using
D2 and new datasets composed by modifications of the images contained in D2.

Other interesting application of the transfer learning models can be the clas-
sification of breeds from isolated or combined parts of the horse body like the
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head, legs, body, rump and tail for example. This way, it’s possible selecting just
some desired parts of the studs in the breeding process.
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