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Abstract: Flatbed scanners (FBSs) provide non-contact scanning capabilities that could be used for
the on-machine verification of layer contours in additive manufacturing (AM) processes. Layer-wise
contour deviation assessment could be critical for dimensional and geometrical quality improvement
of AM parts, because it would allow for close-loop error compensation strategies. Nevertheless,
contour characterisation feasibility faces many challenges, such as image distortion compensation
or edge detection quality. The present work evaluates the influence of image processing and layer-
to-background contrast characteristics upon contour reconstruction quality, under a metrological
perspective. Considered factors include noise filtering, edge detection algorithms, and threshold
levels, whereas the distance between the target layer and the background is used to generate different
contrast scenarios. Completeness of contour reconstruction is evaluated by means of a coverage factor,
whereas its accuracy is determined by comparison with a reference contour digitised in a coordinate
measuring machine. Results show that a reliable contour characterisation can be achieved by means
of a precise adjustment of image processing parameters under low layer-to-background contrast
variability. Conversely, under anisotropic contrast conditions, the quality of contour reconstruction
severely drops, and the compromise between coverage and accuracy becomes unbalanced. These
findings indicate that FBS-based characterisation of AM layers will demand developing strategies
that minimise the influence of anisotropy in layer-to-background contrast.

Keywords: flatbed scanner; additive manufacturing; on-machine verification; image processing;
contour detection; geometrical quality

1. Introduction

Additive manufacturing (AM) processes have reached a high degree of maturity
during the last decade. Evolving from a reduced number of applications, mainly related to
aesthetic models and conceptual prototypes, AM is currently formed by a growing number
of processes capable of achieving small-to-medium batch size productions and industrial-
level requirements. This evolution has been sustained on better machines and processes
capable of handling diverse materials, but also on reducing the gap between AM parts’
quality and that achieved with traditional manufacturing processes. In any case, according
to Gartner, complete industrial adoption of AM is still 5 to 10 years away [1]. There are many
reasons behind this gap in development, but a frequently highlighted issue is the difference
between dimensional and geometrical accuracy achieved in AM parts, when compared with
traditional manufacturing [2]. The usual approach regarding dimensional or geometrical
assessment of AM parts is to measure or verify the final 3D part, once it has already
been released from the machine [3,4]. Nevertheless, a tendency involving on-machine
measurement (OMM) approaches with integrated measuring devices is currently gaining
momentum [5–8]. These approaches will provide clear advantages when they become
fully developed and incorporated to production-level machines [9]. Hence, dimensional
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inaccuracies would be detected when the part is still being manufactured, allowing the
system to apply corrective actions or to stop production. In both cases, savings in terms of
cost and time or related to non-conformities would be obtained.

Among the technologies that could be incorporated to production machines for quality
verification, those not requiring contact between sensor and material, such as image sensors,
triangulation lasers, or structured light, have several advantages. Non-contact technologies
have nearly no influence upon parts, and are also faster than contact ones. Nevertheless,
they are also usually worse in terms of accuracy. Flatbed scanners (FBSs) are optical devices
that can be used for digitising flat objects. Although they are usually employed to scan
paper sheets or photographs, computer vision techniques also enable them to be used
in complex tasks. Among those tasks, several researchers have highlighted the use of
FBSs for detecting contours of three-dimensional objects [10,11] and characterising surface
defects [7]. This latter work illustrates the possibilities of using FBSs for on-machine
verification and closed-loop manufacturing strategies.

Contour measurement with FBSs is severely affected by image deformation, which is
a common issue to other image capturing devices. Some researchers have related image
deformation in FBSs to mechanical errors of the equipment [12]. Accordingly, some works
have focused on the possibilities of modelling and adjusting errors to improve measurement
reliability [13,14]. Other works have pointed out the relevance of the relative position of
the object with respect to the scanner plate or even the resolution, but also indicate that
objects could be measured with sufficient accuracy if the sources of measurement variation
were quantified and minimised [15].

The works by De Vicente [16] and Majarena [17] have provided a method for adjust-
ing global deformation errors in FBS. Their approach improved the reliability of digital
image-based analysis of part contours to a point that even manufacturing errors can be
characterised and partially compensated. Blanco [18] proposed an alternative method for
deformation adjustment and compensation, based on local deformation adjustment (LDA).
Results upon a highly contrasted test specimen showed that, under specific test conditions,
the characterisation of layer contours with a FBS could approximate the performance of a
coordinate measurement machine (CMM).

Although some efforts were mainly oriented to adjust image distortion, a feasible
characterisation of contours is also affected by additional sources of error. Solomon [19]
mentions three factors that are key to contour detection: context, noise, and location.
Context refers to the significance of the change in local intensity that indicates that a certain
point is part of an edge, and relates this significance to that observed in the neighbourhood.
In the case of AM layer contour characterisation, layer-to-background contrast shall be
the main factor affecting context. Noise refers to the possibility of misidentifying noisy
points as edge points. Accordingly, noise filtering shall be considered as a possible factor
influencing contour characterisation. Location refers to the fact that the digital image of an
edge reflects a smooth transition between intensity levels, which makes it difficult to fix
with high accuracy which point represents the exact location of such transition. This factor
shall be affected by the image processing sequence, especially by the method or algorithm
used to distinguish between contour and its neighbourhood (edge detector). It shall also
be affected by the actual value of the parameter used to make this distinction. According
to Jain [20], an edge detector is “an algorithm that produces a set of edges from an image”,
while a contour would be a “list of edges” or “the mathematical curve that models a list of
edges”.

Previous research has not paid much attention to the influence of the image pro-
cessing sequence and its specific configuration in the accuracy of the results. In most
cases [10,11,16,18], both filtering and edge detection stages as well as their correspondent
configurations are directly given, and no discussion about their possible influence on the
results is provided. Even more, some works rely on manual measurement of the charac-
teristics in the image, so they did not really use image processing or automatic contour
detection algorithms [12–15,17]. Nevertheless, edge detection is a relevant part of every
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automated measurement strategy, and the effect of image processing configuration should
not be neglected.

In their review of contour detection methods, Papari et al. [21] distinguished between
region-oriented approaches, edge-and-line oriented approaches, and hybrid approaches.
Other authors [22] include other categories, such as deep learning-based approaches. In the
present research, analysis was limited to local edge detection methods that use differential
operators [21] to search in a digital image for significant changes in local intensity with
the objective of extracting a list of possible locations (i,j) of edge points. According to
Spontón [23], two main approaches to edge detection based on differential operators are
commonly used: first derivative approaches and second derivative approaches.

First derivative detectors seek for significant changes in a continuous function of
image intensity by means of computing a gradient operator (∇) that is defined as a vector
(Equation (1)).

∇ f =

[
fx
fy

]
=

 ∂ f
∂x
∂ f
∂y

 (1)

This vector reflects the magnitude of the gradient at a given point G(x,y) and its angle
with respect to the coordinate system of reference
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does not really contain continuous functions of intensity. Instead, it is formed by arrays of
discrete samples of ideally continuous functions. Consequently, so-called first derivative
edge detectors approximate continuous functions by discrete ones. There are three main
edge detectors based on the first derivative approach as proposed by Roberts [24], Sobel [25]
and Prewitt [26]. These methods provide a new image of identical size as the original one,
with each pixel representing the value of the gradient in its exact position on the original
image. These operators use two kernels which are convolved with the original image to
calculate approximations of the derivatives, in two perpendicular directions. Each method
employs different kernels: Roberts´ kernel is intended for edges at 45◦, whereas Prewitt
and Sobel respond better to horizontal and vertical edges (Equation (2)).

Roberts


Gx =

(
1 0
0 −1

)
Gy =

(
0 1
−1 0

) Prewitt


Gx =

 1 0 −1
1 0 −1
1 0 −1


Gy =

 1 1 1
0 0 0
−1 −1 −1

 Sobel


Gx =

 −1 0 1
−2 0 2
−1 0 1


Gy =

 1 2 1
0 0 0
−1 −2 −1

 (2)

Once the gradient for each direction is calculated (vertical and horizontal direction),
a general magnitude (Equation (3)) and direction (Equation (4)) can be calculated:

|G| =
√

Gx2 + Gy2 (3)

θ = arctan
Gx

Gy
(4)

A new grey scale image is obtained, with each grey value representing the gradient
magnitude |G| calculated for the corresponding pixel on the original image. In these
methods, any pixel of the new image will be considered a boundary if the value of its
gradient |G| is higher than a threshold T. It should be noted that the Prewitt operator is
expected to provide noisier results, because it uses a simpler approximation matrix than
the Sobel technique [27].

Second derivative detectors, on the other hand, are based on the fact that a peak or
valley on the first derivative would appear as a zero-crossing in the second derivative.
One of these methods is based on the Laplacian calculation of the original greyscale
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image. An approximation of the second derivative can be calculated by means of a discrete
convolution kernel, that can include diagonals or not (Equation (5)).

K =

 0 1 0
1 −4 1
0 1 0

 or K =

 1 1 1
1 −8 1
1 1 1

 (5)

Using one of these kernels, the Laplacian can be calculated using standard convolution
methods. These kernels are approximating a second derivative measurement on the image;
therefore, they are very sensitive to noise. Due to this approach also being isotropic, no
information about edge orientation is obtained. Another possible second derivative method
uses the Laplacian of Gaussian (LoG) kernel, that can be calculated in advance, so that only
one convolution needs to be performed at run-time on the image. The 2-D LoG function
centred on zero, with Gaussian standard deviation σ, can be expressed as:

LoG(x, y) = − 1
πσ4

[
1− x2 + y2

2σ2

]
e−

x2+y2

2σ2 (6)

Note that as the Gaussian is made increasingly narrow, the LoG kernel becomes the
same as the simple Laplacian kernels. The smoothing level is controlled by means of the
standard deviation σ. In a subsequent step, zero-crossing must be found for each row and
column.

The Canny method has also been considered in this study because, according to
Papari [21], it is by far the most used differential operator. Canny is actually a multi-step
algorithm that computes the gradient using Sobel or a derivative Gaussian filter. The steps
that compose this method are reflected in Figure 1.
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Figure 1. Processing steps of Canny edge-detection method.

The first step involves applying a Gaussian filter to smooth the image to remove the
noise. The next step is used to calculate the intensity gradients. The original formulation of
this method used the Sobel kernel, whereas alternative formulations employ a derivative
Gaussian filter. The result of this stage is a new image with wider edges; thus, a thinning
stage by means of a non-maximum suppression technique is applied. The Canny method
employs a double threshold to classify the pixels of the edges: strong edges are those pixels
whose intensity is higher than the higher threshold, whereas weak edges are those between
lower and higher thresholds. Pixels that present gradient values below the lower threshold
are eliminated. Weak edges that are not connected with a strong edge are also eliminated
from the final binary image.

Summarising, a reliable characterisation of AM layer contours should include geomet-
rical information that enables the description and measurement of discrepancies between
actual (manufactured) contours and their theoretical definition. Digital images of each layer
provided by an FBS shall be processed considering the noise filtering, the edge-detection
method and the criterion used to promote edge candidates to contour points. Additionally,
the layer-to-background contrast characteristics could also influence the reliability of con-
tour reconstruction. Both image processing and contrast pattern are expected to influence
the accuracy of feature measurement and could be key to take the OMM of AM layer
contours to an industrial level. Consequently, the present work addresses the influence
of these factors on the feasibility of FBS-based AM layers contour characterisation, from a
metrological point of view.
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2. Materials and Methods

For this research, a circular contour was selected as the test target. Four different test
specimens were designed and manufactured in white BCN3D® PLA to provide different
contrast scenarios of the same circular contour. Each manufactured contour was digitised
using a coordinate measurement machine (CMM). Consequently, a highly accurate charac-
terisation of its actual (manufactured) geometry was obtained, which served as a reference
for further comparisons. After that, the FBS was used to obtain digital images of each
specimen. Those images were processed to extract target contours using test combinations
of image filtering, edge detection method, and edge detection threshold. The contour
geometry was then characterised for each test combination, so that it could be compared to
the CMM reference characterisation. Consequently, it was possible to evaluate the effect of
each test combination upon contour completeness and contour reconstruction accuracy.
This analysis was repeated for each contrast scenario.

A schematic description of this procedure is provided in Figure 2.
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Figure 2. Schematic flowchart of the experimental procedure.

2.1. Contrast Scenarios (S0x)

Differences in contrast between the target contour and the surrounding background
were expected to affect the results achieved by alternative combinations of image processing



Appl. Sci. 2021, 11, 178 6 of 27

parameters. Contrast scenarios used in this research were generated modifying the part
geometry or the background colour, while keeping illumination conditions constant. The
reason was that, in the case of commercial FBSs, the lighting source is mounted on the
scanner head and its angle of incidence is fixed by design. Additionally, the user does not
commonly have total control upon image capture parameters, such as light intensity or
exposure time. In fact, most commercial FBS software only allow image tuning after raw
images have been captured.

In the case of extrusion additive manufactured (EAM) parts, geometry can affect
contrast in three ways: firstly, the relative orientation of target contours with regard to the
different sources of light present during scanning modifies the pattern of shadows and
reflections; secondly, the distance between the target layer and the surrounding background
(formed by all the previously-manufactured layers) also modifies the contrast pattern;
thirdly, machine structures and part geometry can produce shadows and occlusions. To
include contrast as a possible factor of influence, several considerations were made:

• To avoid contour-to-light relative orientation introducing bias in the analysis, a circular
contour was selected as the test target. Light is directional in FBSs and no additional
source of ambient light was present, therefore each possible angular relationship
between normal-to-contour orientations and light direction was included in the test.
This arrangement resembles a worst-case scenario in terms of contrast uniformity.

• Test specimens were designed to avoid interferences caused by structures or features
in the surroundings of the objective contour.

• Due to the characteristics of FBS illumination, contrast increases when the distance
between the top layer and the surrounding background increases. In this research, the
height (H) of the layer that contains the target contour with respect to the background
layer was used to generate different contrast scenarios (S0x): S02 (H = 8 mm), S03 (H
= 4 mm) and S04 (H = 2 mm).

• An additional reference scenario (S01), presenting minimum contrast-dependant
issues within the experiment was obtained by painting the background surface in
matte black.

The circular contour selected as the test target was contained in the top layer of an
inverted conical frustum, isolated in the middle of each test specimen (Figure 3). This design
assured that no interference in the contrast pattern could be derived by nearby structures
or geometrical features, whereas the FBS would be capable of digitising a neat view of the
test target. The nominal diameter of the circumference (DN) was set to 40 mm to properly
apply the FBS local distortion adjustment (LDA) procedure described in [18]. A squared
profile with chamfered corners was selected for the external shape of the specimens to
fulfil reference and alignment requisites. All specimens were manufactured in 2.85 mm
white BCN3D® PLA, with a BCN3D Sigma EAM machine, using the standard (0.1 mm
layer resolution) manufacturing profile, as given by material’s supplier.
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Figure 3. Geometry and dimensions of test specimens (left) and schematic calculation of P∗i C∗ (right).
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Differential characteristics of test specimens are presented in Table 1.

Table 1. Experimental set characteristics.

Contrast Scenario S01 S02 S03 S04

H [mm] 8 8 4 2
Target Layer Colour White White White White
Background Colour Matte Black White White White

2.2. Reference Characterisation of Specimen Geometry

Once manufactured, each test specimen was digitised using a coordinate measuring
machine (CMM) DEA Global Image 09-15-08 with a contact touch-trigger probe. This
machine was calibrated according to EN 10360-2:2001 being the maximum permissible
error in length measurement as in (Equation (7)):

MPEE = 2.2 + 3·L/1000 (µm)(L in mm) (7)

and the maximum permissible error in probing repeatability as in Equation (8):

MPEP = 2.2(µm) (8)

A discrete point contact probing strategy registered the actual location of 360 contour
points (P∗i ), so that each 1◦ angular sector (i) is represented by a single point (Figure 3).
Each point cloud was then adjusted to a circle using least squares to obtain the coordinates
of the circle centre (C∗). Then, the distance between each P∗i point and the circle centre C∗

was calculated (P∗i C∗). Metrological operations regarding CMM digitising were performed
using PC-DMIS®.

2.3. Acquisition and Processing of Target Images

Digital images of test targets were acquired using a Perfection V39 EPSON FBS. This
model provides a working area of 216 mm × 297 mm. Each test specimen was placed
upside-down, so that the last manufactured layer lay directly upon the glass. Scanning
was carried out at 2400 dpi resolution along both sensor and scanning axes, and greyscale
bitmap files (I0x) were obtained. An example of a raw image is provided in Figure 4a.

Two steps of image processing were considered to define test factors: image filtering
and edge detection. Image noise negatively influences discrete gradient computation [20].
Accordingly, filtering could affect the accuracy of contour characterisation. Digital images
obtained from FBSs and other optical devices are frequently subjected to a “salt and pepper”
noise type [28]. This noise could be caused by malfunctioning of pixel elements in the
sensors, as well as by timing errors in the digitising [29] or related to flecks of dust inside
the camera [30]. There are many filters that could be applied to remove this type of noise,
but preparatory tests, as well as part of the results of previous researcher Balamurugan [31]
led to the selection of a bi-dimensional median filtering stage as the first step in the image
processing procedure.

FBS output images (I0x) were processed by means of MathWorks® function med-
filt2 [32]:

J = med f ilt2(I, [m n]) (9)

This filter provided a transformed image (Figure 4b) where the value of each pixel has
been substituted by the result of calculating a median filter in the m-by-n neighbourhood
around the corresponding pixel. In the case of the present analysis, a square neighbourhood
m = n was considered, so a single value of filter size (S f ) was used to parameterise the
filtering stage. It must be noted that S f only makes sense considering odd numbers, so that
a regular matrix centred in the pixel is used for median calculation. Consequently, odd
values between 1 and 59 were established as experimental levels for the S f factor.



Appl. Sci. 2021, 11, 178 8 of 27Appl. Sci. 2021, 11, x FOR PEER REVIEW 9 of 29 
 

 
Figure 4. Generalised example of consecutive steps in image processing: (a) raw image or 𝐼0𝑥; (b) image after median 
filter; (c) image after applying differential operator; (d) image after thresholding; (e) image after annular cropping; (f) 
image (𝐽0𝑥) after LDA compensation. 

Two steps of image processing were considered to define test factors: image filtering 
and edge detection. Image noise negatively influences discrete gradient computation [20]. 
Accordingly, filtering could affect the accuracy of contour characterisation. Digital images 
obtained from FBSs and other optical devices are frequently subjected to a “salt and pep-
per” noise type [28]. This noise could be caused by malfunctioning of pixel elements in 
the sensors, as well as by timing errors in the digitising [29] or related to flecks of dust 
inside the camera [30]. There are many filters that could be applied to remove this type of 
noise, but preparatory tests, as well as part of the results of previous researcher Balamuru-
gan [31] led to the selection of a bi-dimensional median filtering stage as the first step in 
the image processing procedure.  

FBS output images (𝐼0𝑥) were processed by means of MathWorks® function medfilt2 
[32]: 𝐽 =  𝑚𝑒𝑑𝑓𝑖𝑙𝑡2(𝐼, ሾ𝑚 𝑛ሿ) (9)

This filter provided a transformed image (Figure 4b) where the value of each pixel 
has been substituted by the result of calculating a median filter in the 𝑚-by-𝑛 neighbour-
hood around the corresponding pixel. In the case of the present analysis, a square neigh-
bourhood 𝑚 = 𝑛 was considered, so a single value of filter size (𝑆௙) was used to parame-
terise the filtering stage. It must be noted that 𝑆௙ only makes sense considering odd num-
bers, so that a regular matrix centred in the pixel is used for median calculation. Conse-
quently, odd values between 1 and 59 were established as experimental levels for the 𝑆௙ 
factor. 

Regarding edge detection, alternative approaches include methods based on the first 
derivative, second derivative and multi-step algorithms. Furthermore, the way these 
methods are implemented present slight differences when different digital image pro-
cessing software is considered. In order to conduct a homogenous analysis, edge detection 
in this research was performed using the Edge function provided by MathWorks®. The 

Figure 4. Generalised example of consecutive steps in image processing: (a) raw image or I0x; (b) image after median filter;
(c) image after applying differential operator; (d) image after thresholding; (e) image after annular cropping; (f) image (J0x)
after LDA compensation.

Regarding edge detection, alternative approaches include methods based on the first
derivative, second derivative and multi-step algorithms. Furthermore, the way these meth-
ods are implemented present slight differences when different digital image processing
software is considered. In order to conduct a homogenous analysis, edge detection in this
research was performed using the Edge function provided by MathWorks®. The Edge
function is used to find edges in an intensity image, which is a data matrix that contains in-
tensity values within a given range, corresponding each individual datum to an individual
pixel [33]. The basic syntax of the Edge function can be seen in Equation (10) [34]:

BW = edge(I, method, threshold) (10)

where BW is a matrix of the same size as the input image (I) where each pixel adopts
a value of 1 where the function identifies an edge point and a 0 value elsewhere. This
function can be parameterised basically using two parameters: Method and Threshold.

• Method (M) is used to identify the specific edge-detection algorithm employed by the
Edge function. Although this function uses the Sobel operator by default, it is possible
to indicate an alternative method from a shortlist that includes first derivative opera-
tors (Roberts, Prewitt, Sobel), second derivate operators (LoG, ZeroCross) and two
additional options based on Gaussian filtering approximation to the first derivative:
Canny and ApproxCanny.

• Threshold (T) is a scalar used to discriminate between pixels and promote edge candi-
dates to contour points. Those pixels with gradient intensity values above selected T
were identified as edge points, whereas those with a gradient intensity value below T
were ignored. When working with an 8-bit greyscale, 256 levels should be considered.

Nevertheless, in the case of the present work, variations of T were sampled using
multiples of 5 (from 0 to 250) to reduce the number of test combinations. The analysis
of results would indicate whether a higher density of T levels would be necessary in
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each scenario for a particular experimental range. If this were the case, an additional
higher-density specific processing shall be performed. In the example given in Figure 4,
the result of applying a differential operator is provided in Figure 4c, whereas the result of
thresholding can be seen in Figure 4d.

In summary, three factors have been included in this research: the size of the median
filter that is applied at first stage (S f ), the edge-detection algorithm (M), and the scalar
value employed to perform the edge/null discrimination (T). Tests were conducted using
a full factorial; 9180 combinations of image processing factors (Table 2) have been tested
for each contrast scenario.

Table 2. Test factors and their correspondent experimental levels.

Factor Experimental Levels

S f 1, 3, 5, 7 . . . 59
M Sobel, Prewitt, Roberts, Zero Crossing, Canny and ApproxCanny
T 0, 5, 10, 15 . . . 250

Each test combination for a given scenario provided a new image file containing white
pixels (contour candidates) and black pixels. However, this image was subjected to two
additional post-processing steps to refine the contour information: Annular Cropping and
Local Distortion Adjustment (LDA).

The annular cropping has been specifically used here to remove unlikely contour
candidates, taking advantage of the characteristics of this experimental design. The contour
scan is subjected to the noisy influence of different hindrances, such as scratches, nap, dust
particles or small wires of material caused by nozzle ooze. Additionally, odd elements
related to the deposition path could also be mistaken for contour candidates (Figure 5).
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Fortunately, manufactured target contours are quite similar in size and shape to
their corresponding theoretical definition (a circle). This allowed for the definition of a
narrow annular area in the image within which the target contour should be contained.
Subsequently, this area was used to crop the image and remove part of the unlikely contour
candidates. To locate this annular area, a coarse approximation of the manufactured target
diameter and the centre location in the image was obtained using a least-squares algorithm.
Both approximate values were then used to define two concentric circles whose respective
diameters differed by 1 mm (±0.5 mm with respect to the initial diameter approximation).
The output of this step was a new digital image (Figure 4e). Although this “annular
cropping” step was defined for this specific geometry, it could be easily adapted to different
contours by defining the mask according to the correspondent nominal shape.

In the following step, LDA was applied to the coordinates of remaining contour points,
so that the image distortion effect was compensated. A diffuse reflectance grid distortion
target model 62-952—Edmund Optics—was used to characterise the distortion [18], decou-
pling its effect between sensor axis and scanning axis directions. This procedure minimises
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the influence of FBS local distortion on the target geometry, providing a new image (J0x)
of the undistorted contour candidates (Figure 4f).

2.4. Test Characterisation of Specimen Geometry

The resultant contour point cloud was then processed to extract geometrical informa-
tion about the target that can be compared with the reference information provided by the
CMM. An ideal circle was fitted using a least squares algorithm which provided a value
for the diameter and the coordinates of its centre (C). Then, this information was used
to cluster the points into 360 angular sectors. Given n contour points clustered in sector i,
their average distance to C was computed (Equation (11)).

(
PiC
)
=

n

∑
j=1

PjC (11)

2.5. Quality Indicators

Measurement quality indicators (MQIs) were used for evaluating the contour quality
for each test combination and contrast scenario. The basis of this evaluation is a discrete
comparison between the distance of contour points in sector i to the centre of the target,
under testing conditions (PiC), and the corresponding reference distance calculated with
the CMM. In this work, this comparison was achieved by means of the absolute difference
between radial distances for each sector i (Di) (Equation (12)).

(Di) =
∣∣PiC− P∗i C∗

∣∣ (12)

Three MQIs based on Di were then defined: coverage factor (C f ), mean radial differ-
ence (D), and standard deviation of the radial difference (σD).

• C f was defined as the percentage of angular sectors containing dimensional infor-
mation (at least one valid contour point). If the processed image did not contain
any contour point in a particular sector i, then Di could not be calculated and this
sector was excluded from the contour reconstruction. Accordingly, a higher C f value
implied the higher completeness of test target reconstruction, and fewer possibilities
of missing small contour abnormalities.

• D was calculated as the mean value of all Di for a particular test. Accordingly, low
values of D indicated the location of contour points calculated under test conditions,
such as those obtained with the CMM.

• σD represented the variability of Di along the contour. High Di values indicated that
relative differences between correspondent FBS and CMM points varied along the
contour.

2.6. Optimal Combination of Factors

In an ideal situation, selected MQIs would show an optimal behaviour for a unique
combination of factors (S f , T and M) in each contrast scenario (S0x). Nevertheless, they
were most likely expected to reach their correspondent optimal at different combinations
of factors. To deal with this possibility, two alternative approaches to the optimisation
problem were addressed: Coverage Priority and Accuracy Priority.

• Under the Coverage Priority approach, a combination of factors that provided the best
coverage (ideally a 100% C f ) were extracted from the whole range of combinations.
Then, smaller σD results were prioritised. If more than one candidate provided the
maximum C f and the minimum σD among the reduced set, the combination that
credited the minimum D was finally selected.

• Under the Accuracy Priority approach, σD and D results were arranged in 0.1 µm ranges.
The algorithm sought first for combinations of factors that provided responses for both
“accuracy” MQIs within the first range (e.g., Min(σD) < σD < Min(σD) + 0.1 µm).



Appl. Sci. 2021, 11, 178 11 of 27

An additional condition was imposed so that results would simultaneously provide
at least a 75% coverage. If one or more combinations were found matching both
conditions, the one with the maximum C f was chosen as the optimal combination.
Nevertheless, if this were not possible, a second range (lower limit equal to the
minimum response for each MQI and higher limit + 0.2 µm higher) would be explored,
and the search would continue until at least one valid combination was found.

3. Results and Discussion

Variations in MQI values between different combination of test parameters (M, S f and
T) for each contrast scenario will be presented and discussed independently. Differences
between contrast scenarios will also be analysed and discussed.

The direct relationship between H and the contrast can be clearly observed in the raw
images (I0x) captured with the FBS for each S0x scenario (Figure 6).

Appl. Sci. 2021, 11, x FOR PEER REVIEW 12 of 29 
 

contour point in a particular sector 𝑖, then 𝐷௜ could not be calculated and this sector 
was excluded from the contour reconstruction. Accordingly, a higher 𝐶௙ value im-
plied the higher completeness of test target reconstruction, and fewer possibilities of 
missing small contour abnormalities.  

• 𝐷ഥ was calculated as the mean value of all 𝐷௜ for a particular test. Accordingly, low 
values of 𝐷ഥ indicated the location of contour points calculated under test conditions, 
such as those obtained with the CMM.  

• 𝜎஽  represented the variability of 𝐷௜  along the contour. High 𝐷௜  values indicated 
that relative differences between correspondent FBS and CMM points varied along 
the contour. 

2.6. Optimal Combination of Factors 
In an ideal situation, selected MQIs would show an optimal behaviour for a unique 

combination of factors (𝑆௙, 𝑇 and 𝑀) in each contrast scenario (𝑆0𝑥). Nevertheless, they 
were most likely expected to reach their correspondent optimal at different combinations 
of factors. To deal with this possibility, two alternative approaches to the optimisation 
problem were addressed: Coverage Priority and Accuracy Priority. 
• Under the Coverage Priority approach, a combination of factors that provided the best 

coverage (ideally a 100% 𝐶௙) were extracted from the whole range of combinations. 
Then, smaller 𝜎஽ results were prioritised. If more than one candidate provided the 
maximum 𝐶௙  and the minimum 𝜎஽ among the reduced set, the combination that 
credited the minimum 𝐷ഥ was finally selected.  

• Under the Accuracy Priority approach, 𝜎஽ and 𝐷ഥ results were arranged in 0.1 µm 
ranges. The algorithm sought first for combinations of factors that provided re-
sponses for both “accuracy” MQIs within the first range (e.g., 𝑀𝑖𝑛(𝜎஽) < 𝜎஽  < 𝑀𝑖𝑛(𝜎஽) + 0.1 µm). An additional condition was imposed so that results would sim-
ultaneously provide at least a 75% coverage. If one or more combinations were found 
matching both conditions, the one with the maximum 𝐶௙ was chosen as the optimal 
combination. Nevertheless, if this were not possible, a second range (lower limit 
equal to the minimum response for each MQI and higher limit + 0.2 µm higher) 
would be explored, and the search would continue until at least one valid combina-
tion was found. 

3. Results and Discussion 
Variations in MQI values between different combination of test parameters (𝑀, 𝑆௙ 

and 𝑇) for each contrast scenario will be presented and discussed independently. Differ-
ences between contrast scenarios will also be analysed and discussed.  

The direct relationship between 𝐻 and the contrast can be clearly observed in the 
raw images (𝐼0𝑥) captured with the FBS for each 𝑆0𝑥 scenario (Figure 6).  

 
Figure 6. Raw images (𝐼0𝑥) captured for 𝑆01, 𝑆02, 𝑆03 and 𝑆04 contrast scenarios. Figure 6. Raw images (I0x) captured for S01, S02, S03 and S04 contrast scenarios.

As was expected, S01 showed the sharpest contrast between the test target and the
background. S02 also presented a clear and uniform contrast even when, although H was
the same as in S01, its background had not been painted in black. For lower H (S03 and
S04), greyscale differences between the background and the top layer decreased. Moreover,
lower sectors of the test contour presented a reduced local contrast because FBS directional
illumination arrangement increased background brightness; simultaneously, upper sectors
kept an appreciable contrast because the top layer cast a clear shadow upon the background.
Test specimens showed a symmetric 180◦ behaviour between normal-to-contour vectors
and the illumination direction.

3.1. Analysis of Contour Reconstruction Reliability for S01

Distribution of C f , D and σD results as a function of S f , M and T corresponding
to the S01 scenario is presented in Figure 7. Each row in Figure 7 contains three graphs
corresponding to the same edge detection method (M), corresponding each one to each
MQI (C f , D or σD). Each graph represents the distribution of its MQI values with respect
to the filter size (S f ) and the threshold (T) by means of a colour scale. Thus, cooler colours
represent better relative results than warmer colours. Figure 6 shows that all MQI showed
high dependence on S f and T, whereas certain similarities were observed between different
methods.
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Variations in results distribution regarding S f and T were quite similar among first
derivative methods (Sobel, Prewitt and Roberts). These methods showed a high depen-
dence of C f with respect to T. Medium-to-high T values severely reduced the contour
coverage, except for several test combinations with extremely low S f values. Severe cover-
age drops were observed for T > 45, while C f was found to be far less sensitive to changes
in S f . D and σD also worsened for high T values, but this does not mean that best accuracy
results corresponded to extremely low T values. In fact, a narrow interval of intermediate T
values provided minimum D and σD results, which implied the best similarity between the
FBS digitising and the CMM reference. These intervals were wider and more homogeneous
in the case of D, and thinner and more S f -dependent in the case of σD.

Both Canny and ApproxCanny methods presented a broad range of S f and T combi-
nations providing a complete coverage of the test target contour. Nevertheless, D showed
minimum values for Canny when intermediate S f and T were selected. For a given
S f value, combinations with extremely high or low T values provided poor D results.
Nonetheless, D was found to be also sensitive to S f variations for a given T, although this
effect was less noticeable for intermediate T values. A similar behaviour was observed
regarding σD. ApproxCanny, on the other hand, presented better D and σD results for
combinations of intermediate T and high S f values. The interval of optimal combinations
was narrower here than it was for Canny but was still far wider than the one observed in
first derivative methods.

Finally, ZeroCross showed a completely different distribution of results because,
for the original test resolution, it seemed that no valid results could be achieved for
T > 5 combinations (Figure 7). Moreover, even for T = 5, the coverage was very poor.
Nevertheless, coverage was not the only problem with this method, because even optimal
D and σD results were very poor. It seemed that ZeroCross should be rejected, therefore
these results were confined to such a small range of T that a second round of the test was
performed in the 0 < T < 15 experimental range with a T = 1 sample step (Figure 8).
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Accordingly, ZeroCross was far more sensitive to T values than other methods. Slight
variations in T caused quality results to vary abruptly. Conversely, an adequate selection
of T and S f provided excellent results which, in certain cases, could be even adopted for
an optimal contour characterisation. Thus, combinations with T = 3 and S f > 35 provided
a good coverage and very low D and σD values.

Overall results showed that an appropriate selection of S f and T was required to
achieve the best coverage and accuracy results. If a complete coverage was prioritised
against accuracy, it could be achieved under many test combinations. Nevertheless, only a
small fraction of such combinations would simultaneously provide the lower range of D
and σD values.

Simultaneous optimisation under both coverage priority and accuracy priority criteria
was not possible for almost all tested edge-detection methods (Table 3). In fact, only the
Canny method provided a combination of S f and T (T = 110; S f = 19) leading simultane-
ously to the best results of C f (100%), D (6.65 µm) and σD (7.65 µm). Nevertheless, Canny
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would not be the best option for the S01 scenario, because ApproxCanny provided a slightly
lower σD value (7.50 µm) under the coverage priority criterion, and Prewitt provided better
results under the accuracy priority criterion (C f = 93.6%; D = 6.12 µm; σD = 5.00 µm).

Table 3. Optimal combinations of test parameters for S01.

Coverage Priority Accuracy Priority

T Sf
Cf

(%)
D

(µm)
σD(µm) T Sf

Cf
(%)

D
(µm)

σD
(µm)

Sobel 20 45 100 6.8 7.97 40 45 90.0 6.90 5.57
Prewitt 20 31 100 6.8 7.88 35 51 93.6 6.12 5.00
Roberts 10 43 100 7.3 8.26 40 33 79.8 10.04 6.30

Zerocross 1 37 100 6.5 9.31 3 55 91.1 6.82 5.67
Canny 110 19 100 6.65 7.65 110 19 100 6.65 7.65

ApproxCanny 130 49 100 6.92 7.50 150 55 97.2 7.33 7.02

3.2. Analysis of Contour Reconstruction Reliability for S02

Results variations between S01 and S02 scenarios were exclusively related to contrast
differences because, although both specimens shared the same dimensions, only S01 had
its background painted in black. All quality indicators showed a high dependence on
T, while S f had a lower, but not negligible, influence (Figure 9). Nevertheless, overall
results were clearly worse than those obtained for S01. This result was common to all the
edge-detection methods tested, indicating that the reduction in contrast had a direct impact
on the quality of contour characterisation.

Thus, the range of T values providing 100% C f was thinner independent of the
method used, and a significant reduction in D and σD was also found for equivalent test
combinations between S01 and S02. Nevertheless, the observed worsening of results was
less noticeable in the case of Canny and ApproxCanny methods.

Under the coverage priority criterion (Table 4), the best achievable results for S02
worsened the equivalent results for S01. Only Canny provided results that, although
still worse, could be compared to those obtained for S01. On the other hand, assuming
a slight reduction in C f under the accuracy priority criterion, would improve D and σD.
This was especially relevant in the case of ZeroCross, Canny and ApproxCanny methods.
For example, in the case of the Canny method, a T = 40 and S f = 39 combination
reduced D to 7.52 µm and σD to 6.77 µm while keeping 99.44% C f . ZeroCross would be the
preferable option under this criterion, because an S f = 9 and T = 1 combination achieved
D = 6.25 µm and σD = 6.51 µm. These results reinforced the idea that an a priori selection
of processing conditions is a sine qua non condition to achieve reliable results.

S02 showed a clear reduction in the range of adequate test combinations when using
Canny. To clarify this circumstance, Figure 10 contains samples of contour points obtained
with Canny for three different test combinations: T15/Sf39, T40/Sf39 and T75/Sf39.

The optimal combination under the accuracy priority criterion (T40; S f 39) provided
clearly defined lines, although a small segment corresponding to a double contour can
be observed in the 0◦ orientation sample and a small area without points was observed
in the 180◦ orientation sample (Figure 10). These extracted contours provided excellent
results in terms of coverage and accuracy (Table 4). Reducing T (T15) increased D up to
14.97 µm, and σD up to 8.56 µm while simultaneously reaching a full coverage. Coverage
improvement was achieved through an increment of multiple-contour detection issues
(180◦ orientation in Figure 10) which, on the other hand, reduced the overall accuracy.
Using a higher threshold (T75), however, minimised multiple contour detection issues, at
the cost of a lower coverage (C f = 92.5%), which can be noticed in the complete loss of
contour information around the 180◦ orientation.
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Table 4. Optimal combinations of test parameters for S02.

Coverage Priority Accuracy Priority

T Sf
Cf

(%)
D

(µm)
σD

(µm) T Sf
Cf

(%)
D

(µm)
σD

(µm)

Sobel 5 13 100 12.72 15.14 10 17 95.83 8.87 6.56
Prewitt 5 13 100 12.50 15.00 10 15 96.11 8.83 6.58
Roberts 5 11 100 12.38 15.20 5 47 98.06 8.64 6.91

ZeroCross 1 1 100 13.86 17.46 1 9 98.61 6.25 6.51
Canny 20 59 100 7.78 10.35 40 39 99.44 7.52 6.77

Approxcanny 25 13 100 11.54 14.81 35 49 99.44 7.92 6.70
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To better explain differences between the selected combinations, Figure 11 provides
polar plots of the radial differences (Rd) between the measured radial position of each i
sector and the nominal radius (RN). Each polar plot contains this information calculated for
the reference CMM-measured radial distances (Rd = P∗i C∗−RN) and for the FBS-measured
radial distances obtained with a particular test factor combination (Rd = PiC− RN).

Figure 11 reveals that major differences occurred in two specific orientations: 180◦

and 293◦. Regarding the 180◦ orientation, the original image (I02) reveals an abnormality
in contour that was part of a seam feature on the 3D geometry (Figure 12).
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orientation (right).

Seams are common features in the AM extrusion of thermoplastics, related to points
“where a new deposition path starts or ends” [34]. The CMM correctly traces the contour
of the seam, which appears as a positive deviation with respect to the surrounding contour.
On the other hand, the FBS-based contour detection does not correctly trace this feature
under those configurations included in Figures 10 and 11. This circumstance can be
attributed to local contrast variations, because the local geometry of the seam showed
a very different aspect from the surrounding contour. Accordingly, it is difficult that a
unique image processing configuration works properly with both the seam feature and
the closer segments of contour. On the other hand, the 293◦ orientation provided an
outstanding Rd value registered with the CMM, caused by a feature below the target
layer. This “ghostly” feature has been previously observed [18] and described as “small
protuberances” located too close to the top layer, so that they are registered by the CMM
touch probe. In this case, the FBS-based analysis correctly ignored this protuberance,
showing more robustness against “ghostly” features than the CMM. In any case, a robust
contour-detection procedure must be aware of the possible presence of these abnormalities
and apply adequate treatments to avoid their negative influence on contour reconstruction.

Finally, the relevance of the annular cropping strategy can be observed in Figure 13.
Processing the whole S02 image with a T15/S f 15 combination provided several

unlikely contour candidates. These segments could be located inside the top layer, such as
A or B details, or in the background, such as detail C (Figure 13). Although this combination
did only introduce few unlikely contour candidates without annular cropping, they had a
huge influence on MQI results (Table 5).
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Table 5. MQI results for S02 using a T15/S f 15 test combination without annular cropping and with
annular cropping.

T Sf Cf (%) D σD (µm)

Without Annular Cropping 15 15 100 154.8 208.4
With Annular Cropping 15 15 100 12.41 18.81

At the same time, the large segment in detail A reduced the apparent Rd of its cor-
responding sectors. A similar, discontinuous phenomenon is present in detail B. On the
other hand, the small segment in detail B artificially enlarged Rd. When annular cropping
was applied (Figure 13, right), the effect of such localised errors was minimised, although
not completely removed. For example, the detail D shows a multi-contour issue that lies
inside the remaining area after the annular cropping step, and its effect on Rd can be clearly
seen. Contrary to the usual situation when recognising contours on digital images, the
specific characteristics of AM layer contour characterisation allow for an a priori coarse
approximation of the test target location in the image. Accordingly, this approximation
could be used to generate a reduced area of interest, cropping the rest of the image, and
avoiding external features to introduce noise during contour characterisation. The FBS-
based contour characterisation of AM layers should take advantage of this particularity, as
it was the case of the analysis presented here.

3.3. Analysis of Contour Reconstruction Reliability for S03

Quality indicators worsened for S03, independent of which edge-detection method
had been applied. Coverage results dropped with respect to the previous scenarios, so that
only Approxcanny or Canny methods provided a high range of T and S f combinations
that achieved 100% C f . Worsening of contour characterisation quality was also observed.
In fact, results were so poor that the 5–10 µm colour scale used for the first two specimens
had to be substituted by a 10–100 µm scale (Figure 14).
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Observed variations in D and σD were not as sharp as those observed in C f , but their
response to S f or T variations was quite similar: high T values worsened D and σD results,
whereas S f did not to have a significant influence.

Reduction in high-quality combinations influenced the differences observed between
coverage priority and accuracy priority. In fact, C f results were quite similar under both
criteria, apart from Canny and ZeroCross. In fact, ZeroCross showed a noticeable reduction
in C f (100% under coverage priority against 9.72% under accuracy priority). Roberts would
be the recommendation here for an optimal scan under the coverage priority criterion,
whereas Canny would be selected under the accuracy priority criterion (Table 6). Never-
theless, the σD minimum value was 25.81 µm (Canny; T = 20; S f = 15), which is nearly
four times higher than the best result obtained for S02. Similarly, the D minimum value
was 42.06 µm for the same configuration, which is more than five times higher than the
optimal for S02. These results indicate that using an optimal processing configuration
was critical, because there were fewer adequate combinations. Moreover, even when
optimal combinations were applied, results were several times worse than those observed
in sharper and more uniform contrast scenarios.

Table 6. Optimal combinations of test parameters for S03.

Coverage Priority Accuracy Priority

T Sf
Cf

(%)
D

(µm)
σD

(µm) T Sf
Cf

(%)
D

(µm)
σD

(µm)

Sobel 0 3 100 68.27 37.57 5 1 98.61 50.59 27.54
Prewitt 0 3 100 68.46 37.51 5 1 98.61 51.12 28.38
Roberts 5 1 100 55.97 29.93 5 1 100 55.97 29.93

ZeroCross 0 1 100 72.77 43.65 0 1 100 72.77 43.65
Canny 0 3 100 70.66 40.17 20 15 93.33 42.06 25.81

ApproxCanny 0 3 100 67.26 37.74 15 3 98.33 47.68 27.89

To discuss possible causes of this overall worsening, Figure 15 contains samples
of contour points obtained with Canny for three different test combinations: T01/S f 15,
T20/S f 15 and T60/S f 15.

The optimal combination under the accuracy priority criterion (T20/S f 15) provided
clear contour lines for 90◦ and 180◦ orientations, but failed to remove multiple-contour
detection issues for 0◦ and 45◦ orientations (Figure 16). Therefore, although providing a rea-
sonably good coverage, accuracy indicators were noticeably worse than those achieved for
S02 (Tables 4 and 6). Lower thresholds severely increased the multiple-contour detection
because the algorithm registered many weak gradients as contour candidates. This cir-
cumstance allowed for achieving a full coverage but worsened other indicators. Increased
threshold reduced the number of multiple-contour issues, although it did not provide a
complete suppression as can be observed for the 0◦ orientation in Figure 15. Nevertheless,
it also removes large sectors (180◦) that were accurately reconstructed at lower threshold.
These effects can be also observed through the polar plots of the radial differences (Rd)
presented in Figure 16.

Polar graphs illustrate how multiple-contour detection issues negatively affect the
contour reconstruction accuracy (Figure 16). At lower T, the algorithm included compar-
atively weak gradients as contour candidates, causing the existence of multiple-contour
candidates within the same angular sector and allowing a full contour coverage. When
T increased, fewer multiple-contour issues occurred, but several sectors did not provide
any valid contour point. This phenomenon is directly linked to a higher T, causing the
loss of a larger sector (nearly 120◦ for T60) and rendering contour reconstruction useless.
Nevertheless, this loss of information was not randomly distributed along the contour. In
fact, only lower sectors were affected while upper sectors retained an adequate coverage
despite growing T.
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This circumstance suggested that the observed behaviour was related to an anisotropic
phenomenon. Consequently, the lack of uniformity in contrast between the target con-
tour and the surrounding background regarding local contour orientation was thereafter
analysed (Figure 17).
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Linear samples of grey-level intensity distribution in the original I03 are presented
in Figure 17. In two of those orientations (45◦ and 90◦) there were clearly defined iso-
lated greyscale transitions (details C and D). Conversely, other orientations reveal multi-
transition issues (details A and B in 0◦ orientation) and weak transition issues (detail E in
180◦ orientation). Accordingly, a relevant anisotropic behaviour of contrast was present.
The FBS directional illumination brightened background areas next to the lower sectors
of the target contour. Simultaneously, the 3D geometry cast a shadow in the background
areas next to the upper sectors. Intermediate orientations showed an intermediate be-
haviour. Accordingly, the contrast anisotropy caused an evident lack of uniformity of
greyscale transitions. This phenomenon was not just restricted to the contour itself, but also
caused variations in the local grey intensity of the upper layer related to manufacturing
characteristics (deposited material topography) and defects (seams). Multiple transitions
caused multi-contour detection issues. These transitions must present certain differences
(contour transition should be sharper than the rest, see A and B details), therefore lower T
values would not properly discriminate them. On the other hand, using higher T values to
minimise this problem would neglect low-contrasted contour sectors (see detail E). Due
to T being the same for the whole image, contrast anisotropy was a major issue for the
contour reconstruction. Arguably, the higher the anisotropic behaviour of contrast in the
whole contour, the harder it is for an edge-detection algorithm to provide an appropriate
reconstruction.

3.4. Analysis of Contour Reconstruction Reliability for S04

This scenario provided the lower contrast (considering the test target as a whole)
within the limits of the present work (Figure 18). Moreover, it also provides greatest local
differences in contrast, because the FBS illumination introduced a noticeable reflection in
the neighbourhood of the lower arc and, at the same time, originated a shadow near the
upper arc.
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The best coverage was obtained for extremely low T values (Figure 18). In fact, just a
narrow interval of T = 0 combinations provided full coverage, with the only exception
of some T = 5 and T = 10 combinations with extremely low S f in the case of Canny
and ApproxCanny methods. Nevertheless, results were very poor for this scenario, when
compared with the previous situations. A compromise between coverage and accuracy
could hardly be achieved because best coverage implied very poor D and σD results. In
the case of first derivative algorithms, 100% C f increased D over 100 µm, whereas σD
was always above 55 µm. A similar situation was observed regarding ZeroCross. In the
mentioned cases, a full coverage could only be achieved using T = 0, which implied a
high sensitivity to weak gradients. The consequence, as it was described before, was a
multi-contour detection issue that was directly related to poor accuracy results. On the
other hand, although Canny and ApproxCanny improved these, results were still poor,
such as those obtained for S03.

The best D and σD results were achieved with test combinations that provided very
poor coverage (below the minimum 75%). This scenario also showed a highly anisotropic
contrast, therefore it presented an even worse compromise between coverage and accuracy
than S03. Thus, coverage dramatically dropped with growing T, and the number of valid
combinations under the condition C f > 75% was low, except for Canny and ApproxCanny
methods. Nevertheless, even those methods presented deviations ranging tens of microns,
which made them unsuitable for feasible contour characterisation.

Under the coverage priority criterion (Table 6), the optimal combination used Canny,
T = 10 and S f = 1 (C f = 100%; D = 54.90 µm; σD = 48.97 µm). Under the accuracy pri-
ority criterion, the optimal combination also used Canny, T = 20 and S f = 3 (C f = 77.5%;
D = 31.93 µm; σD = 17.75 µm) (Table 7).

Table 7. Optimal combinations of test parameters for S04.

Coverage Priority Accuracy Priority

T Sf
Cf

(%)
D

(µm)
σD

(µm) T Sf
Cf

(%)
D

(µm)
σD

(µm)

Sobel 0 1 100 101.9 60.66 5 1 83.3 56.59 57.30
Prewitt 0 1 100 100.6 60.51 5 1 81.1 57.17 57.59
Roberts 0 1 100 100.3 59.84 5 1 98.8 63.11 58.65

Zerocross 0 39 100 98.7 60.94 0 39 100.0 98.66 60.94
Canny 10 1 100 54.9 48.97 20 1 77.5 31.93 17.75

ApproxCanny 10 1 100 73.7 49.37 5 55 76.6 55.03 25.41

3.5. Minimising the Effect of Contrast Lack-Of-Uniformity: Proposed Approaches

Contrast characteristics showed a high influence upon contour reconstruction accuracy.
Lack of uniformity in contrast between the test target and its surrounding background
was directly related to poor results. This lack of uniformity was related to the directional
illumination in the FBS, causing an anisotropic distribution of bright-ened and shadowed
areas in the background. In this test design, worsening of results caused by contrast
anisotropy was directly related to the distance between the target layer and the background
(H). Accordingly, if H was large enough (the case of S02), FBS illumination did not reach the
background with enough intensity to generate highly anisotropic brightness and shadow
patterns. In this situation, background illu-mination was more uniform, and this caused a
smoother appearance. The explanation of this behaviour is related to tested edge-detection
algorithms because they use a threshold (T) value to promote image points to contour
points. This approach is clearly not adequate when the intensity gradients present non-
uniform characteristics, because of contrast anisotropy. This phenomenon can be affected
by the presence of abnormal features, such as seams or oozing, causing local contour
reconstruction discontinuities or locally reducing its accuracy. Moreover, results could
be even worse if the vertical distance between the contour and the background is not
constant. Accordingly, tested edge-detection algorithms should only be used for AM
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contour characterisation in ar-rangements with uniform contrast between the background
and layer. This also means that a robust FBS-based OMM verification procedure of AM
layers must include ele-ments that minimise the influence of contrast anisotropy. We
propose two possible approaches to deal with this problem in the future: a uniform
contrast approach and adaptive edge-detection.

• A uniform contrast approach would consist of a combination of illumination arrange-
ments and image processing, tailored to assure that each contour segment presented
similar contrast characteristics. A possible arrangement would imply consecutive
scans of the contour using different relative orientations between part and light direc-
tion, and merging those specific areas where contrast characteristics were similar. This
approach would affect the physical system, because an additional degree of freedom
between part and sensor should be considered. Additionally, it also complicates image
processing, because it would be necessary to relate all scans to the same reference
system, to cluster normal-to-contour orientations, to remove areas with inappropriate
contrast characteristics, and to merge remaining areas into a single image. Finally, it
is not clear that this approach could provide an adequate solution to the problem of
local contour abnormalities.

• Adaptive edge-detection would involve particularising edge detection as a func-tion
of local contrast characteristics for different contour segments. This particu-larisation
should consider local greyscale transition characteristics in the vicinity of a contour
point candidate. The approximate location of the contour would be known, therefore
a function that selects an optimal T considering the contour orientation and the
layer-to-background distance would provide an adequate response to anisotropic
contrast. This approach does not af-fect the physical system, nor demands multiple
scans. Nevertheless, it requires a mathematical model that includes all possible
factors influencing contrast ani-sotropy, such as the distance to the background, the
contour orientation or the op-tical characteristics of material. This requirement would
imply an additional cal-ibration step, that could include a specific treatment for local
abnormalities.

4. Conclusions

Flatbed scanning has proven to be an adequate and reliable digitising method, suitable
for AM contour characterisation, in those situations where contrast variability between the
contour and the background is low. In such situations, the quality of contour characterisa-
tion is highly dependent on image processing parameters. An adequate combination of
filtering and edge-detection parameters has a significant influence upon observed results.
Edge-detection method (M), threshold (T), and filter size (Sf) must be carefully selected to
achieve the best results. It was also observed that it is not possible to simultaneously obtain
the best achievable results of the coverage factor (Cf) the mean radial difference (D), and
the standard deviation of the radial difference (σD) using a single image processing con-
figuration. Accordingly, a compromise between coverage and accuracy must be observed.
Two alternative approaches have been proposed: coverage priority and accuracy priority.
Both approaches could be adjusted to match specific requirements in terms of coverage or
accuracy, within the limits observed in this research.

It has been also proven that the contour detection is highly dependent on the contrast
uniformity between the target contour and the background. A uniform contrast is related
to the lower variability of local gradients, enabling the accurate identification of the contour
points using a unique T value. Although providing a strict recommendation would maybe
be too ambitious, results from S01 and S02 indicate that using the Canny method with high
Sf values (Sf > 31) and fixing a T = 40 threshold would provide almost full contour coverage
(Cf > 99%), while keeping low values for the other indicators (D < 7.5 µm; σD < 10 µm).
These combinations could be used as a reference when processing uniform and highly
contrasted contours.
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On the other hand, when contrast shows an anisotropic distribution along the contour,
the compromise between coverage and accuracy becomes unbalanced, and contour char-
acterisation turns unfeasible. Non-uniform brightness and shadow patterns, caused by a
reduction in layer-to-background distance, severely influence contour detection. In these
situations, because the algorithms use a unique T for processing the whole image, low T val-
ues will provide good coverage and poor accuracy, whereas increasing T will progressively
decrease coverage and slightly increase accuracy. Although Canny and ApproxCanny
methods have shown higher robustness on contrast issues than first derivative algorithms
or ZeroCross, the described procedure would not be adequate for highly anisotropic scans.

A robust FBS-based OMM verification procedure of AM layers should minimise the
influence of contrast anisotropy. We propose that future developments adopt a uniform
contrast approach or an adaptive edge-detection approach. A uniform contrast approach
would demand a combination of illumination arrangement and image processing to process
contour segments with similar contrast characteristics. Adaptive edge-detection would
require a new edge-detection procedure that considers local contrast characteristics and
influence factors, such as the distance to the background as a function of the geometry of
previous layers, the contour orientation, or the optical characteristics of material.

An additional conclusion is that local abnormalities should demand a specific treat-
ment during contour extraction and analysis because they have a significant influence upon
the overall results. These anomalies are not derived from a lack of mechanical accuracy or
deviations in contour path tracing, but from specific errors or deficiencies on the material
extrusion dynamics. Accordingly, when an excessive accumulation of material (e.g., seams)
or out-of-contour material (e.g., oozing phenomenon) appear, a robust procedure must
detect them and apply a specific treatment.

Finally, the strategy of applying an annular crop has been found useful to reduce
inaccurate identification of contours. We suggest that any approach pursuing AM layer
contour characterisation should use a similar strategy, using an approximation to the
contour location extracted from the CAD or the STL files to generate a mask that removes
areas of the scan that do not contain information about the contour geometry.

These findings should be carefully considered in future attempts to use FBS for
metrological assessment of AM layer geometry, because our results have proved that both
the selection of image processing configuration and the contrast pattern have a significant
influence on the accuracy of contour reconstruction.
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