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ABSTRACT This paper aims to assess the possibilities of using current and incoming fifth generation
(5G) devices as millimeter wave (mmWave) imagers. For this purpose, previous works about freehand
scanning with compact devices working at mmWave frequencies are herein extended. In particular, a new
tracking unit is now attached to the scanning device so the main parts of the freehand imager, namely
the radiofrequency (RF) and tracking subsystems, become portable and not depend on external systems.
Specifically, this work illustrates the possibilities of 5G devices working at the mmWave band as imagers.
Results supporting that the embedded tracking unit provides enough accuracy are described and compared
with an accurate reference system. The impact of the final image is also considered revealing that the shape
of imaged objects can be easily identified.

INDEX TERMS Freehand imaging, real-time imaging, mmWave imaging, handheld scanner, synthetic
aperture radar (SAR), position tracking, irregular sampling, 5G.

I. INTRODUCTION
The advent of fifth generation (5G) technology [1] has
brought a new set of outstanding features to our hands, being
low-latency and higher bandwidth the flagship characteris-
tics. Nevertheless, recent advances on freehand millimeter
wave (mmWave) imaging [2] have opened up a new horizon
of possibilities for almost any device with mmWave capabil-
ities, envisaging new uses for 5G devices.

Freehand mmWave imaging is a novel technique, which
is able to generate an electromagnetic image with capacity
to see through certain materials such as paperboard, smoke
or clothing by just doing arbitrary traces with our hand over
the volume to be imaged. This flexibility, which is coupled to
the use of compact devices, is a key feature of all freehand
systems, which have also been used for other applications
such as ultrasound medical imaging [3], [4], direct mapping
of electromagnetic sources in the context of electromagnetic
compatibility [5], or antenna measurement [6].

Freehand mmWave imaging is based on conventional syn-
thetic aperture radar (SAR) imaging [7], [8] and it requires
two main components: i) a radiofrequency (RF) unit working
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at mmWave frequencies with capacity to transmit and receive
signals, and ii) a tracking unit to follow the position of the RF
unit.

Currently, freehand mmWave imaging has been demon-
strated using compact radar units at 60GHz, though position-
ing depends on an external tracking system based on a motion
capture system [2], [9]. Despite the tracking system can be
easily and quickly deployed and calibrated, it still prevents the
development of fully compact devices with freehand imaging
capabilities.

The deployment of 5G New Radio (5G NR) systems [10],
which consider frequencies along multiple mmWave sub-
bands, brings a new set of potential RF units which will be
used in multiple end-user compact devices. Moreover, the
communications systems at those frequencies are expected
to provide multibeam capabilities to obtain increased energy
efficiency, reduced interference levels and more secure com-
munications. These multibeam capabilities are provided by
Multiple-Input-Multiple-Output (MIMO) systems, which are
very convenient for imaging purposes as discussed next [11].
In addition, in the last years, advances in telecommunications
devices are not only inherent to moving to new communica-
tion generations (e.g, 5G) but also to the subsystems embed-
ded in these devices, being some of them very related to the
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technology considered in this paper. For instance, mmWave
radars have been developed [12] for gesture detection [13].
These radars also include MIMO capabilities, which have
been recently exploited for freehand mmWave imaging [9].
Thus, RF units in modern communication devices exhibit
a number of features that are outstanding for freehand
mmWave imaging.

On the other hand, regarding the tracking unit, several
approaches based on 5G technology are available (e.g., [14])
exploiting the new options of the communication standard.
Nevertheless, they are still far from providing a subwave-
length accuracy at mmWave frequencies as required by
freehand systems [2], [9]. Other technologies available in
modern devices, such as the latest versions of Bluetooth
including angle-of-arrival detection capabilities [15] and the
well-known Global Navigation Satellite System (GNSS) do
not provide subwavelength accuracy either.

However, modern devices have started to include arrays
of conventional cameras, or RGB sensors, for photography
purposes. Despite it is not their main goal, these arrays
provide multiview capabilities enabling positioning tracking
by exploiting stereo vision or photogrammetry [16]. Fur-
thermore, extended RGB cameras, such as those that also
measure depth (also known as RGB-D or depth cameras),
are becoming available for assisting some systems in tasks
such as face recognition and virtual reality applications. RGB
and RGB-D sensors have already been used in some portable
electromagnetic systems [17]–[19]. Nevertheless, none of
those systems are as compact as those considered in the case
of freehand mmWave imaging, which aims to use pocket-size
devices for electromagnetic imaging purposes.

Thus, current RF and tracking systems for incoming smart-
phones are very promising in order to implement a compact
freehand imager easily driven by hand. Moreover, the fact
that all the required components to build a freehand mmWave
imaging system, or similar ones, can be already found in
modern smartphones is a clear indicator that the power con-
sumption, though not negligible, is affordable.

Other mmWave imaging approaches, which yield systems
that are either not portable or not compact enough to be
driven by hand are discussed below. In addition, their main
features and those of freehand mmWave imaging systems are
summarized in Table 1.

Some systems are based on inverse scattering methods,
which pursue to inversely solve the Maxwell equations [20].
Although these methods enable to solve problems with high
accuracy, allowing subwavelength problem analysis, they
entail a high computational burden, which typically prevents
real-time applications. In this regard, the adoption of machine
learning techniques to deliver real-time results employing
inverse scattering methods (at least for tomography schemes)
is being investigated [21]–[23]. In addition, only electrically
small problems are considered to mitigate ill-conditioning.

Instead, traditional SAR imaging systems are less compu-
tationally demanding at the expense of a lower resolution,
which depends on the scanning aperture. Thus, to achieve

TABLE 1. Comparison of mmWave imaging techniques.

a high resolution, these systems must rely on large physical
or synthetic apertures. Booth-size systems, like those used at
airports [8], [24], employ a high number of transmitters and
receivers to obtain dense arrays to build large physical aper-
tures. It should be noted that the number of transmitters and
receivers can be reduced using MIMO configurations [11].
These systems generate a high data throughput and, conse-
quently, a few seconds may be required to retrieve the final
electromagnetic image.

A trade-off between size and resolution was achieved with
the microwave cameras presented in [25], [26] which, though
portable, were still rather bulky. These devices also rely on a
physical aperture but with a much smaller size at the expense
of some resolution loss, which is partially compensated by
a shorter stand-off distance. Moreover, the reduced amount
of data enables real-time applications. An alternative system
of reduced size, when high-fidelity images are not required,
has also been proposed in [27] by exploiting the concept of
chaotic excitation SAR. Other systems take advantage of the
movement of targets to use inverse SAR techniques [28].

Compared to the previous approaches, freehand mmWave
imaging techniques are a further evolution in terms of com-
pactness as they are based on a small number of transmitters
and receivers which is synthetically increased by arbitrar-
ily moving the handheld device. Therefore, high-resolution
images with a significantly compact RF unit are obtained
employing data acquired across different positions, increas-
ing the overall acquisition time when compared with sys-
tems exploiting large physical (i.e., non-synthetic) apertures.
Moreover, the image can be updated on real-time with a
very low computational burden as more measurements are
acquired. Thus, this kind of systems provides a trade-off
between compactness and image quality, which is convenient
for some applications such as those requiring the inspection
of areas that may not be reachable with a bulky scanner.

In addition, compared to the previous approaches, freehand
mmWave imagers are more flexible as, thanks to the real-time
feedback, the user can decide on-the-fly in which part of the
area of interest may be necessary to perform more acquisi-
tions.

This manuscript hybridizes the current freehand mmWave
imaging systems [2], [9] with an autonomous stereoscopic
system avoiding the need of external tracking and, therefore,
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FIGURE 1. MmWave imager formed by a compact radar-on-chip module
and a tracking camera.

overcoming the main limitation to achieve a compact free-
hand mmWave imager. In fact, this is a milestone in the
path towards taking advantage of the sensors integrated in
mass-market general purpose devices, such as smartphones,
to develop a handheld imaging scanner.

The rest of this paper is structured as follows. First, the
system architecture is presented in Section II. Then, the imag-
ing technique is discussed in Section III. Next, in Section IV
measurement results obtained with the proposed handheld
scanner are presented and compared with reference ones and
the positioning accuracy reached with the tracking camera is
discussed. Finally, the conclusions are drawn in Section V.

II. SYSTEM ARCHITECTURE
The architecture of the proposed system is an evolution of the
systems presented in [2], [9], where the concept of freehand
radar imaging was introduced. In both cases, the systems
relied on external infrastructure to obtain the position of the
radar at each acquisition, allowing the coherent combination
of different measurements. In particular, an optical tracking
system comprising several infrared cameras was employed.
Instead, in the proposed system a stereoscopic tracking cam-
era is used to track the radar along a freehand trajectory,
which paves the way to embed the whole mmWave scanner
into a single device, as it can be seen in Fig. 1.
An application example of the proposed system, security

screening, is depicted in Fig. 2. As it can be observed, the
user of the system moves the scanner, which does not rely
on external infrastructure, with their hand while radar acqui-
sitions are performed. These measurements are coherently
combined using the tracking information provided by the
sensors included in the scanner, in this case a stereoscopic
camera, to generate high-resolution images in real-time.
The system is structured in three parts: radar subsystem,

positioning subsystem and control and processing subsystem.
In order to achieve a good resolution, the radar subsystem

should work at the mmWave band. This could be achieved

FIGURE 2. Scheme of the proposed imaging system.

by using either a dedicated RF unit integrated in the device
in which the handheld scanner is embedded, or by using a
RF unit already available in the device, e.g. the communi-
cations module of a smartphone or a general purpose radar
unit. In this implementation, the module BGT60TR24B by
Infineon R© [12], which is a frequency-modulated continuous-
wave (FMCW) radar-on-chip module available in some
smartphone models for gesture detection [29], is used. This
radar module transmits a signal with a frequency wave-
form describing an up-chirp saw tooth pattern centered at
fc = 60GHz with a bandwidth of BW = 6GHz and a
chirp duration of Ts = 512µ s. The scanner employs the
two transmitters of the radar module, which are activated
sequentially, and its four receivers, which perform dechirp-
on-receive operations concurrently.

The positioning subsystem is formed by the Intel R©

RealSense
TM

tracking camera T265 [30]. This subsystem
is based on an array of two RGB sensors together with
an inertial measurement unit (IMU) comprising three-axis
accelerometers and gyroscopes. Once again, similar sensors
can be found in current smartphones and, thus, analogous
tracking capabilities are envisaged for incoming smartphone
generations.

Finally, the control and processing subsystem is in charge
of triggering the radar and position acquisitions, and of pro-
cessing the acquired data to retrieve high-resolution electro-
magnetic images of the investigation domain. These images
are displayed to the operator of the scanner in real-time. In a
final implementation, this subsystem can be either entirely
implemented in the portable device, or a distributed architec-
ture can be adopted. For instance, the subsystem to control
the radar and tracking subsystems can be embedded while
the acquired data is sent to another device (e.g., a PC), which
implements the imaging algorithm (i.e., does the processing).
The final choice depends on the computational capabilities
of the portable device. In this demonstrator, in order to get a
flexible testing environment, the entire control and processing
subsystem is implemented with a laptop which interfaces via
USB to the radar and the positioning subsystems. It should be
remarked that this simplification does not have an impact in
the final results as the input data is the same.
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The information obtained from the radar and positioning
subsystems is processed in two steps. First, a strategy to
ensure a proper sampling to cope with the handheld operation
of the scanner is implemented. Second, the resulting data is
used to compute the reflectivity of the investigation domain
as discussed in Section III. Regarding the first step, it should
be kept inmind that, since the scanner is moved by handwhile
data is acquired, the obtained samples will not be uniformly
spaced. Moreover, the irregular hand movements would yield
an uneven sampling distribution unless a technique to avoid
locally oversampled areas, which may cause image artifacts,
is implemented. To overcome this, in the proposed system,
in a similar fashion to [2], [9], an observation domain is
defined over the inspected area. This observation domain
is a three-dimensional (3D) volume, designed to mimic a
planar acquisition grid of a traditional imaging system. It is
discretized in cubic cells within which only a maximum of
Q acquisitions are allowed. After Q samples are acquired
within a cell, if additional measurements are performed the
extra acquisitions are discarded. Additionally, acquisitions
performed outside the observation domain, i.e., outside the
3D volume defined by the cells, are also dismissed. It should
be noted that the sampling rate can be controlled by modify-
ing the size of the cells, which also defines the upper bound
of the maximum gap between adjacent samples.

III. IMAGING TECHNIQUE
The handheld scanner yields a non-uniform distribution of
radar acquisitions.Moreover, it is desired to obtain a real-time
feedback of the image of the investigation domain so that the
operator can decide how to proceed with the scan. There-
fore, instead of resorting to widespread accelerated SAR
techniques for monostatic or multistatic setups [8], [11],
[31], a flexible delay-and-sum (DAS) algorithm, adapted to
FMCW radar signals, is employed [9] at the expense of a
reduced computational efficiency when compared to Fast
Fourier Transforms (FFT) based methods [31], [32]. Thus,
the reflectivity from each point of the investigation domain,
r′, at the m-th radar acquisition can be expressed as:

ρm(r′)=
m∑
i=1

nrx∑
p=1

ntx∑
n=1

sc,i,p,n

(
r′,

BW
Ts

Ri,p + Ri,n
c

)
, (1)

where nrx and ntx are the number of receivers and the number
of transmitters of the radar module, respectively; Ri,p is the
distance from the p-th receiver of the radar at the i-th radar
acquisition to r′ and Ri,n is the distance from the n-th trans-
mitter of the radar at the i-th radar acquisition to r′; and sc,i,p,n
is given by

sc,i,p,n(r′, f )=F

{
sIF,i,p,n(t)e−j2π fc

Ri,p+Ri,n
c

}
, (2)

where F {·} denotes the Fourier transform operator and
sIF,i,p,n is the analytic signal computed by means of a Hilbert
transform [33] from the dechirped-on-receive signal retrieved
by the p-th receiver of the radar module. As it can be observed

FIGURE 3. Measurement setup used to assess the imaging performance
of the handheld scanner.

in Eq. (1), it is straightforward to update the reflectivity of
each point of the investigation domain on-the-fly as more
acquisitions are performed.

IV. RESULTS
To assess the performance of the proposed handheld scanner
several tests were carried out. For that purpose, different test
targets were measured performing a handheld scan and the
retrieved images were compared with those obtained using a
reference tracking system. In particular, the reference images
were obtained employing the position and attitude data from
the scanner measured with a high-accuracy infrared optical
tracking system [34], which will be considered as the ground-
truth, to coherently combine the radar acquisitions. In this
case, the optical tracking system consisted of four infrared
cameras, which were deployed and calibrated in the area were
the targets were placed, and four reflective markers attached
to the handheld scanner which were used by the cameras to
track its position (Fig. 3).

First, the positioning accuracy provided by the tracking
camera for a sample trajectory is analyzed. For that purpose,
the position data retrieved by the tracking camera included
in the handheld scanner during the scan is compared with
that given by the external infrared motion capture system.
The results are shown from Fig. 4a to Fig. 4c. As it can
be inferred from these figures, during the scan the operator
described an s-shape trajectory with the handheld scanner in
which themainmovement axis was the x-axis. In addition, the
axis orthogonal to the test target, i.e., the depth axis, was the
z-axis. The root-mean-squared positioning error in the x-axis,
in the y-axis and in the z-axis are 0.9mm, 0.5mmand 0.8mm,
respectively. To ease the assessment of the positioning errors
during the scan, the empirical cumulative distribution func-
tion (ECDF) of the error in each axis is depicted in Fig. 4d.
As it can be seen, in 90% of the cases the error is below
0.8mm in the z-axis, below 1.3mm in the y-axis, and below
1.4mm in the x-axis. Although these errors are not negli-
gible from the electromagnetic point of view, the errors are
locally smaller, i.e., sometimes the tracking camera position
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FIGURE 4. Positioning data obtained from the tracking camera included
in the handheld scanner and from the external infrared motion capture
system: x-axis (a), y-axis (b), and z-axis (c). ECDF of the positioning errors
in each axis (d).

FIGURE 5. ECDF of the error of attitude estimations during the sample
trajectory for the yaw, pitch and roll angles.

estimations drift slightly until the camera is able to relocalize
itself, but the relative error between adjacent samples is not
as high as its absolute value. Therefore, the coherence of
the measurements is only slightly degraded. Regarding the
different positioning error values of each axis, it should be
mentioned that the higher errors correspond to the movement
axis, i.e., the x-axis. In addition, the errors in the depth axis,
i.e., the z-axis, are higher as the tracking camera provides a
slightly less accuracy in that axis.

The attitude estimations provided by the tracking camera
are also compared with the data obtained with the external
infrared motion capture system. In particular, the ECDF of
the error of the attitude estimations of the tracking camera
during the sample trajectory for the yaw, pitch and roll angles
is depicted in Fig. 5. As it can be seen, the accuracy is
significantly high, being the error value for every attitude
angle below 1◦ in more than 90% of the cases.

For the first scan performed to retrieve an electromag-
netic image, it was decided to use the star pattern with
a 2.5 cm radius and six spokes shown in Fig. 6a, which
was made of metal, as test target. Within the scan a total

FIGURE 6. Star pattern used as test target (a) and distribution of acquired
samples projected onto a 2D grid (b).

FIGURE 7. Reference reflectivity image obtained using the infrared
motion capture system (a) and reflectivity image retrieved with the
proposed handheld scanner (b).

of 3872 acquisitions were performed during 522 s at an aver-
age distance from the target of 4.3 cm. The distribution of
the acquired samples, projected onto a two-dimensional (2D)
grid formed by the cross-section of the cells in which the
observation domain was discretized, is depicted in Fig. 6b.

The reference reflectivity image, obtained considering the
positioning data from the infrared optical tracking system,
is depicted in Fig. 7a and the reflectivity image obtained
with the handheld scanner is shown in Fig. 7b. As it can be
seen, overall, in both cases the shape of the star pattern is
well-reconstructed. However, the quality of the bottom-right
part of the target in the image obtained with the handheld
scanner was degraded due to higher positioning errors in that
area, which caused a degradation in the coherency of the
measurements.

In order to quantitatively assess the quality loss of the
reflectivity image retrieved with the handheld scanner com-
pared to the reference one, the target-to-clutter ratio (TCR)
[35], [36] was computed. The TCR is given by

TCR = 10 log

(
Nc
∑

(x,y)∈At |ρ(x, y)|
2

Nt
∑

(x,y)∈Ac |ρ(x, y)|
2

)
, (3)

where At is the region corresponding to the target (i.e. the
pixels where the target is located), Ac is the rest of the image,
Nt is the number of pixels of At andNc is the number of pixels
of Ac. The obtained TCR value of the reference image and the
one obtained with the handheld scanner are 16.5 and 14.5 dB,
respectively, i.e., there is only a 2 dB loss.

For the second test it was decided to use the metal let-
ter depicted in Fig. 8a as test target. In this test a total of
3198 acquisitions were performed during 347 s at an average
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FIGURE 8. Image of the letter used as test target (a), distribution of
acquired samples projected onto a 2D grid (b), reference reflectivity
image obtained using the infrared motion capture system (c) and
reflectivity image retrieved with the proposed handheld scanner (d).

distance of 6.2 cm from the target. The distribution of the
acquired samples is shown in Fig. 8b. The reference reflec-
tivity image, obtained considering the positioning data from
the infrared optical tracking system, is depicted in Fig. 8c
and the reflectivity image obtained with the handheld scanner
is shown in Fig. 8d. As it can be observed, the shape of the
objects, plotted with a black-solid line, is well-reconstructed
in both cases, being the image obtained with handheld scan-
ner slightly noisier than the reference one. The TCR of the
reference image is 16.8 dB and that of the image computed
with the handheld scanner is 15.5 dB, i.e., only a 1.3 dB
difference.

Next, a second letter was added to the test target to form the
acronym of the University of Oviedo (Fig. 9a). During the
scan, which lasted 583 s, 5093 samples were acquired at an
average distance of 6.1 cm from the test target. The reference
reflectivity image, obtained considering the positioning data
from the infrared optical tracking system, is shown in Fig. 9c
and the reflectivity image obtained with the handheld scanner
can be observed in Fig. 9d. As it can be seen, the shape
of both letters, plotted with a black-solid line, matches with
high accuracy the shape of test target in both cases, being the
image obtained with handheld scanner slightly noisier than
the reference one. In this case, the TCR of the reference image
is 16.0 dB and that of the image computed with the handheld
scanner is 14.1 dB.

The acquisitions performed to scan the different targets and
the TCR of the retrieved images are summarized in Table 2,
where the TCR of the reference image and that of the image
obtained with the handheld scanner are denoted by TCRref
and TCRhand , respectively.
Finally, in order to show a 3D image, one of the letters of

the previous test target was placed on top of a foam base so

FIGURE 9. Image of the letters used as test target (a), distribution of
acquired samples projected onto a 2D grid (b), reference reflectivity
image obtained using the infrared motion capture system (c) and
reflectivity image retrieved with the proposed handheld scanner (d).

FIGURE 10. Image of the letters used as test target placed at different
height (a), distribution of acquired samples projected onto a 2D grid (b),
profile reconstruction of the normalized reflectivity isosurface
corresponding to −9 dB of both targets obtained using the infrared
motion capture system (c) and retrieved with the proposed handheld
scanner (d).

TABLE 2. Summary of the measurement results reported from Fig. 6 to
Fig. 9.

it was located 3 cm higher than the other letter (see Fig. 10a).
The distribution of the 4867 samples acquired during the scan
can be observed in Fig. 10b. The average distance from the
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acquisition positions to the targets was 4.5 cm in the case of
the letter ‘‘U’’ and 7.5 cm for the letter ‘‘O’’ and the total
acquisition time was 591 s. The profile reconstruction of the
normalized reflectivity isosurface corresponding to−9 dB of
both targets obtainedwith themotion capture system is shown
in Fig. 10c, and that retrieved with the handheld scanner is
depicted in Fig. 10d. Analogously to the previously presented
results, the shape of both targets is well-reconstructed.

V. CONCLUSION
In this manuscript, a compact handheld imager is presented.
The presented scanner hybridizes a state-of-the-art freehand
imaging system with an stereoscopic camera capable of per-
forming simultaneous localization and mapping, enabling
the coherent combination of radar measurements to obtain
high-resolution images without the need of external tracking
infrastructure. The proposed system paves the way to the
development of mmWave scanners leveraging the sensors
included in modern smartphones, opening a wide-range of
applications.

The performance of the proposed handheld scanner
has been extensively evaluated through different measure-
ments, and the achieved results were compared with those
retrieved considering the tracking information provided by a
high-accuracy infrared motion capture system, showing that,
although the reflectivity images obtained with the presented
handheld scanner are slightly noisier than the reference ones,
the quality is still good.
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