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Foreword

It is with great pleasure that we present the Proceedings of the 26th Congress of Differential Equations and Appli-
cations / 16th Congress of Applied Mathematics (XXVI CEDYA / XVI CMA), the biennial congress of the Spanish
Society of Applied Mathematics SEeMA, which is held in Gijón, Spain from June 14 to June 18, 2021.

In this volume we gather the short papers sent by some of the almost three hundred and twenty communications
presented in the conference. Abstracts of all those communications can be found in the abstract book of the
congress. Moreover, full papers by invited lecturers will shortly appear in a special issue of the SEeMA Journal.

The first CEDYA was celebrated in 1978 in Madrid, and the first joint CEDYA / CMA took place in Málaga in
1989. Our congress focuses on different fields of applied mathematics: Dynamical Systems and Ordinary Differ-
ential Equations, Partial Differential Equations, Numerical Analysis and Simulation, Numerical Linear Algebra,
Optimal Control and Inverse Problems and Applications of Mathematics to Industry, Social Sciences, and Biol-
ogy. Communications in other related topics such as Scientific Computation, Approximation Theory, Discrete
Mathematics and Mathematical Education are also common.

For the last few editions, the congress has been structured in mini-symposia. In Gijón, we will have eighteen
minis-symposia, proposed by different researchers and groups, and also five thematic sessions organized by the
local organizing committee to distribute the individual contributions. We will also have a poster session and ten
invited lectures. Among all the mini-symposia, we want to highlight the one dedicated to the memory of our
colleague Francisco Javier “Pancho” Sayas, which gathers two plenary lectures, thirty-six talks, and more than
forty invited people that have expressed their wish to pay tribute to his figure and work.

This edition has been deeply marked by the COVID-19 pandemic. First scheduled for June 2020, we had to
postpone it one year, and move to a hybrid format. Roughly half of the participants attended the conference online,
while the other half came to Gijón. Taking a normal conference and moving to a hybrid format in one year has
meant a lot of efforts from all the parties involved. Not only did we, as organizing committee, see how much of the
work already done had to be undone and redone in a different way, but also the administration staff, the scientific
committee, the mini-symposia organizers, and many of the contributors had to work overtime for the change.

Just to name a few of the problems that all of us faced: some of the already accepted mini-symposia and
contributed talks had to be withdrawn for different reasons (mainly because of the lack of flexibility of the funding
agencies); it became quite clear since the very first moment that, no matter how well things evolved, it would be
nearly impossible for most international participants to come to Gijón; reservations with the hotels and contracts
with the suppliers had to be cancelled; and there was a lot of uncertainty, and even anxiety could be said, until we
were able to confirm that the face-to-face part of the congress could take place as planned.

On the other hand, in the new open call for scientific proposals, we had a nice surprise: many people that would
have not been able to participate in the original congress were sending new ideas for mini-symposia, individual
contributions and posters. This meant that the total number of communications was about twenty percent greater
than the original one, with most of the new contributions sent by students.

There were almost one hundred and twenty students registered for this CEDYA / CMA. The hybrid format
allows students to participate at very low expense for their funding agencies, and this gives them the opportunity
to attend different conferences and get more merits. But this, which can be seen as an advantage, makes it harder
for them to obtain a full conference experience. Alfréd Rényi said: “a mathematician is a device for turning coffee
into theorems”. Experience has taught us that a congress is the best place for a mathematician to have a lot of
coffee. And coffee cannot be served online.

In Gijón, June 4, 2021

The Local Organizing Committee from the Universidad de Oviedo
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On volume constraint problems related to the fractional Laplacian
J. C. Bellido1 and Alejandro Ortega2

1. Universidad de Castilla–La Mancha, Spain, josecarlos.bellido@uclm.es
2. Universidad Carlos III de Madrid, Spain, alortega@math.uc3m.es

Abstract
In this work we study volume constraint problems involving the nonlocal operator (−Δ)𝑠𝛿 depending upon a

parameter 𝛿 > 0 called horizon. We analyze the associated linear and spectral problems and the behavior of these
volume constraint problems when 𝛿→ 0+ and 𝛿→ +∞. We prove spectral convergence to the classical Laplacian
as 𝛿→ 0+ under a suitable scaling and spectral convergence to the fractional Laplacian as 𝛿→ +∞.

1. Introduction
We study volume constraint elliptic problems driven by a nonlocal operator closely related to the well-known
fractional Laplace operator. In particular, given an open bounded domain Ω ⊂ R𝑁 with Lipschitz boundary and
𝛿 > 0, a parameter called horizon, let us define the problem{ (−Δ)𝑠𝛿𝑢 = 𝑓 in Ω,

𝑢 = 0 on 𝜕𝛿Ω,
(𝑃𝑠𝛿)

where,
(−Δ)𝑠𝛿𝑢(𝑥) = 𝑐𝑁 ,𝑠𝑃.𝑉.

∫
𝐵 (𝑥, 𝛿)

𝑢(𝑥) − 𝑢(𝑦)
|𝑥 − 𝑦 |𝑛+2𝑠 𝑑𝑦,

with 𝑐𝑁 ,𝑠 =
22𝑠𝑠Γ ( 𝑁2 +𝑠)
𝜋
𝑁
2 Γ (1−𝑠)

a normalization constant and 𝜕𝛿Ω the nonlocal boundary given by

𝜕𝛿Ω = {𝑦 ∈ R𝑁 \Ω : |𝑥 − 𝑦 | < 𝛿 for some 𝑥 ∈ Ω}.

Nonlocal and fractional elliptic problems have attracted a great attention in the mathematical community in the
last decades, coming from fields as nonlocal diffusion [4, 13], statistical mechanics [2] and continuum mechanics,
including peridynamics, [17, 20, 25]. Nonlocal variational problems are also important in the characterization of
Sobolev spaces [9,18,21]. Interesting surveys on the fractional Laplacian and nonlocal elliptic problems are [19,22].
The operator (−Δ)𝑠𝛿 is not new, and it has been addressed in different studies in the literature before. In

view of the definition of (−Δ)𝑠𝛿 , it is clear that long-range interactions are neglected and only those exerted at
distance smaller than 𝛿 > 0 are taken into account, i.e., the horizon 𝛿 > 0 represents the range of interactions.
In this sense, the operator (−Δ)𝑠𝛿 , pertaining to the class of nonlocal elliptic operators, it is clearly inspired by
peridynamics, where the elastic energy is computed through a double integral of a pairwise potential function, and
it could actually be seen as a peridynamic fractional Laplacian. Peridynamics is a nonlocal continuum model for
Solid Mechanics proposed by Silling, cf. [25]. The main difference with classical theory relies on the nonlocality,
reflected in the fact that points separated by a positive distance exert a force upon each other. Since the use of
gradients is avoided, peridynamics is a suitable framework for problems where discontinuities, such as fractures,
appear naturally. In [16] a numerical study comparing (−Δ)𝑠𝛿 with the fractional Laplacian, the spectral fractional
Laplacian and the regional Laplacian is performed. In [1], the Fourier multiplier associated to (−Δ)𝑠𝛿 is computed
and, as a consequence, convergence of (−Δ)𝑠𝛿𝑢(𝑥) to (−Δ)𝑢(𝑥), for sufficiently smooth 𝑢, is obtained as 𝛿→ 0+ or
𝑠→ 1−. Also, (−Δ)𝑠𝛿 was studied in [14] in connection with the fractional Laplacian, (−Δ)𝑠 = (−Δ)𝑠∞, and with the
motivation of computing numerical approximations. Notice that taking the limit as 𝛿 → +∞ one recovers, at least
formally, the usual nonlocal elliptic problem driven by the fractional Laplace operator with boundary condition on
the complementary of the domain Ω.
In this work the limit properties of (−Δ)𝑠𝛿 , both as 𝛿 → 0+ and as 𝛿 → +∞, are addressed. In particular,

by means of Γ-convergence techniques, we show, cf. [7], convergence of solutions and spectral stability, i.e.,
convergence of eigenvalues and eigenfunctions, to the classical Laplacian and to the fractional Laplacian as 𝛿→ 0+
and as 𝛿→ +∞ respectively. Therefore, the operator (−Δ)𝑠𝛿 can be seen as an intermediate operator in between the
local Laplacian and the fractional Laplacian.
The results for the case 𝛿 → 0+ rely on a general Γ-convergence result from [6], while the results for the case

𝛿→ +∞ are based on Γ-convergence properties of monotone sequences.
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Closely related to our work is [3], where spectral stability as 𝛿 → 0+ for certain nonlocal problems is shown
without explicitly appealing to Γ-convergence. The advantage of the Γ-convergence approach is its adaptability to
a nonlinear setting. Regarding this nonlinear setting, the spectral convergence of the fractional 𝑝 -Laplacian to the
classical 𝑝 -Laplacian as 𝑠 → 1− is shown, by means of Γ-convergence techniques, in [11]. We extend the results
of this work about spectral behavior to the nonlinear case dealing with the peridynamic fractional 𝑝-Laplacian
in [8], where we obtain analogous results to those of [11] regarding the fractional 𝑝-Laplacian.

2. Preliminaries
LetΩ ⊂ R𝑁 be a regular bounded domain and consider the Sobolev space 𝐻𝑠 (Ω) = {𝑣 ∈ 𝐿2 (Ω) : ‖𝑣‖𝐻 𝑠 (Ω) < ∞},
where ‖𝑣‖2

𝐻 𝑠 (Ω) = ‖𝑣‖2𝐿2 (Ω) + |𝑣 |2𝐻 𝑠 (Ω) being | · |𝐻 𝑠 (Ω) the Gagliardo semi-norm,

|𝑣 |2𝐻 𝑠 (Ω) =
∫
Ω

∫
Ω

|𝑣(𝑥) − 𝑣(𝑦) |2
|𝑥 − 𝑦 |𝑁+2𝑠 𝑑𝑦𝑑𝑥.

Next, denoting by Ω𝑐 = R𝑁 \Ω, let us set the energy space H 𝑠
0 (Ω) = {𝑣 ∈ 𝐻𝑠 (R𝑁 ) : 𝑣 = 0 on Ω𝑐} endowed with

the norm inherited from 𝐻𝑠 (R𝑁 ). Let us note that, given 𝑣 ∈ H 𝑠
0 (Ω), although 𝑣 = 0 on Ω𝑐 , the norms ‖𝑣‖𝐻 𝑠 (Ω)

and ‖𝑣‖H𝑠0 (Ω) are not the same. Indeed, denoting by D =
(
R𝑁 × R𝑁 ) ∖ (

Ω𝑐 × Ω𝑐
)
, we have the strict inclusion

Ω ×Ω ( D. Then, the norm ‖ · ‖H𝑠0 (Ω) takes into account the interaction between Ω and Ω𝑐 , i.e.,

‖𝑣‖2H𝑠0 (Ω) = ‖𝑣‖
2
𝐻 𝑠 (R𝑁 ) = ‖𝑣‖2𝐿2 (Ω) +

∬
D

|𝑣(𝑥) − 𝑣(𝑦) |2
|𝑥 − 𝑦 |𝑁+2𝑠 𝑑𝑦𝑑𝑥.

Therefore, the space H 𝑠
0 (Ω) is the appropriate space to deal with homogeneous elliptic boundary value problems

involving the fractional Laplace operator,

(−Δ)𝑠∞𝑢(𝑥) = 𝑐𝑁 ,𝑠𝑃.𝑉.
∫
R𝑁

𝑢(𝑥) − 𝑢(𝑦)
|𝑥 − 𝑦 |𝑁+2𝑠 𝑑𝑦.

On the other hand, by the fractional Sobolev inequality, cf. [15, Th. 6.5], we can renormize the spaceH 𝑠
0 (Ω) and

consider it endowed with the norm

|||𝑣 |||2H𝑠0 =
∬
D

|𝑣(𝑥) − 𝑣(𝑦) |2
|𝑥 − 𝑦 |𝑁+2𝑠 𝑑𝑦𝑑𝑥.

Next, given an horizon 𝛿 > 0, let us define the (nonlocally) completed domain Ω𝛿 = Ω ∪ 𝜕𝛿Ω, and the energy
space H𝑠 (Ω𝛿) = {𝑣 ∈ 𝐿2 (Ω𝛿) : ‖𝑣‖H𝑠 (Ω𝛿 ) < ∞} where ‖𝑣‖2H𝑠 (Ω𝛿 ) = ‖𝑣‖

2
𝐿2 (Ω𝛿 ) + |𝑣 |

2
H𝑠 (Ω𝛿 ) with

|𝑣 |2H𝑠 (Ω𝛿 ) =
∫
Ω𝛿

∫
Ω𝛿∩𝐵 (𝑥, 𝛿)

|𝑣(𝑥) − 𝑣(𝑦) |2
|𝑥 − 𝑦 |𝑁+2𝑠 𝑑𝑦𝑑𝑥.

Note that, because of [5, Prop. 6.1], the spaces H𝑠 (Ω𝛿) and 𝐻𝑠 (Ω𝛿) are isomorphic. In order to deal with the
boundary value problem 𝑃𝑠𝛿 , we define the energy space H

𝛿,𝑠
0 (Ω) = {𝑣 ∈ H𝑠 (Ω𝛿) : 𝑣 ≡ 0 on 𝜕𝛿Ω} endowed

with the norm inherited from H𝑠 (Ω𝛿). Let us notice that, given a function 𝑣 ∈ H𝛿,𝑠0 (Ω), although we have
𝑣 = 0 on 𝜕𝛿Ω = Ω𝛿\Ω, the norms ‖𝑣‖H𝑠 (Ω) and ‖𝑣‖H𝛿,𝑠0 (Ω) are not the same. Indeed, if 𝑣 = 0 on 𝜕𝛿Ω, since
H𝑠 (Ω) = {𝑣 ∈ 𝐿2 (Ω) : ‖𝑣‖H𝑠 (Ω) < ∞} with ‖𝑣‖2H𝑠 (Ω) = ‖𝑣‖2𝐿2 (Ω) + |𝑣 |2𝐻 𝑠 (Ω) and

‖𝑣‖2
H𝛿,𝑠0 (Ω)

= ‖𝑣‖2
𝐿2 (Ω) +

∬
D𝛿

|𝑣(𝑥) − 𝑣(𝑦) |2
|𝑥 − 𝑦 |𝑁+2𝑠 𝑑𝑦𝑑𝑥,

withD𝛿 =
(
Ω𝛿×

(
Ω𝛿∩𝐵(𝑥, 𝛿)

) )∖ (
𝜕𝛿Ω×

(
𝜕𝛿Ω∩𝐵(𝑥, 𝛿)

) )
, we have the strict inclusion

(
Ω×(Ω∩𝐵(𝑥, 𝛿))) ( D𝛿 .

Hence, the norm ‖ · ‖H𝛿,𝑠0 (Ω) takes into account the interaction between Ω and 𝜕𝛿Ω in the sense that

|𝑣 |2H𝑠 (Ω𝛿 ) = |𝑣 |
2
𝐻 𝑠 (Ω) +

∫
𝜕𝛿Ω

∫
Ω∩𝐵 (𝑥, 𝛿)

|𝑣(𝑦) |2
|𝑥 − 𝑦 |𝑁+2𝑠 𝑑𝑦𝑑𝑥 +

∫
Ω

∫
𝜕𝛿Ω∩𝐵 (𝑥, 𝛿)

|𝑣(𝑥) |2
|𝑥 − 𝑦 |𝑁+2𝑠 𝑑𝑦𝑑𝑥.

Therefore, the space H𝛿,𝑠0 (Ω) is the appropriate space to deal with homogeneous elliptic boundary value problems
involving the operator (−Δ)𝑠𝛿 . Moreover, comparing the norms ‖ · ‖H𝑠0 (Ω) and ‖ · ‖H𝛿,𝑠0 (Ω) we observe that 𝜕𝛿Ω
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plays the role of Ω𝑐 . Indeed, the sets Ω𝛿 and Ω𝛿 ∩ 𝐵(𝑥, 𝛿) will lead to the complete space R𝑁 for 𝛿 → +∞, the
set Ω∩ 𝐵(𝑥, 𝛿) will eventually reach the set Ω for 𝛿 > 0 big enough and the sets 𝜕𝛿Ω and 𝜕𝛿Ω∩ 𝐵(𝑥, 𝛿) will reach
Ω𝑐 for 𝛿→ +∞. In fact, D𝛿1 ⊂ D𝛿2 for 𝛿1 < 𝛿2 and D𝛿 → D as 𝛿→ +∞.
Due to [5, Prop. 6.1] and [5, Lem. 6.2], we have |𝑣 |H𝑠 (Ω𝛿 ) ≤ ‖𝑣‖H𝑠 (Ω𝛿 ) ≤ 𝑐 |𝑣 |H𝑠 (Ω𝛿 ) , for a positive constant 𝑐 ∈ R
and, then, we can renormize the space H𝛿,𝑠0 (Ω) and consider it endowed with the norm

|||𝑣 |||2
H𝛿,𝑠0

=
∫
Ω𝛿

∫
Ω𝛿∩𝐵 (𝑥, 𝛿)

|𝑣(𝑥) − 𝑣(𝑦) |2
|𝑥 − 𝑦 |𝑁+2𝑠 𝑑𝑦𝑑𝑥.

As a consequence, we have the following, cf. [7, Lem. 2] and [7, Lem. 4] respectively.

Lemma 2.1 The space H𝛿,𝑠0 (Ω) is a Hilbert space endowed with norm |||·|||H𝛿,𝑠0 induced by the scalar product

〈𝑢, 𝑣〉H𝛿,𝑠0 =
∫
Ω𝛿

∫
Ω𝛿∩𝐵 (𝑥, 𝛿)

(𝑢(𝑥) − 𝑢(𝑦)) (𝑣(𝑥) − 𝑣(𝑦))
|𝑥 − 𝑦 |𝑁+2𝑠 𝑑𝑦𝑑𝑥.

Analyze convergence phenomena for 𝛿→ +∞ will require to study the relation betweenH 𝑠
0 (Ω) and H𝛿,𝑠0 (Ω).

Lemma 2.2 For any 𝛿 > 0, the spaces H𝛿,𝑠0 (Ω) andH 𝑠
0 (Ω) are isomorphic. In particular, there exists a constant

𝐶 = 𝐶 (𝛿) > 1 such that 𝐶 (𝛿) → 1 as 𝛿→ +∞ and

|||·|||2
H𝛿,𝑠0
≤ |||·|||2H𝑠0 ≤ 𝐶 (𝛿) |||·|||

2
H𝛿,𝑠0

for all 𝛿 > 0.

Now we make precise the definition of weak solution of problem 𝑃𝑠𝛿 .

Definition 2.3 We say that 𝑢 ∈ H𝛿,𝑠0 (Ω) is a weak solution to problem 𝑃𝑠𝛿 if, for all 𝑣 ∈ H𝛿,𝑠0 (Ω),
𝑐𝑁 ,𝑠
2
〈𝑢, 𝑣〉H𝛿,𝑠0 = 〈 𝑓 , 𝑣〉𝐿2 (Ω) .

3. Main Results

We present now the main results of the work. To that end, let us set 𝜅(𝑁, 𝑠) = 4𝑁 (1−𝑠)
𝜎𝑁−1𝑐𝑁,𝑠 with 𝜎𝑁−1 the surface of

the unitary sphere S𝑁−1 and 𝜕∞Ω = R𝑁 \Ω and consider the following problems,

𝑅𝑃𝑠𝛿 ≡
{
(−Δ)𝑠𝛿𝑢 = 𝛿2(1−𝑠)

𝜅 (𝑁 ,𝑠) 𝑓 in Ω,
𝑢 = 0 on 𝜕𝛿Ω,

𝑃10 ≡
{ (−Δ)𝑢 = 𝑓 in Ω,

𝑢 = 0 on 𝜕Ω, and 𝑃𝑠∞ ≡
{ (−Δ)𝑠∞𝑢 = 𝑓 in Ω,

𝑢 = 0 on 𝜕∞Ω,

Our main results regarding the linear problems are the following, cf. [7, Th. 2] and [7, Th. 3].

Theorem 3.1 Let 𝑢𝛿,𝑠 and 𝑢0,1 be the solutions of 𝑅𝑃𝑠𝛿 and 𝑃
1
0 respectively. Then, up to a subsequence,

𝑢𝛿,𝑠 → 𝑢0,1 in 𝐿2 (Ω) as 𝛿→ 0+.

Theorem 3.2 Let 𝑢𝛿,𝑠 and 𝑢∞,𝑠 be the solutions of 𝑃𝑠𝛿 and 𝑃
𝑠∞ respectively. Then, up to a subsequence,

𝑢𝛿,𝑠 → 𝑢∞,𝑠 in 𝐿2 (Ω) as 𝛿→ +∞.

We continue with existence and stability issues for the eigenvalue problem{ (−Δ)𝑠𝛿𝜑 = 𝜆𝜑 in Ω,
𝜑= 0 on 𝜕𝛿Ω.

(𝐸𝑃𝑠𝛿)

Using [5, Prop. 6.1, Lem. 6.2] and following [24, Prop. 9], we prove the following, cf. [7, Prop. 2].

Proposition 3.3 Let 𝛿 > 0, 𝑠 ∈ (0, 1), 𝑁 > 2𝑠 and Ω ⊂ R𝑁 an open bounded set with Lipschitz boundary. Then,
the following hold:
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1. Problem 𝐸𝑃𝑠𝛿 has a first positive eigenvalue that can be characterized as

𝜆𝛿,𝑠1 = min
𝑢∈H𝛿,𝑠0 (Ω)
‖𝑢 ‖𝐿2 (Ω)=1

𝑐𝑁 ,𝑠
2
|||𝑢 |||2

H𝛿,𝑠0
=
𝑐𝑁 ,𝑠
2

���������𝜑𝛿,𝑠1
���������2
H𝛿,𝑠0

,

where 𝜑𝛿,𝑠1 ∈ H𝛿,𝑠0 (Ω), is a nonnegative eigenfunction. In addition, the first eigenvalue 𝜆𝛿,𝑠1 is simple.

2. The eigenvalues of 𝐸𝑃𝑠𝛿 are a countable set {𝜆𝛿,𝑠𝑘 }𝑘∈N satisfying

0 < 𝜆𝛿,𝑠1 < 𝜆𝛿,𝑠2 ≤ . . . ≤ 𝜆𝛿,𝑠𝑘 ≤ . . . and 𝜆𝛿,𝑠𝑘 → +∞ as 𝑘 → +∞.

Furthermore, for any 𝑘 ∈ N, 𝑘 ≥ 2 the eigenvalues can be characterized as

𝜆𝛿,𝑠𝑘 = min
𝑢∈P𝛿

𝑘
‖𝑢 ‖𝐿2 (Ω)=1

𝑐𝑁 ,𝑠
2
|||𝑢 |||2

H𝛿,𝑠0
=
𝑐𝑁 ,𝑠
2

���������𝜑𝛿,𝑠𝑘
���������2
H𝛿,𝑠0

.

where P𝛿𝑘 = {𝑢 ∈ H𝛿,𝑠0 (Ω) : 〈𝑢, 𝜑𝛿,𝑠𝑗 〉H𝛿,𝑠0 = 0, 𝑗 = 1, . . . , 𝑘 − 1} and an eigenfunction 𝜑𝛿,𝑠𝑘 ∈ P𝛿𝑘 .

3. The set of eigenfunctions {𝜑𝛿,𝑠𝑘 }𝑘∈N is an orthogonal basis of H𝛿,𝑠0 (Ω) and an orthonormal basis of 𝐿2 (Ω).

4. For any 𝑘 ∈ N, the eigenvalue 𝜆𝛿,𝑠𝑘 has finite multiplicity, 1 ≤ 𝑚 𝛿,𝑠𝑘 < ∞ for all 𝑘 ∈ N.
Moreover, arguing as in [23, Prop. 4], we also deduce the following, cf. [7, Lem. 5].

Lemma 3.4 Let 𝜑𝛿,𝑠𝑘 ∈ H𝛿,𝑠0 (Ω) be an eigenfunction of 𝐸𝑃𝑠𝛿 , then 𝜑𝛿,𝑠𝑘 ∈ 𝐿∞ (Ω) for any 𝑘 ∈ N.
Finally, we present the main results about the behavior of 𝐸𝑃𝑠𝛿 when 𝛿 → 0+ and 𝛿 → +∞. To that end, let us

consider the eigenvalue problems,

𝐸𝑃10 ≡
{ (−Δ)𝜑 = 𝜆𝜑 in Ω,

𝜑 = 0 on 𝜕Ω,
and 𝐸𝑃𝑠∞ ≡

{ (−Δ)𝑠∞𝜑 = 𝜆𝜑 in Ω,
𝜑 = 0 on R𝑁 \Ω.

It is well known cf. [12] that the problem 𝐸𝑃10 has a countable set of eigenvalues that we denote by {𝜆0,1𝑘 }𝑘∈N
and such that

0 < 𝜆0,11 < 𝜆0,12 ≤ . . . ≤ 𝜆0,1𝑘 ≤ . . . and 𝜆0,1𝑘 → +∞ as 𝑘 → +∞.
Denoting by 𝑚0,1𝑘 the multiplicity of the eigenvalue 𝜆0,1𝑘 , we have 1 ≤ 𝑚0,1𝑘 < ∞ for all 𝑘 ∈ N. Moreover, there
exists a countable set of eigenfunctions {𝜑0,1𝑘 }𝑘∈N that is an orthogonal basis of 𝐻10 (Ω) and an orthonormal basis
of 𝐿2 (Ω). The first eigenvalue is simple and 𝜑0,11 > 0 in Ω.

Concerning the fractional eigenvalue problem, Servadei andValdinoci proved, cf. [24], that 𝐸𝑃𝑠∞ has a countable
set of eigenvalues that we denote by {𝜆∞,𝑠𝑘 }𝑘∈N and such that

0 < 𝜆∞,𝑠1 < 𝜆∞,𝑠2 ≤ . . . ≤ 𝜆∞,𝑠𝑘 ≤ . . . , and 𝜆∞,𝑠𝑘 → +∞ as 𝑘 → +∞.

Denoting by 𝑚∞,𝑠𝑘 the multiplicity of the eigenvalue 𝜆∞,𝑠𝑘 , we have 1 ≤ 𝑚∞,𝑠𝑘 < ∞ for all 𝑘 ∈ N. Moreover, there
exists a countable set of eigenfunctions {𝜑∞,𝑠𝑘 }𝑘∈N that is an orthogonal basis of

H∞,𝑠0 (Ω) =


𝑣 ∈ 𝐿2 (Ω) :

∬
D

|𝑣(𝑥) − 𝑣(𝑦) |2
|𝑥 − 𝑦 |𝑁+2𝑠 𝑑𝑦𝑑𝑥 < ∞, 𝑣 = 0 a.e. on R𝑁 \Ω



,

and an orthonormal basis of 𝐿2 (Ω). The first eigenvalue is also simple and 𝜑∞,𝑠1 ≥ 0 in Ω.

We relate the eigenvalues and eigenfunctions of 𝐸𝑃𝑠𝛿 to those of the eigenvalue problems 𝐸𝑃
1
0 and 𝐸𝑃

𝑠∞ through
the following results, cf. [7, Th. 4] and [7, Th. 5].
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Theorem 3.5 Let {(𝜆𝛿,𝑠𝑘 , 𝜑𝛿,𝑠𝑘 )}𝑘∈N be the set of eigenvalues and eigenfunctions of (−Δ)𝑠𝛿 with homogeneous
Dirichlet boundary condition on 𝜕𝛿Ω and let {(𝜆0,1𝑘 , 𝜑0,1𝑘 )}𝑘∈N be the set of eigenvalues of (−Δ) with homogeneous
Dirichlet boundary condition on 𝜕Ω. Then,

𝜅(𝑁, 𝑠) 𝜆
𝛿,𝑠
𝑘

𝛿2(1−𝑠)
→ 𝜆0,1𝑘 as 𝛿→ 0+,

for 𝜅(𝑁, 𝑠) = 4𝑁 (1−𝑠)
𝜎𝑁−1𝑐𝑁,𝑠 . Moreover, there exists a subsequence (that we do not relabel) such that, for every 𝑘 ∈ N,

𝜑𝛿,𝑠𝑘 → 𝜑0,1𝑘 in 𝐿2 (Ω) as 𝛿→ 0+.

As a consequence, 𝑚 𝛿,𝑠𝑘 → 𝑚0,1𝑘 as 𝛿→ 0+, for any 𝑘 ≥ 1.
As Theorems 3.1 and 3.5 show, even though the fractionality parameter 𝑠 keeps fixed, the local problem driven

by (−Δ) is recovered, under the appropriate rescaling, as 𝛿→ 0+.

Theorem 3.6 Let {(𝜆𝛿,𝑠𝑘 , 𝜑𝛿,𝑠𝑘 )}𝑘∈N be the set of eigenvalues and eigenfunctions of (−Δ)𝑠𝛿 with homogeneous
Dirichlet boundary condition on 𝜕𝛿Ω and let {(𝜆∞,𝑠𝑘 , 𝜑∞,𝑠𝑘 )}𝑘∈N be the set of eigenvalues of (−Δ)𝑠∞ with homoge-
neous Dirichlet boundary condition on R𝑁 \Ω. Then,

𝜆𝛿,𝑠𝑘 → 𝜆∞,𝑠𝑘 as 𝛿→ +∞,

and there exists a subsequence (that we do not relabeled) such that for every 𝑘 ∈ N,

𝜑𝛿,𝑠𝑘 → 𝜑∞,𝑠𝑘 in 𝐿2 (Ω) as 𝛿→ +∞.

As a consequence, 𝑚 𝛿,𝑠𝑘 → 𝑚∞,𝑠𝑘 as 𝛿→∞, for any 𝑘 ≥ 1.

3.1. Γ-convergence
This section includes some results about Γ-convergence that play a crucial role in the proof of the above stated
results. The limit process in the sense of Γ-convergence, denoted by Γ→, is the right concept of limit for variational
problems since, togetherwith equicoercivity or compactness, it implies thatminimizers of 𝐼𝛿 converge tominimizers
of 𝐼 as well as their energies. A nice account on Γ-convergence is provided in [10]. We present now a result about
Γ-convergence of functionals proved in [6] that is the core of the proof of Theorem 3.1 and Theorem 3.5. Let us
consider a functional of the form

𝐼 (𝑢) =
∫
Ω

∫
Ω∩𝐵 (𝑥, 𝛿)

𝜔(𝑥 − 𝑦, 𝑢(𝑥) − 𝑢(𝑦))𝑑𝑦𝑑𝑥,

for a potential function 𝜔(𝑥, 𝑦) : R𝑁 × R ↦→ R verifying that, for some 𝛽 ∈ R, the following limit exists,

𝜔◦ (𝑥, 𝑦) = lim
𝑡→0+

1
𝑡𝛽
𝜔(𝑡𝑥, 𝑡𝑦).

Let 𝜔𝑐 : R𝑁 ↦→ R be the limit density convexification of 𝜔 defined as 𝜔𝑐 = sup{𝑣 : 𝑣 ≤ 𝜔 and 𝑣 convex}, where
𝜔 : R𝑁 ↦→ R is the limit density of 𝜔,

𝜔(𝐹) =
∫
S𝑁−1

𝜔◦ (𝑧, 𝐹𝑧)𝑑𝜎(𝑧).

Under the hypotheses stated below, given the sequence of rescaled functionals

𝐼𝛿 (𝑢) = 𝑁 + 𝛽
𝛿𝑁+𝛽

∫
Ω

∫
Ω∩𝐵 (𝑥, 𝛿)

𝜔(𝑥 − 𝑦, 𝑢(𝑥) − 𝑢(𝑦))𝑑𝑦𝑑𝑥,

we have,
𝐼𝛿 (𝑢) Γ−→ 𝐼0 (𝑢) =

∫
Ω
𝜔𝑐 (∇𝑢)𝑑𝑥.

In particular, the above Γ-convergence is ensured by the next result, that also provides the compactness of uniformly
bounded energy sequences. Let us set Ω̃ = {𝑧 = 𝑥 − 𝑦 : 𝑥, 𝑦 ∈ Ω} and A𝛿 = {𝑣 ∈ 𝐿 𝑝 (Ω) : 𝑣 = 0 on 𝜕𝛿Ω}.
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Theorem 3.7 ( [6, Th. 1]) Let Ω ⊂ R𝑁 be a bounded domain with Lipschitz boundary and 𝜔 : Ω̃ × R ↦→ R
satisfying the hypotheses (H1)-(H2) below. Then, the following holds:

a) Compactness: For each 𝛿 > 0, let 𝑢𝛿 ∈ A𝛿 such that sup
𝛿
𝐼𝛿 (𝑢𝛿) < +∞. Then, there exist 𝑢 ∈ 𝑊1, 𝑝0 (Ω)

such that, for a subsequence, 𝑢𝛿 → 𝑢 strong in 𝐿 𝑝 (Ω) as 𝛿→ 0+.
b) Γ-liminf inequality: For each 𝛿 > 0 let 𝑢𝛿 ∈ A𝛿 and 𝑢 ∈ 𝑊1, 𝑝0 (Ω) such that 𝑢𝛿 → 𝑢 strong in 𝐿 𝑝 (Ω) as

𝛿→ 0+. Then, 𝐼0 (𝑢) ≤ lim inf
𝛿→0+

𝐼𝛿 (𝑢𝛿).

c) Γ-limsup inequality: For each 𝛿 > 0 and 𝑢 ∈ 𝑊1, 𝑝0 (Ω) there exist 𝑢𝛿 ∈ A𝛿 , called recovery sequence, such
that 𝑢𝛿 → 𝑢 strong in 𝐿 𝑝 (Ω) as 𝛿→ 0+ and lim sup

𝛿→0+
𝐼𝛿 (𝑢𝛿) ≤ 𝐼0 (𝑢).

For a general potential function𝜔(𝑥, 𝑦) the hypotheses of Theorem 3.7 are quite involved but, if𝜔(𝑥, 𝑦) = 𝑓 (𝑥)𝑔(𝑦)
for 𝑓 a Lebesgue measurable function and 𝑔 a Borel measurable and convex function, the necessary hypotheses
are:

H1) There exists constants 𝑐0, 𝑐1 > 0 and ℎ ∈ 𝐿1 (S𝑁−1) with ℎ ≥ 0 such that, for some 1 < 𝑝 < +∞ and
0 ≤ 𝛼 < 𝑁 + 𝑝,

𝑐0
|𝑦 |𝑝
|𝑥 |𝛼 ≤ 𝑓 (𝑥)𝑔(𝑦) ≤ 𝑐1ℎ

(
𝑥

|𝑥 |

) |𝑦 |𝑝
|𝑥 |𝛼 for 𝑥 ∈ Ω̃, 𝑦 ∈ R.

H2) The functions 𝑓 ◦ (𝑥) = lim
𝑡→0+

𝑡𝛼 𝑓 (𝑡𝑥) and 𝑔◦ (𝑦) = lim
𝑡→0+

1
𝑡 𝑝 𝑔(𝑡𝑦), are continuous and, for each compact 𝐾 ⊂ R,

lim
𝑡→0+

sup
𝑥∈S𝑁−1

|𝑡𝛼 𝑓 (𝑡𝑥) − 𝑓 ◦ (𝑥) | = 0 and lim
𝑡→0+

sup
𝐾 ⊂R
| 1
𝑡 𝑝
𝑔(𝑡𝑦) − 𝑔◦ (𝑦) | = 0.

The following is a straightforward consequence, cf. [10], of the Γ-convergence and the compactness provided by
Theorem 3.7. Notice that under previous hypothesis existence of minimizers for 𝐼𝛿 is guaranteed, cf. [5].

Corollary 3.8 In the conditions of Theorem 3.7, let 𝑢𝛿 ∈ H𝛿,𝑠0 (Ω) be a minimizer of 𝐼𝛿 , for any 𝛿 > 0. Then, there
exists 𝑢0 ∈ 𝐻10 (Ω) a minimizer of 𝐼0 such that, up to a subsequence,

𝑢𝛿 → 𝑢0 strong in 𝐿2 (Ω) as 𝛿→ 0+ and 𝐼𝛿 (𝑢𝛿) → 𝐼0 (𝑢0) as 𝛿→ 0+.

3.2. Taking the horizon 𝛿→ 0+
One of the main steps to prove Theorem 3.1 and Theorem 3.5 is the following result, cf. [7, Lem. 6], concerning
the Γ-convergence of the energy functional defining the eigenvalues. Among other things, it shows that, up to the
appropriate scaling, all the functionals 𝐼𝛿,𝑠 will Γ-converge to the same Γ-limit independently of 𝑠.

Lemma 3.9 Let us consider the scaled functional

𝐼𝛿,𝑠 (𝑢) = 2(1 − 𝑠)
𝛿2(1−𝑠)

∫
Ω𝛿

∫
Ω𝛿∩𝐵 (𝑥, 𝛿)

|𝑢(𝑥) − 𝑢(𝑦) |2
|𝑥 − 𝑦 |𝑁+2𝑠 𝑑𝑦𝑑𝑥,

defined on H𝛿,𝑠0 (Ω). Then, the Γ-limit of 𝐼𝛿,𝑠 (𝑢) as 𝛿→ 0+ is given by

𝐼0 (𝑢) = 𝜎𝑁−1
𝑁

∫
Ω
|∇𝑢(𝑥) |2𝑑𝑥.

The proof of Theorem 3.1 follows from Lemma 3.9 and Corollary 3.8. To prove Theorem 3.5, we use Lemma
3.9 and Corollary 3.8, from where we get the convergence of the first eigenvalue under the appropriate scaling,
namely,

𝜅(𝑁, 𝑠) 𝜆
𝛿,𝑠
1

𝛿2(1−𝑠)
→ 𝜆0,11 as 𝛿→ 0+.

Moreover, we also get 𝜑𝛿,𝑠1 → 𝜑0,11 strong in 𝐿2 (Ω) as 𝛿 → 0+. Next, we construct a recovery sequence by
projecting appropriately on the second eigenspace P𝛿2 = {𝑢 ∈ H𝛿,𝑠0 (Ω) : 〈𝑢, 𝜑𝛿,𝑠1 〉H𝛿,𝑠0 = 0}. Thanks to the strong
𝐿2 (Ω)-convergence of the first eigenfunction the convergence of the second eigenvalue and the second eigenfunction
follows. To conclude we argue inductively.
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In order to clarify why the scaling in Γ-convergence result is natural in our context, it is of interest to deduce
from the classical localization result of Bourgain, Brezis and Mironescu the upper bound

lim
𝛿→0+

𝜅(𝑁, 𝑠)
𝛿2(1−𝑠)

𝜆𝛿,𝑠1 ≤ 𝜆0,11 .

Let {𝜌𝑛 (𝑥)}𝑛∈N be a sequence of radial mollifiers, i.e.,

𝜌𝑛 (𝑥) = 𝜌𝑛 ( |𝑥 |), 𝜌𝑛 (𝑥) ≥ 0 and
∫

𝜌𝑛 (𝑥)𝑑𝑥 = 1 and satisfying lim
𝑛→∞

∫ ∞

𝜀
𝜌𝑛 (𝑟)𝑟𝑁−1 = 0 ∀𝜀 > 0.

Theorem 3.10 ( [9, Th. 2]) Assume 𝑢 ∈ 𝐿 𝑝 (Ω), 1 < 𝑝 < ∞. Then, for a constant 𝐶 = 𝐶 (𝑁, 𝑝) > 0, we have

lim
𝑛→∞

∫
Ω

∫
Ω

|𝑢(𝑥) − 𝑢(𝑦) |𝑝
|𝑥 − 𝑦 |𝑝 𝜌𝑛 (𝑥 − 𝑦)𝑑𝑦𝑑𝑥 = 𝐶

∫
Ω
|∇𝑢 |𝑝𝑑𝑥.

with the convention that
∫
Ω
|∇𝑢 |𝑝𝑑𝑥 = ∞ if 𝑢 ∉ 𝑊1, 𝑝 (Ω).

Since 𝐻10 (Ω) ⊂ H𝛿,𝑠0 (Ω) for all 𝛿 > 0, we have

𝜆𝛿,𝑠1 = min
𝑢∈H𝛿,𝑠0 (Ω)
‖𝑢 ‖𝐿2 (Ω)=1

𝑐𝑁 ,𝑠
2

∫
Ω𝛿

∫
Ω𝛿∩𝐵 (𝑥, 𝛿)

|𝑢(𝑥) − 𝑢(𝑦) |2
|𝑥 − 𝑦 |𝑁+2𝑠 𝑑𝑦𝑑𝑥 ≤ 𝑐𝑁 ,𝑠

2

∫
Ω𝛿

∫
Ω𝛿∩𝐵 (𝑥, 𝛿)

|𝜓 𝛿1 (𝑥) − 𝜓 𝛿1 (𝑦) |2
|𝑥 − 𝑦 |𝑁+2𝑠 𝑑𝑦𝑑𝑥,

being 𝜓 𝛿1 the first eigenfunction 𝜑
0,1
1 of the Laplace operator (𝐿2 (Ω)-normalized) extended by zero on 𝜕𝛿Ω. In

order to apply Theorem 3.10, let us rewrite the above inequality as

𝜆𝛿,𝑠1 ≤
∫
Ω𝛿

∫
Ω𝛿

|𝜓 𝛿1 (𝑥) − 𝜓 𝛿1 (𝑦) |2
|𝑥 − 𝑦 |2 𝜌𝛿 ( |𝑥 − 𝑦 |)𝑑𝑦𝑑𝑥,

with 𝜌𝛿 (𝑧) =
𝑐𝑁 ,𝑠
2

𝜒𝐵 (0, 𝛿) ( |𝑧 |)
|𝑧 |𝑁+2(𝑠−1) and 𝜒𝐴 the characteristic function of the set 𝐴. Since∫

𝜌𝛿 (𝑧)𝑑𝑧 =
𝜎𝑁−1𝑐𝑁 ,𝑠
4(1 − 𝑠) 𝛿

2(1−𝑠) ,

the sequence of radial mollifiers 𝜌𝛿 (𝑧) =
4(1 − 𝑠)
𝜎𝑁−1

1
𝛿2(1−𝑠)

𝜒𝐵 (0, 𝛿) ( |𝑧 |)
|𝑧 |𝑁+2(𝑠−1) satisfy the hypotheses of Theorem 3.10.

Then, because of Theorem 3.10, we conclude

lim
𝛿→0+

4(1 − 𝑠)
𝜎𝑁−1𝑐𝑁 ,𝑠

𝜆𝛿,𝑠1
𝛿2(1−𝑠)

≤ lim
𝛿→0+

∫
Ω𝛿

∫
Ω𝛿

|𝜓 𝛿1 (𝑥) − 𝜓 𝛿1 (𝑦) |2
|𝑥 − 𝑦 |2 𝜌𝛿 ( |𝑥 − 𝑦 |)𝑑𝑦𝑑𝑥 = 𝐶

∫
Ω
|∇𝜑0,11 |2𝑑𝑥,

since 𝜓1 = 0 on 𝜕𝛿0Ω and 𝜓1 = 𝜑
0,1
1 in Ω. Since for 𝑝 = 2 the constant 𝐶 = 𝐶 (𝑁, 𝑝) appearing in Theorem 3.10

takes the value 𝐶 (𝑁, 2) = 1
𝑁 , taking in mind that ‖𝜑0,11 ‖𝐿2 (Ω) = 1, the desired bound follows.

3.3. Taking the horizon 𝛿→ +∞
Because of the definition of the operator (−Δ)𝑠𝛿 , as a restriction of the fractional Laplacian, it is plausible that if we
take 𝛿→ +∞ one recovers the definition of the standard fractional Laplacian, namely,

lim
𝛿→+∞

(−Δ)𝑠𝛿𝑢(𝑥) = 𝑐𝑁 ,𝑠𝑃.𝑉.
∫
R𝑁

𝑢(𝑥) − 𝑢(𝑦)
|𝑥 − 𝑦 |𝑁+2𝑠 𝑑𝑦.

A result in this line was given in [14, Th. 3.1], where it is showed the explicit convergence rate

‖𝑢𝛿,𝑠 − 𝑢∞,𝑠 ‖H𝛿,𝑠0 ≤
𝑐

(𝛿 − 𝐼)2𝑠 ‖𝑢
∞,𝑠 ‖𝐿2 (Ω) ,

being 𝑢𝛿,𝑠 and 𝑢∞,𝑠 the solutions of 𝑃𝑠𝛿 and 𝑃
𝑠∞ respectively, 𝑐 > 0 is a constant independent of 𝛿 and 𝐼 = 𝐼 (Ω)

a constant depending on the diameter of Ω. This is an important result from the point of view of the numerical
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approximation of problems involving the fractional Laplacian but its proof strongly relies on the linearity of the
problem 𝑃𝑠𝛿 . Instead, the proof of Theorem 3.2 and Theorem 3.6 are based on a general result about Γ-convergence
that works for both the linear and nonlinear setting. We exploit this advantage to address the 𝑝 -fractional Laplacian
case, cf. [8], and extend the results of this work to the nonlinear setting.
The following Γ-convergence result, cf. [7, Lem. 7], is in the core of the proofs of Theorems 3.2 and Theorem

3.6. This result is analogous to Lemma 3.9 in relation to the proofs of Theorem 3.1 and Theorem 3.5.

Lemma 3.11 Let us consider the functional

E𝛿,𝑠 (𝑢) =
∫
Ω𝛿

∫
Ω𝛿∩𝐵 (𝑥, 𝛿)

|𝑢(𝑥) − 𝑢(𝑦) |2
|𝑥 − 𝑦 |𝑁+2𝑠 𝑑𝑦𝑑𝑥.

defined on H𝛿,𝑠0 (Ω). Then, the Γ-limit of E𝛿,𝑠 (𝑢) is given by

E∞,𝑠 (𝑢) =
∫
R𝑁

∫
R𝑁

|𝑢(𝑥) − 𝑢(𝑦) |2
|𝑥 − 𝑦 |𝑁+2𝑠 𝑑𝑦𝑑𝑥 as 𝛿→ +∞.

The above Lemma is an easy consequence of the monotonicity in 𝛿 > 0 of the sequence of functionals E𝛿,𝑠 (𝑢)
and Γ-convergence properties. Indeed, since the sequence of functionals E𝛿,𝑠 (𝑢) with 𝛿 → +∞ is a monotone
increasing sequence and functionals E𝛿,𝑠 are lower semicontinuous, cf. [5], because of [10, Remark 1.40], we
conclude E𝛿,𝑠 (𝑢) Γ→ E∞,𝑠 (𝑢) as 𝛿→ +∞.
The proof of Theorem 3.2 follows from Lemma 3.11 combined with the monotonicity in 𝛿 > 0 together with

Lemma 2.2, the compact embedding of H 𝑠
0 (Ω) into 𝐿2 (Ω), cf. [15, Cor. 7.2], and the fact that Γ-convergence

implies the convergence of the minimizers.
The proof of Theorem 3.6 follows by combining Lemma 3.11 and Lemma 2.2 with similar arguments to those

used in Theorem 3.5.
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