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Abstract An energy performance certificate (EPC) provides information on the energy 

performance of an energy system. The objective of this research aimed at obtaining a 

predictive model for early detection of thermal power efficiency (TPE) for energy 

conversion and preservation in buildings. This article expounds a sound and solid non-

parametric Bayesian technique known as Gaussian Process Regression (GPR) approach, 

based on a set of data collected from different dwellings in an oceanic climate. Firstly, 

this model introduces the relevance of each predictive variable on energy performance in 

residential buildings. The second result refers to the statement that we can predict 

successfully the TPE by using this model. A coefficient of determination equal to 0.9687 

was thus established in order to predict the TPE from the observed data, using the GPR 

approach in combination with the differential evolution optimiser (DE). The concordance 

between experimental observed data and the predicted data from the best-proposed novel 

hybrid DE/GPR–relied model demonstrated here the adequate efficiency of this 

innovative approach. 
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1 Introduction 

 

The analysis of energy management and energy consumption in buildings is essential to 

address the energy efficiency challenge in buildings and to meet the current demands for 

societal comfort, urban development and the resulting increase in energy consumption 

[1]. This sector demands about 40% of total energy consumption worldwide, 

consequently, is also responsible for the corresponding carbon emissions [2]. Energy 

Performance Certificates (EPC) are a rating system aimed at determining the energy 

performance of buildings in the European Union [3]. The requirements for energy 

certification of buildings are laid down in Directive 2002/91/EC of the European 

Parliament and of the Council of 16 December 2002 and are transposed in each European 

country in the form of a certification procedure for the energy performance of new 

buildings. Many factors determine a building performance based on energy demand such 

as weather conditions, building structure and the energy systems used to meet that 

demand for energy in order to maintain thermal comfort in the building itself. This 

complexity makes it very difficult to accurately predict building performance, which is 

required for proper energy management. In order to produce an EPC, an energy study is 

carried out by an assessing agent who visits the property, analyses its location and 

examines key elements of the building such as insulation, energy systems (e.g. domestic 

boiler, storage tank and radiators, etc.) and/or other structural characteristics. The 

assessing agent then enters the findings into a software program that performs the energy 
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efficiency calculation, e.g. CE3, CE3X, HULC or CERMA. The software provides a 

numerical value for the energy efficiency rating as well as a recommended value for the 

improvement potential based on the building characteristics. In this respect, the building 

is given a rating certificate of between A (very efficient) and G (inefficient). However, 

the EPC will also include advice on the most cost-effective ways to improve the rating 

and use of energy in the building. Energy systems such as heating and cooling systems, 

play a central role for energy efficiency and the implementation of local actions towards 

better energy management. Understanding the characteristics and performance of the 

existing systems is fundamental in devising realistic energy-saving strategies [4]. Energy 

system analysis stands out as one of the main challenges in thermal analysis in district 

heating systems for buildings [5]. EPC analysis based on advanced modeling tools is 

expected to be an important driver in promoting energy efficiency improvements in 

buildings [6]. On this matter, more developed methods such as artificial neural networks 

(ANN) [7] and support vector machines (SVM) [8] have been used for predicting the 

thermal power efficiency (TPE) value – an indicator of the energy efficiency – at 

residential buildings. Recently, Melo and coworkers [9] have used multiple linear 

regressions for estimating the energy performance of the building stock (surrogate 

models). Energy conversion through thermal energy systems needs to be studied from a 

new interdisciplinary perspective based on efficiency management with analysis models. 

This is where most advanced energy systems call for performance data analysis in order 

to determine appropriate energy conversion and management in future cities. However, 

TPE prediction at residential buildings has not been totally successful so far [10]. TPE is 

a parameter related to energy efficiency testing of a single dwelling. TPE is a non-

dimensional measure of the performance of a device that uses thermal energy, such as a 

heating/cooling system. As such, it defines the performance of advanced thermal energy 
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systems. An accurate TPE forecast has become very attractive, as some guidelines for the 

use of this essential parameter in residential buildings (e.g. de Wilde [11]) have limit 

values for energy efficiency. 

  

As a result, the implementation of the innovative technique that combines the Gaussian 

process regression (GPR) approximation [12–14] with the optimisation algorithm 

Differential Evolution (DE) [15–18] to foretell the outlet TPE used in energy performance 

certificates at residential buildings could be an attractive methodology since, as far as 

authors know, it has never been tackled in prior researches before. Additionally, genetic 

algorithms (GA) [19–23] and limited-memory Broyden–Fletcher–Goldfarb–Shanno (L-

BFGS) [24–30] optimizers have been used for comparison purposes along with the DE 

optimizer, that are three of the most common used methods to optimize the 

hyperparameters, reaching the conclusion that, for the problem at hand, the more 

consistent and robust method is the chosen one to build the model, that is, DE optimizer. 

On the other hand, the GPR technique is a statistical learning methodology developed by 

statistics and Bayesian analysis, which is capable of dealing with non-linearities, 

including interactions among variables [12–14]. If we compare it with other classical and 

metaheuristic regression techniques, GPR approximation presents some benefits [31]: (1) 

GPR has a remarkable ability to be widespread; (2) the GPR optimal parameters can be 

determined using heuristic optimizers; (3) the GPR results show an evident probabilistic 

significance; (4) the GPR works well on small datasets; (5) it makes use of the whole 

information available; and (6) moreover, it has the ability to provide uncertainty 

measurements on the predictions, which is the main characteristic that differentiates it 

from other regression methods. In effect, the DE metaheuristic optimiser has been used 

here satisfactorily to calculate the optimal GPR  hyperparameter. Furthermore, former 
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researches indicate that GPR is a very appropriate tool in a large number of real 

applications as computational fluid dynamics (CFD) [32], geometrical characteristics of 

cladding tracks [33], modeling of systems relied on solar/waste energy [34], blood 

pressure measurement [35], state of health for lithium battery [36], building energy use 

[37], time series analysis [38], wind speed prediction [39], gravity field modeling [40], 

sunspot cycle prediction [41], wave energy converter arrays prediction [42], 

hydrodynamic forces prediction between multiple floating bodies [43] and so on. 

However, it has never been used for evaluating TPE from energy performance certificates 

at residential dwellings to define energy performance contribution from modern energy 

systems. 

 

The principal goal of the current research was to foretell the TPE, as a function of 

predictive variables, in terms of building performance in residential properties with 

thermal systems. This was determined from energy performance certificates employing 

Gaussian process regression (GPR) along with the differential evolution (DE) optimizer. 

This model defines a new algorithm to analyse energy conversion and management in 

buildings. This is a key element for the future development of more advanced thermal 

engines and machines in the technological industrial context. 

  

The framework of this article is arranged in the following way: Section 2 presents the 

experimental arrangement, all the variables included in this research and GPR 

methodology; Section 3 draws up the findings gathered with this novel technique by 

collating the GPR results with the observed values as well as the significance ranking of 

the predictive variables; finally, Section 4 concludes with a list of the principal results of 

research. 
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2 Materials and methods 

 

2.1 Methodology: machine learning techniques 

There are different approaches to the challenge of making energy predictions [44]. One 

of these approaches to the problem lies in the use of automatic learning methods (black 

box methods), in the context of the fourth industrial revolution. We are becoming smarter, 

more sustainable and more efficient in our use of energy, which will bring about more 

future changes. The purpose of using machine learning to predict problems is to simulate 

a data-based model to estimate new outcomes. A series of samples are required for 

predicting the results of energy models using machine learning. Such samples represent 

individual observations of the expected energy model. Each sample consists of a number 

of inputs (conversion and management operation parameters) and at least one output. 

Samples are used in order to train the learning model of the machine to match the inputs 

to the targets.  Such an approach allows sophisticated models to be predicted within a 

reasonable time. 

 

Studies have shown that it is possible to reproduce almost any desired model by applying 

a correct machine learning algorithm, regardless of its complexity level [45]. Applying 

machine learning to predict building energy performance has been extensively 

researched. The ANN is a non-linear computer model inspired by the human brain. A 

typical ANN includes sequential layers. ANNs have previously been used to simulate 

energy efficiency in buildings. Studies in this field have sought to predict heating [46], 

cooling [47], heating and cooling [48] and electrical energy consumption in buildings 

[49]. 
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The studies mostly focused on the machine learning algorithms used in previous research 

efforts. A number of machine-learning algorithms have been used to develop energy 

prediction problems to model end-use energy consumption in the residential sector [50]. 

A review of state-of-the-art studies, both on energy modeling of buildings and on 

approaches to building energy, reveals how important the new hybrid models are as 

regards building types (e.g. residential and non-residential), time forecasting (e.g. hourly 

or annual), and expected types of energy consumption (e.g. heating or cooling) [51]. 

Certification and energy efficiency are a driving force in physics-based models towards 

the future development of tools based on self-learning algorithms. 

 

ANNs show multiple advantages over physics-based models since this avoids having to 

simulate the physical processes that drive the energy transfer of the entire energy model 

in homes. However one of the common challenges of ANNs is the training required in 

the conversion and operation of a real-world building as an energy system. These 

disadvantages of ANNs are overcome by using the GPR technique for lazy learning as 

well as a similarity measure between parameters to predict the value of an unobserved 

result from training data. Some earlier works involving the GPR technique suggest a 

model for energy consumption based on data on energy use factors such as user habits, 

operating conditions and equipment, focusing in particular on occupants of buildings 

[51], the probabilistic forecast of building energy demand [52], or determining the 

thermal performance of the building [53] and energy savings [54]. 

 

In this context, this work offers a novel hybrid model that could be an interesting approach 

since, at the knowledge of the authors, it has not been yet addressed in previous 
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investigations to foretell the energy performance of the buildings by the use of TPE 

parameter. Unlike many popular supervised machine learning algorithms that learn exact 

values for every parameter in a function, the Bayesian approach infers a probability 

distribution over all possible values. Gaussian process regression is nonparametric (i.e. 

not limited by a functional form), so rather than calculating the probability distribution of 

parameters of a specific function, GPR calculates the probability distribution over all 

admissible functions that fit the data. 

 

 

2.2 Experimental setup in the study area 

 

The EPC includes objective information as data about the management of the energy 

systems and environmental conditions of the building. The study area is located in the 

oceanic climate area, which is considered a widespread environment condition and 

stretches across Northwest Europe. To promote energy efficiency in building, European 

regulations in force have established mandatory energy efficiency certification of 

buildings. For this purpose, standardized systems have been established so as to obtain 

and register such energy certificates. In this regard, a series of standardized parameters 

are recorded, in order to guarantee the quality of the information in these certifications. 

This paper is based on parameters from the study area as listed in the registry of the 

Spanish regulatory authority in energy certifications [55]. The data collection is based on 

the evaluation of energy efficiency from buildings in Spain by software tools as CE3, 

CE3X, HULC and CERMA. Such parameters are obtained by means of standardized 

software that accredits the validity of the energy certification of buildings in accordance 

with the reference [55]. The available data were collected from 137 samples of different 

residential houses in the North of Spain [55]. This location was chosen because it is a 
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representative area with performance conditions in buildings of oceanic climate and 

modern energy systems based on the recent advances in the heating and cooling sector in 

buildings in Spain, one of the most representative of Europe. They are examples of 

standardised software used for energy certification of advanced energy systems, 

depending on the characteristics of each building [56]. The diagram of the analysis is 

shown in Fig. 1. 

Fig. 1 Diagram of data collection 

 

2.3 Variables of the concerning hybrid model  

The quality of this model depends on the quality of the input data, being this one of the 

most valuable elements in the analysis model. The obtained energy performance 

certificate (EPC) was established to serve as the basis to calculate the TPE based on 

different operation variables that the GPR–relied methodology requires as data entry. In 

this case, the output variable is the TPE, which is an indicator of the minimisation of the 

energy demand through the design and efficient use of renewable energy integration in 

the buildings. TPE is the ratio between the useful output of a device or installation and 

the input, in energy terms, i.e., hot/cold thermal energy. In the particular case of a 

refrigeration or heating pump system, thermal efficiency is the ratio between the net heat 

output for heating, or the extraction for cooling, and the energy input (i.e., the coefficient 

of performance). In this case, very high ratios (even greater than 100%) are obtained from 

advanced energy systems. The TPE is calculated by the certification software in 

accordance with European Directives [56]. 

  

Fig. 2 Example of a building and the parameters analysed in it as an energy system 
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Some predictive variables have been selected based on the certification software in 

accordance with the Spanish construction standards. These parameters are defined as 

main elements of the energy system in certification databases. The regulatory authority 

establishes the minimum content of the energy certificate, which affects aspects related 

to the thermal enclosure and the thermal installations of the enclosure, also known as 

energy systems [55]. Fig. 2 shows the predictive operation variables in the energy system 

as follows:  

 Useful surface (m2): it is the floor area demarcated by the inner perimeter of the 

external enclosures of the building structure or an element of a building, including 

half of the floor area of its covered exterior spaces (such as terraces, balconies and 

clotheslines, porches, loading docks, overhangs, etc.), as measured on its 

horizontal projection of its roof. 

 Thermal power (kW): it is the power generated by the energy system in order to 

provide comfortable thermal conditions in a building.  It is defined in terms of the 

energy system of the building to cover the thermal demand under the existing 

environmental conditions of the building.   

 CO2 emissions (kg CO2/m
2 year): they are the potential emissions caused by the 

energy system due to the operating conditions and the energy conversion to 

produce thermal energy in the energy system from primary energy. 

 Primary energy consumption (kWh/m2 year): it is the energy supplied to the 

building, which may come from either renewable or non-renewable sources, and 

which has not undergone any previous conversion or transformation process. It is 

the energy found in fuels and other energy sources, and includes the energy 
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necessary to generate the final energy consumed by the building, including losses 

due to transport to the building, storage, etc. 

 Opaque enclosures (m2): they are the coverings of  the sides of the building which 

are not translucent. These elements act as a barrier to heat transfer and energy loss. 

 Holes and skylights (m2): they are constructive elements at the top of the building 

which are translucent and could contribute to the increase of energy losses by heat 

transfer, e.g. windows areas. 

 

TPE is the output variable (dependent variable), while the above discribed varibables are 

input (independent variables) from our machine learning models.  

 

2.4 Gaussian process regression (GPR) 

A Gaussian process (GP) is defined as a stochastic process that generates samples over 

time  t t
X


in such a way that it does not affect the finiteness of a linear combination 

tX  having (or more generally any linear function of the sample function tX ), a linear 

combination that will normally be distributed [14,31,57–61]. Let’s assume that 

  , / 1, 2,...,i iT y i N x  depicts the training collection data of the Gaussian method. 

When we approach a regression problem using Gaussian processes (also termed kriging), 

the following hypothesis is made: for a Gaussian process f observed at the x  coordinates, 

the vector of values  f x is only a sample of a multivariate Gaussian distribution of 

dimension equal to the number of observed coordinates n. It is a well-known fact that 

Gaussian processes can be utterly established by their second-order statistics. Hence, 

supposing that a Gaussian process with a zero mean, the definition of the covariance 
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matrix K (positive definite kernel) will completely determine the performance of the 

Gaussian process. The covariance matrix permits to define Gaussian process concepts 

like isotropy, stationarity, smoothness and periodicity. The following is a list of some 

common covariance functions used in many regression problems [14,31,57–61]: 

 Linear:  , T

LK  x x x x  

 Squared exponential:  

2

22 2,

d

SE fK e


  x x  

 Rational quadratic:    2
, 1 , 0RQK d






   x x  

 Periodic:  

2

2

2sin
2

,

d

PK e

 
 
 



 x x   

 Ornstein–Uhlenbeck:  

2

2

2sin
2

,

d

OUK e

 
 
 



 x x  

 

where d is equal to d  x x , is the characteristic length-scale of the process and 2

f

is the signal variance. In this study, the squared exponential kernel, also called radial basis 

function (RBF), was used due to its better performance compared to other kernels with a 

larger volume of training data. The results of this model based on Gaussian processes 

(GPs) rely on the values of the hyperparameter   (for example, ℓ and 2

f values) since 

these values determine the behavior of the model. In practice, the real experimental data 

are noisy observations so that [14,25]: 

 f  y x  (1) 

where   depicts the white noise as an additive term in Eq. (1). In practice, it is common 

to consider  20, nN  , which means that Gaussian noise will be independent and 

identically distributed, being n  the standard deviation of this noise. To fix ideas, it is 

possible to take into account a finite ensemble of the noisy real experimental data as a 

separate Gaussian procedure expressed as [31,58–60]: 
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       2 2, , 0, ,n ij n ijGP m K GP K      y x x x x x  (2) 

 

where
ij is the Kronecker delta distribution and [14,31]: 

   

             , ,
T

m E f

K Cov E f m f m

   

       
 

x x

x x x x x x x x  

(3) 

Therefore, according to the hypothesis of a zero-mean distribution,

    0, , ,f N K  x x x , we have that  , ,K  x x  is termed a covariance matrix 

between all possible pairs  , x x  for a given set of hyperparameters  . In this case, the 

logarithmic marginal probability is given by [25,52–54]: 

 

           
1 1

log , , log det ,
2 2

log 2
2

T
p f f K f K

n

  



    



x x x x,x x x,x

 

(4) 

 

The calculation of the maximum of this marginal likelihood concerning   determines 

the whole requirement of the Gaussian process f. Note in (4) that the first term appertains 

to a penalty term as a consequence of the failure of the model to fit the experimental or 

observed values while the second term is a penalty term that grows in proportion to the 

complexity of the model. 

 

Making predictions about an unobserved value  f x  in the x  coordinate, after 

specifying  , is just an issue of extracting samples from the predictive distribution 

    , , ,p y f N y A B  x x x  where the posterior estimation of the mean A is given 

by [14,31,57–61]: 
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1

, , , ,A K K f 
  x x x x x

 

(5) 

 

and the posterior estimation of the variance is determined by [14,31,57–61]: 

  

       
1

, , , , , , , ,
T

B K K K K   
    x x x x x x x x

 

(6) 

where [14,31]: 

 

  , ,K   
x x : would be the variance matrix at the new unobserved point


x  for a 

given vector of   hyperparameters; 

  , ,K  
x x : would be the covariance matrix between a new unobserved value


x

and all the remaining observed values of the x  coordinate for a given vector of 

  hyperparameters; 

  , ,K  x x : is the covariance matrix between all possible pairs  , x x , as 

previously defined.  

It is possible to point out that the posterior mean estimation  f 
x at the new unobserved 

point


x is just a linear combination of the observed values of  f x . Additionally, the 

variance of  f 
x is independent of the observed values of  f x . 

 

Hence, the GPR technique is relied on a nonparametric methodology since its predictive 

capacity falls on the observed values y  and on the input data. Following this procedure, 

the values  , ,f nl    are called the GPR model hyperparameters [14,31,62]. In order 
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to determine the optimal hyperparameters  arg max log ,p X


   y , it is possible to 

employ any standard optimiser after parameter initialization. In this research work, the 

metaheuristic optimisation method, termed DE algorithm [15–18,63,64] described below, 

is successfully applied. 

 

2.5 Differential evolution (DE) optimisation algorithm 

 

The differential evolution (DE) metaheuristic algorithm [15–18,63,64] is a simple but 

powerful tool used to solve global optimisation problems. In this sense, those control 

parameters involved in the DE are widely related to the problem under consideration and 

therefore influence its performance. 

 

Storn and Price introduced the DE algorithm in 1997, which is a stochastic optimisation 

algorithm [15–18]. Let 
DS  be the search space for the problem under examination, 

the DE involves a population of NP vectors (candidate solutions) 

 , 1 , 2 , ,, ,..., , 1,2,...,i g i g i g Di gx x x S i NP  x . Each 
,ji gx  corresponds to a problem 

decision variable and g shows the generation to which the vector belongs. These vectors, 

after being initialised, are subjected to mutation, recombination and selection operations 

in each generation g. The stages of this optimisation technique is as follows [15–

18,63,64]: 

 

 Initialisation: The lower and upper limits for each decision variable are defined in 

advance:
,1

i s

j ji jx x x  . Subsequently, the initial values of the decision variables 

on the intervals ,i s

j jx x    are selected randomly and uniformly.  
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 Mutation: For each vector 
,i gx  (target vector) in the generation g, a mutated vector 

 , 1 , 2 , ,, ,...,i g i g i g Di gv v vv  is created using several strategies. To classify these 

variants, the notation / / /DE x y z  is used, where x indicates the vector to be 

mutated (rand or best), y the number of subtractions of vectors performed (1 or 2), 

and z denotes the recombination scheme used (bin: binomial or\ exp: exponential). 

The most commonly used strategies to generate 
,i gv  are [63,64]: 

1. / rand /1/ binDE :  , 1, 2, 3,i g r g r g r gF  v x x x  

2. / best /1/ binDE :  , , 1, 2,i g best g r g r gF  v x x x  

 

where the indexes 1, 2, 3r r r  are random integers and mutually different generated in the 

range  1, NP . F is a factor between  0, to scale the difference of vectors (mutation) 

and 
,best gx  is the vector with the best value of fitness of the population in the generation 

g. Parameter F is termed differential weight whose value is normally found in interval 

 0, 2 .   

 

 Recombination: The recombination operation (crossover) is applied to each part 

of the mutated vector generated 
,i gv  and its corresponding target vector 

,i gx  to 

generate a test vector  , 1 , 2 , ,, ,...,i g i g i g Di gu u uu  [15–18,63,64]: 

 

    ,

,

,

if 0,1

otherwise

ji g j rand

ji g

ji g

v rand CR or j j
u

x

   
  
    

(7) 

 

where 1,2,...,j D , CR is a constant that indicates the probability of recombination in 

the range  0,1 , called the crossover probability, and randj  is a random integer chosen in 
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the range  1, NP  to ensure that the test vector is different from the corresponding target 

vector. The given operator in Eq. (7) corresponds to the binomial crossover. 

 

 Selection: The fitness value of each test vector  ,i gf u is compared with its 

corresponding target vector  ,i gf x  in the current population. The vector with 

the best fitness value is the one to enter the population of the next generation [15–

18,63,64]: 

 

   , , ,

, 1

,

if

otherwise

i g i g i g

i g

i g

f f


  
  
  

u u x
x

x  

(8) 

 

The last three operations are repeated from generation to generation until a specific 

detention criterion is satisfied. More specifically, the stopping criterion is fulfilled here if 

there is no improvement in the R2 after ten iterations, along with a maximum number of 

iterations equal to 500. 

 

2.6 Genetic algorithm (GA) optimisation 

A genetic algorithm (GA) is a metaheuristic inspired by the process of natural selection 

that belongs to the larger class of evolutionary algorithms (EA). Genetic algorithms are 

commonly used to generate high-quality solutions to optimisation and search problems 

by relying on biologically inspired operators such as mutation, crossover and selection 

[19–23]. In a genetic algorithm, a population of candidate solutions (called individuals or 

phenotypes) to an optimisation problem develops into better solutions. Each candidate 

solution has a set of properties (its chromosomes or genotype) which can be mutated and 

altered [19–23]. The evolution usually starts from a population of randomly generated 
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individuals, and is an iterative process, with the population in each iteration called a 

generation. In each generation, the fitness of every individual in the population is 

evaluated. The fitness is usually the value of the objective function in the optimisation 

problem being solved. The fittest individuals are stochastically selected from the current 

population, and each individual's genome is modified (recombined and possibly randomly 

mutated) to form a new generation. The new generation of candidate solutions is then 

used in the next iteration of the algorithm. Commonly, the algorithm terminates when 

either a maximum number of generations has been produced, or a satisfactory fitness level 

has been reached for the population. 

 

2.7 Limited-memory Broyden–Fletcher–Goldfarb–Shanno (L-BFGS) optimisation 

algorithm 

Limited-memory BFGS (L-BFGS) is an optimisation algorithm in the family of quasi-

Newton methods that approximates the Broyden–Fletcher–Goldfarb–Shanno algorithm 

(BFGS) using a limited amount of computer memory [24–28]. It is a popular algorithm 

for parameter estimation in machine learning. The algorithm's target problem is to 

minimise  f x  over unconstrained values of the real-vector x  where f  is a 

differentiable scalar function. Like the original BFGS, L-BFGS uses an estimate of the 

inverse Hessian matrix to steer its search through variable space, but where BFGS stores 

a dense n n  approximation to the inverse Hessian (n being the number of variables in 

the problem), L-BFGS stores only a few vectors that represent the approximation 

implicitly [27–30]. Due to its resulting linear memory requirement, the L-BFGS method 

is particularly well suited for optimisation problems with many variables. Instead of the 

inverse Hessian 
1

k


H , L-BFGS maintains a history of the past m updates of the position 
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x  and gradient  f x , where generally the history size m can be small (often 10m  ) 

[27–30]. These updates are used to implicitly do operations requiring the k H vector 

product. The algorithm starts with an initial estimate of the optimal value,
0x , and 

proceeds iteratively to refine that estimate with a sequence of better estimates 
1x ,

2x , etc. 

The derivatives of the function  k kg f  x  are used as a key driver of the algorithm to 

identify the direction of the steepest descent, and also to form an estimate of the Hessian 

matrix (second derivative) of  f x  [24–30]. L-BFGS algorithm shares many features 

with other quasi-Newton algorithms, but is very different in how the matrix-vector 

multiplication 1

k k kd H g  is carried out, where kd  is the approximate Newton's 

direction, kg is the current gradient, and 1

kH   is the inverse of the Hessian matrix [27–30]. 

 

2.8 Accuracy of the mentioned approach in energy systems 

 

This novel DE/GPR-based method was developed with six predictive input variables 

already described in subsection 2.3 above. TPE is, as we know, the dependent variable to 

be predicted. In order to accurately and reliably forecast TPE from the six remaining input 

variables, it is mandatory to select the best model that fits the observed dataset. Although 

several possible statistics can be applied to ascertain the goodness–of–fit, the rule used in 

this study was the coefficient of determination
2R [66,67], which is a statistic used in the 

context of a statistical model to foretell future results or to test a hypothesis. Next, we will 

call the observed values it versus the values predicted by model iy . Now we can define the 

following sums of squares given by [67]: 
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n

i

itot ttSS
1

2
: is the overall sum of squares, proportional to the sample 

variance. 

  



n

i

ireg tySS
1

2
: is the regression sum of squares, also termed the explained 

sum of squares. 

  



n

i

iierr ytSS
1

2
: is the residual sum of squares. 

 

where t is the mean of the n observed data [66,67]: 
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Considering the former sums, the coefficient of determination is given by the following 

equation [66,67]: 

2 1 err

tot

SS
R

SS
   

(10) 

  

Further criterion considered in this study was the root mean square error (RMSE) [66,67]. 

Such a statistic is also frequently used to evaluate the predictive capability of a 

mathematical model. Indeed, the root mean square error (RMSE) [66,67]: 

 
2

1RMSE

n

i i

i

t y

n








 

(11) 

If the root mean square error (RMSE) is zero, then it means that there is no difference 

between the predicted and the observed data. 

Moreover, the GPR methodology relies heavily on three hyperparameters [12–14]: 

 Variance ( 2

f ): this parameter refers to the variance of the signal; its purpose is 

to control the vertical scale of the kernel function. 
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 Lengthscale ( ): this parameter provides the characteristic scale of the length. It 

allows controlling the horizontal scale where the kernel function changes. 

 Gaussian noise variance (
2

n
): this parameter is the variance of a Gaussian 

additive white noise 
 20, nN 

.  

 

In this research, a metaheuristic optimisation method, denominated DE algorithm [15–

18], along with GA and L-BFGS optimisers for comparative purposes [19–30], is 

employed because of its characteristics of moderate requirement of computational 

memory and solid convergence for complex problems. Moreover, it should also be noted 

that the DE iterates until a convergence is reached (i.e. iterative scheme) to improve a 

proposed solution concerning a certain quality measure. DE optimiser is used for real-

value multidimensional functions, but it does not use the gradient of the problem that is 

being optimised, which means that DE optimiser does not require for the optimisation 

problem to be differentiable, like the traditional optimisation methods such as gradient 

descent and quasi-newton methods. Thus, DE optimizer can also be used in optimisation 

problems that are not even continuous, change over time, and so on. [18,63,64]. 

 

3 Results and discussion 

All the six operation input variables are shown in Table 1. In this study, the total number 

of samples used here was 137, that is to say, 137 certificates of energy performance in 

residential housing were collected and processed. 

 

Table 1 Set of physical predictive variables of the operation used in this study: names, 

means and standard deviations 
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To confront this complex problem here, it is necessary to split the complete set of data in 

two parts: (1) a training set comprising 80% of the data; (2) and a testing set comprising 

the remaining 20% of the data. The key idea is to build a GPR-relied model with training 

data by determining the optimal parameters with the DE, GA or L-BFGS optimisers, take 

the best model from it and then apply it to the test data to predict values. 

 

As stated above, the output variable (dependent variable) in this study is TPE dealt with 

by means of the DE/GPR–relied method. The forecasting carried out from the six 

independent predictive variables was quite good. The selection of the optimal 

hyperparameters is a key factor in the performance of this method as we see above: (1) 

the lengthscale  and variance 2

f  of the radial basis function (RBF) kernel; and (2) 

Gaussian noise variance 2

n . The objective function used in the hyperparameter 

optimisation process is the –log likelihood value (see Eq. 4). In this way, Table 2 indicates 

the initial intervals of the three hyperparameters of the GPR–based model fitted in this 

study. 

 

Table 2 Initial ranges of the three hyperparameters of the DE/GPR–relied model fitted in 

this study 

 

The GP parameter tuning with DE, L-BFGS and GA algorithms was carried out. Each 

optimisation process was run 50 times to get the best result and perform a comparative 

statistical analysis of the three optimisers. The conclusions are as follows: (a) if the three 

algorithms are allowed enough multiple runs, all three algorithms get approximately the 
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same minimum value of the objective function; (b) the robustness of the algorithm varies 

widely: DE obtains systematically the same minimum value while GA gets a wide variety 

of values with a much greater dispersion. L-BFGS performs in an in-between position as 

the results vary but not as widely as with GA. This can be seen in Table 3 and Fig. 3. 

 

Table 3 Minimum, mean, maximum and standard deviation values for the objective 

function (–log likelihood) for the 50 runs of the optimisation stage for the DE, GA and 

L-BFGS algorithms 

 

Fig. 3 Boxplots for the values of the objective function (-log likelihood) obtained from 

running each of three optimisers fifty times 

 

Thus, the results show DE as the more consistent and robust algorithm. Moreover, the 

variation between results is so small that it would not be necessary to run it multiple times, 

making the whole process more efficient. 

As DE, L-BFGS and GA algorithms are stochastic, the same final results will not be 

obtained in different runs. In order to compare results, each process was carried out fifty 

times. As the sets of results do now follow a normal distribution with a Shapiro-Wilk 

normality test, a Mann-Whitney rank test was performed to verify that the values are 

significantly different. The results are, indeed, different for each optimisation algorithm 

as can be seen by the p-values in Table 4, all well under 0.05. 
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Table 4 p-values of the Mann-Whitney rank test comparing the sets 50 objective 

functions values obtained for each of the different hybrid models using DE, GA and L-

BFGS as parameter tuning optimisation algorithms 

 

We picked up the set of parameters obtained with the DE optimizer. According to this 

methodology, Table 5 identifies the optimal parameters of the best fitted GPR–relied 

approach encountered with the DE optimizer. 

 

Table 5 Optimal hyperparameters of the best-fitted GPR–relied model encountered with 

the DE, optimizer: variance 2

f  and lengthscale  for the RBF kernel, the Gaussian 

noise variance 2

n , and the corresponding objective function (-log likelihood) value for 

the optimized model for the training set 

 

The value of R2 was determined by employing the optimised model processing the testing 

dataset. The unit Gpy, used to implement the Gaussian process in python [68,69], along 

with the DE optimizer [15–18], were employed to build the definitive regression 

approach. 

Considering the calculations accomplished, the DE/GPR–relied technique has permitted 

to construct an innovative model with high allowances to assess the thermal power 

efficiency (TPE) through the test dataset. Most certainly, the value of R2 of the best GPR 

approach was 0.9687 with a correlation coefficient  r  of 0.9867 for the dependent TPE 

variable. Table 6 shows the coefficients of determination for the three different models 

of regression and for the testing dataset. 
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Table 6 Coefficient of determination ( 2R ), coefficient of correlation r and root mean 

square error RMSE for the testing dataset for the DE/GPR regression model 

 

3.1 The importance of variables in the energy system 

The importance of variables was studied removing a variable and evaluating the new 

model performance and comparing it with the full model’s. The greater the drop in the 

goodness of fit parameter, the greater the importance of the independent variable. Both in 

our experience, and also in the literature [70] the traditional assessment of the relevance 

of the variables through automatic relevance determination (ARD) does not furnish an 

appropriate method as it automatically undervalues the effect of linear input variables 

compared to nonlinear ones that have a similar effect in the calculation of the squared 

error [71]. An alternative method to estimate the importance of the variables would be an 

analysis of sensitivity. That is, the value of an independent variable is slightly modified 

and the later latent average is evaluated [72]. If a single independent variable is changed 

resulting in a large alteration of the variance of the latent mean (VLM), such variable will 

be outstanding. Also, it must be taken into account that, even though either quantitative 

estimations or the relevance are given, the nature of the importance study remains 

qualitative. 

 

A further relevant finding of this study is the importance of the input variables in order to 

foretell TPE for this complicated nonlinear research (see Table 7 and Fig. 4). Therefore, 

CO2 emissions is the most relevant predictive variable according to DE/GPR approach in 

the TPE forecasting followed by opaque enclosures, and then holes and skylights, primary 

energy consumption, useful surface and thermal power. 
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Table 7 Relative importance of the input variables as stated in the DE/GPR–relied 

approach for the TPE according to VLM method 

 

Fig. 4 Relative importance of the input variables as stated in the DE/GPR–relied approach 

for the TPE according to VLM method 

 

 

CO2 emissions are the most representative variable in predicting TPE for the VLM 

method, followed by opaque enclosures, and holes and skylights. Primary energy 

consumption, useful surface and thermal power are not very significant. 

  

TPE, in the simplest terms, represents the difference between the energy input (primary 

energy) and energy output (useful energy). CO2 emissions are related to the energy 

efficiency of the building's heating and cooling systems, as demonstrated by Ye et al. [73] 

in office buildings. The results show a direct relationship between energy efficiency and 

CO2 emissions based on the conditions of efficiency systems or renewable energy use, 

i.e. solar thermal systems. Opaque enclosures and holes, and skylights are related to the 

building design and construction. Wide-open walls or high ceilings in the building design 

could lead to heat losses.  

 

The model shown entails the information necessary to reproduce the main parameters of 

the certification, the construction and the energy system [6].  This situation defines a new 

challenge in the energy performance in buildings an efficient design to avoid thermal 

flows or losses, which reduce useful energy for thermal comfort. The principle underlying 

the TPE model is to make the energy efficiency of buildings be accompanied by 

https://www.designingbuildings.co.uk/wiki/Energy_efficiency_of_buildings
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recommendations or how to improve it. On the one hand, it shows the potential 

improvements in the behaviour of the energy system and on the other hand, it acts on the 

building structure. 

 

Nearly zero-energy buildings (NZEB) have very high energy performance with the 

contribution of advanced energy systems. Energy efficiency and management could 

become a key strategy to address sustainable and advanced energy systems. It is a 

challenge to use mathematical models based on the analysis of parameters of modern 

energy conversion systems in today’s buildings. 

  

To conclude, this study has allowed to foretell the thermal power efficiency (dependent 

variable), with significant accuracy and highly satisfactory outcome, on the basis of the 

real data observed employing the GPR–relied technique. 

 

Fig. 5 shows the observed and predicted thermal power efficiency values and a 95% 

confidence interval for the predicted values. Fig. 6 shows the observed vs. the predicted 

values. 

 

Fig. 5 Observed and predicted thermal power efficiency values for the testing set 

employing DE/GPR–relied approach (
2 0.9687R  ) with the 95% confidence interval 

 

Fig. 6 Observed vs. predicted thermal power efficiency values for the testing set 

employing DE/GPR–relied approach (
2 0.9687R  ) 
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The GPR methodology with the DE optimiser (i.e., DE/GPR–relied model) proved to be 

a robust and effective approach to tackle this nonlinear regression problem. 

 

4 Conclusions 

 

The Energy Performance of Buildings Directive requires all new buildings to be nearly 

zero-energy by the end of 2020. In this context, the European challenge for energy in 

advanced thermal systems consists in the implementation of machine learning on 

advanced energy conversion systems in buildings in order to improve their energy 

performance. Relied on the former results, several core discoveries of this study can be 

drawn and indicated as follows: 

 

 First of all, it is important to note that analytical models currently used to foretell 

the TPE in the energy systems from the observed values are not accurate enough 

because they greatly simplify a highly nonlinear complex problem. Consequently, 

the use of machine learning methods as the novel hybrid DE/GPR–relied approach 

employed in this study has revealed itself as the best choice to estimate the thermal 

power efficiency accurately from energy performance certificates at residential 

dwellings for energy management.  

 In the second place, the hypothesis that the identification of thermal power 

efficiency can be determined accurately by means of a hybrid DE/GPR–relied 

approach in residential buildings has also been validated.  

 Thirdly, the application of this GPR–relied methodology to the complete 

experimental dataset belonging to the thermal power efficiency resulted in a 

satisfactory coefficient of determination whose value was 0.9687.  
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 In fourth place, the ranking (or order of importance) of the predictive variables 

entailed in the estimation of the thermal power efficiency from energy 

performance certificates at residential dwellings was established. This is one of 

the principal core conclusions in this research about energy management. The CO2 

emissions (ECO2) in particular must be taken into account as the most important 

issue in the forecasting of TPE in the energy systems. On this matter, it is also 

noteworthy to emphasize the principal task of the opaque enclosures and holes 

and skylights in the obtained thermal power efficiency outcome. 

 Conclusively, the principal role of the accurate hyperparameters determination in 

the GPR–relied methodology about the regression performance carried out for 

thermal power efficiency is established. The calculation of these hyperparameters 

was successfully carried out here using the heuristic optimizer known as 

differential evolution (DE).  

 

To sum up, this procedure could be successfully applied to other energy performance 

certificates on either the same or different types of residential buildings. However, it is 

usually mandatory to consider individual characteristics for each dwelling and 

experiment. Hence, it is possible to conclude that the DE/GPR–relied method is a robust 

useful answer to the nonlinear problem of the estimation of the thermal power efficiency 

from energy performance certificates at residential houses. 
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Table 1 Set of physical predictive variables of the operation used in this study: names, 

means and standard deviations 

Predictive variables 

Name of 

the 

variable 

Mean 
Standard 

deviation 

Useful surface (m2) US 1438.15 2798.76 

Thermal power (kW) TP 187.03 309.25 

CO2 emissions (kg CO2 /m
2 year) ECO2 633.71 1694.45 

Primary energy consumption (kWh/m2 year) PEC 10914.08 29228.41 

Opaque enclosures (m2) OE 591.38 2062.79 

Holes and skylights (m2) HS 79.87 20.48 

 

 

 

 

 

Table 2 Initial ranges of the three hyperparameters of the GPR–relied models fitted in 

this study 

GPS hyperparameters Lower limit Upper limit 

RBF kernel variance 2

f  310
 

510  

RBF kernel lengthscale  310
 

510  

Gaussian noise variance 2

n  310
 

510  

 

 

 

 



 

 

 

Table 3 Minimum, mean, maximum and standard deviation values for the objective 

function (–log likelihood) for the 50 runs of the optimisation stage for the DE, GA and 

L-BFGS algorithms 

 

Optimizer min. mean max. Standard 

deviation 

DE 101 101 101 95.8 10  

GA 101 108  142  9.24  

L-BFGS 101 103  104  0.61  

 

 

Table 4 p-values of the Mann-Whitney rank test comparing the sets 50 objective 

functions values obtained for each of the different hybrid models using DE, GA and L-

BFGS as parameter tuning optimisation algorithms 

 

 p-value 

DE vs. GA 162.2 10  

DE vs. L-BFGS 151.94 10  

GA vs. L-BFGS 76.6 10  

 

 



 

Table 5 Optimal hyperparameters of the best-fitted GPR–relied model encountered with 

the DE, optimizer: variance 2

f  and lengthscale  for the RBF kernel, the Gaussian 

noise variance 2

n , and the corresponding objective function (-log likelihood) value for 

the optimized model for the training set 

Parameter 2

f   2

n  Objective fun. value 

Thermal power efficiency (%) 15.69 1.28 0.0747 101 

 

 

 

 

Table 6 Coefficient of determination (
2R ), coefficient of correlation r and root mean 

square error RMSE for the testing dataset for the DE/GPR regression model 

Model 2R  r RMSE 

DE/GPR  0.9687 0.9867 7.116 

 

 

 

 

 

 

 

 

 

 



 

Table 7 Relative importance of the input variables as stated in the DE/GPR–relied 

approach for the TPE according to VLM method 

Predictive variable Relative importance 

CO2 emissions (kg CO2 / m
2 year) 1 

Opaque enclosures (m2) 0.1405 

Holes and skylights (m2) 0.0353 

Primary energy consumption (kWh/m2 year) 0.0167 

Useful surface (m2) 0.0053 

Thermal power (kW) 0.0048 

 



 

 

 

Fig. 1 Diagram of data collection 

 

 

Fig. 2 Example of a building and the parameters analysed in it as an energy system 

 

 



 

 

 

Fig. 3 Boxplots for the values of the objective function (-log likelihood) obtained from 

running each of three optimisers fifty times 

 

 

 

 

 

 

 

 



 

 

 

 

 

 

 

 

 

 

 
 

 

Fig. 4 Relative importance of the input variables as stated in the DE/GPR–relied approach 

for the TPE according to VLM method 

 

 

 

 

 

 

 

 



 

 

Fig. 5 Observed and predicted thermal power efficiency values for the testing set 

employing DE/GPR–relied approach (
2 0.9687R  ) with the 95% confidence interval 

 

 

 

Fig. 6 Observed vs. predicted thermal power efficiency values for the testing set 

employing DE/GPR–relied approach (
2 0.9687R  ) 


