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ABSTRACT 

Virtualization and containerization have been two disruptive 

technologies in the past few years. Both technologies have 

allowed isolating the applications with fewer resources and have 

impacted fields as Software Testing. In the field of testing, the 

execution of the containerized/virtualized test suite has achieved 

great savings, but when the complexity or the cost of deployment 

arises, there are open challenges like the efficient execution of 

End to End (E2E) test suites. This paper proposes a research 

problem and a feasible solution that looks for improving resource 

usage into the E2E tests, towards smart resource identification and 

a proper organization of its execution in order to achieve efficient 

and effective resource usage. The resources are characterized by a 

series of attributes that provide information about the resource and 

to its usage during the E2E testing phase. The test cases are 

grouped and scheduled with the resources (i.e. deployed in 

parallel in the same machine or executed in a fixed arrange), in 

order to make an efficient execution of the entire test suite, 

reducing its total cost/time 
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1 Introduction 

Over half a century, virtualization has achieved important savings 

in resource terms and has preceded the modern containerization 

technologies that have emerged in the past decade. 

Containerization technologies allow the isolation of applications 

into separated instances with the binaries/libraries required. These 

isolate environments share an engine layer (commonly Docker) 

deployed in a host OS, avoiding have individual virtualized 

machines for each deployment. This technology has supposed a 

break with the old system deployment methods and has achieved 

great savings in terms of resources required because each 

container not require an entire operating system. Among many 

fields, Software testing exploits these containerization advantages, 

moreover with the last trends of moving the testing to the Cloud 

[1]. Despite the important savings achieved in testing due to the 

containerization, the execution of containerized E2E test suite is a 

challenging practice, due to the expensive and complex systems 

required, which arises the execution cost making unfeasible re-

execute the suite as needed The contributions of this line of 

research are (1) A complete identification and characterization of 

the resources employed during E2E testing (2). A test case and 

resource organization to achieve an effective/efficient use of 

resources in E2E testing. 

The remainder of this paper is organized as follows: the 

background and related work are described in Section 2, the 

research project overview is presented in Section 3 and finally, the 

conclusions and future work are exposed in Section 4.  

2 Background and Related Work 

E2E tests are those that test all application flow from start to end 

ensuring that all are working as expected. During the E2E test 

suite execution, it is common that the test cases require the entire 

system up for its execution, becoming costly in terms of both 

resources and time. Despite the inherent cost of re-deploy the 

resources of the system, developers usually face with another 

issue: the oversubscription. The oversubscription is caused by an 

overestimation or a bad optimization of the resources needed by 

the test case, instantiating more resources than needed. For 

example, one test oversubscribes resources if in order to check the 

data integrity into a database, deploys an unnecessarily complete 

web server that would not use.  

If an E2E test suite is integrated into a continuous integration 

system without regarding the resource sharing/oversubscription 

the advantages achieved [2], would be overshadowed by the 

resources wasted in each repository change. The last tendencies of 

moving the testing to the Cloud [1], the on-demand resources and 

scalability, make disappear resource lacks, but increases the 

execution costs as often as the E2E suite is executed, because of 

the oversubscription.  

The efficient and effective use of resources during testing has 

attracted the attention of both industry and academia. A number of 

works address this problem with prioritization, selection and 

minimization techniques [3]–[8], analyzing both fault detection 

rates and the total cost of executing the suite. Despite the positive 

results achieved by these kinds of techniques in large enterprises 
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as Google [8] or Microsoft [9], they raise particular challenges 

when dealing with E2E tests because the test cases deploy the 

whole system for their execution. Other authors have studied 

interdependences [10]–[15] between test cases in order to allow 

sharing resources between each other. Although the isolation 

achieved with the virtualization/containerization technologies, 

when the resources are costly, discover the dependencies is 

important to share those resources between the test cases. 

3 Research Project Overview 

This research project is intended to address efficient resource 

usage during E2E testing via characterization of the resources 

employed and a smart test case arrange with the resources 

required. The proposal, so-called RETORCH (Resource-aware 

orchestration framework for E2E testing) were preliminary 

published on [16] and is composed of three processes that are the 

basis of the orchestration technique: (1) the resource identification 

process characterizes the resources required, (2) the grouping 

process aims to reduce the costs, putting together the test cases 

with the same resource requirements to allow sharing and avoid 

unnecessary deployments, and (3) the scheduling process arrange 

the test cases focused on achieving savings in execution time 

Resource Identification: The first process identifies the resources 

employed by each test case in order to detect which test cases 

require similar resources. These resources are classified in a 

number of different categories and are characterized by several 

static attributes, that describe how the resource is used and made 

available for the test. These include the elasticity that refers to the 

possibility of making available the resource on the fly, the 

resource hierarchy if the resource can be replaced by a mock 

during the test phase and a Lifecycle with different phases as set-

up, execution or disposal. Resources are also characterized by a 

number of access modes such as read, read-write, write-only or 

dynamic. The access modes are related to how much safe and 

idempotence are the operations performed by the test cases over 

it, allowing sharing between the test cases that perform 

compatible use of those resources. Resources also have dynamic 

attributes, that change during the resource usage such as: 

measurable to refer that it has indicators to measure its 

performance, traceable that allows knowing in what phase of the 

lifecycle, or availability according to how and the number of 

times that may be instantiated, in order to specify how and the 

number of resources would be deployed. 

For instance, in one IoT testing infrastructure, we have sensor 

simulators (containerized virtual devices), emulators (virtual 

devices but bound to physical interfaces) and physical devices. 

The elasticity of the three types could decrease as more physical is 

the device, being able to instantiated “on the fly” the simulators, 

and a fixed number of emulators-physical devices. The main 

objective of these emulators-simulators is to replace the real 

device (that is usually costly and non-flexible) performing the 

same type of access mode over it (read-only), and facilitate the 

performance measuring of the infrastructure (i.e. docker-stats).  

Grouping Process: This process is aimed to optimize the usage of 

resources through an aggrupation of test cases according to the 

way they use such resources. These groups of test cases, called T-

Groups, include all the scaffolding required for its execution and 

are focused to avoid the oversubscription and reducing the total 

cost of performing the test suite. For example, in the previous 

example of the IoT infrastructure, we can organize the test cases 

into T-Groups according to the different resource requirements 

(simulator, emulator or physical device) and the operations 

performed over it. This TGroup arrangement is focused on not 

deploy more resources than needed (i.e. a simple test that checks a 

sensor heartbeat, don’t need an entire/expensive physical device 

Scheduling Process: Finally, the T-Groups are optimized to 

achieve resource savings in terms of time. The T-Groups are 

divided, composed by a number of test cases and the scaffolding 

required (TJobs). The TJobs allow the parallelization and 

arrangement of the test case execution, as needed according to the 

execution constraints ensuring that the resources are deployed in 

an optimal way. Finally. in the previous IoT example, the 

TGroups are scheduled taking into account attributes as the 

flexibility or the access mode, in order to optimize the execution 

time of the entire test suite. Despite the test cases could be 

arranged in different feasible schedules (i.e. focused on reducing 

the time, the cost among others), the objective pursued is found 

the schedule that reduces the execution time at the same time it 

optimizes the resources employed. 

The first preliminary results of this line of research were 

published on the QUATIC 19 conference [16] and has been 

invited to be extended for the Software Quality Journal. In [16], 

the approach was presented and exemplified with a real-world 

example of an educational application called Fullteaching [17]. 

With this application, we propose to make smart resource 

identification and orchestration, that avoid deploying all the 

functionality when it is not needed. Into the extension, we not 

only have achieved savings in terms of time (61% less than the 

non-orchestrated suite) but also a better resource usage in terms of 

physical memory (i.e. reducing the number of instances).  

4 Conclusions and future work 

The efficient usage of resources in E2E testing is a challenging 

and promising field. We have seen how with smart resource 

identification and organization of the test cases with the resources 

required, we achieve savings in terms of time and also reductions 

in the total cost of the test suite. As future work, we aim to extend 

the resource identification with a taxonomy and attributes 

provided, and automatize the organization, taking into account the 

dependencies between the different test cases and the resource 

properties, given by the identification process.  
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