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Abstract18

Seismic-noise tomography is routinely applied for imaging geological structures at dif-19

ferent spatial scales. The frequently used time-domain approach presents two limitations.20

First, extracting surface-wave group velocities from time-domain cross-correlations re-21

quires interstation distances of at least three wavelengths, which may be problematic when22

working at local or regional scales. Second, the presence of higher modes of surface waves23

in the cross-correlation functions is often disregarded, which may cause loss of valuable24

information about the shear-wave velocity structure. In this work, we present a complete25

inversion scheme that avoids these limitations, and use it to obtain a 3D shear-wave ve-26

locity model of the Basque–Cantabrian Zone (N Spain), a structurally complex area af-27

fected by multiple tectonic events. The resulting model agrees with the existing geolog-28

ical and geophysical knowledge and significantly extends the area for which high-resolution29

information is available.30

1 Introduction31

Passive seismic-imaging techniques have become popular in recent years. Partic-32

ularly, the so-called seismic-noise tomography methodology (e.g., Bensen et al., 2007; Shapiro33

& Campillo, 2004) has been used to produce images of the Earth’s structure at a wide34

range of scales and resolutions. For example, Saygin and Kennett (2010) computed group35

velocity maps for Rayleigh waves between 5 and 12.5s for the whole Australian conti-36

nent, and Lin et al. (2008) produced a set of both Rayleigh and Love phase-velocity maps37

for the western United States. At a regional scale, Macquet et al. (2014) obtained a shear-38

wave velocity model for the Pyrenees and the adjacent foreland basins; and at a much39

smaller scale, Pilz et al. (2012) studied the local subsoil structure using data from a small-40

sized array of stations.41

Besides a few studies focusing on body wave tomography (e.g., Poli et al., 2012),42

most seismic-noise tomography applications used ambient-noise cross-correlations to col-43

lect measurements of surface-wave velocities. However, the methodology used to collect44

these measurements was varied. Some approaches estimated group velocities from the45

time-domain cross-correlations (e.g., Bensen et al., 2007), while others directly determined46

phase velocities from the cross-correlation spectrum (e.g., Prieto et al., 2009; Ekström47

et al., 2009). In the time-domain approach, the cross-correlation of the ambient-noise48

recordings from two receivers is considered to be an estimate of the Green’s function be-49

tween those receivers (e.g., Lobkis & Weaver, 2001; Shapiro & Campillo, 2004). A clas-50

sic frequency–time analysis (FTAN, e.g., Levsin et al., 1989) is often applied to the es-51

timated Green’s function (e.g., Lin et al., 2007) in order to measure group velocities. The52

advantage of this approach is its simplicity and ease of implementation, while produc-53

ing results in good agreement with known geological features (e.g., Yang et al., 2007).54

As a drawback, reliable group velocity measurements require an interstation distance of55

at least three wavelengths (Bensen et al., 2007), and although some works suggested that56

this constraint can be relaxed (Boschi et al., 2013; Luo et al., 2015), this could still act57

as a severe limitation when working at local or regional scales (e.g., Lin et al., 2008). More-58

over, while group velocity can be directly computed from phase velocity, the opposite59

requires solving a differential equation (Bensen et al., 2007).60

Another often overlooked issue in most ambient-noise tomography applications is61

the contribution of higher modes of surface-wave propagation to the observed velocities62

(Bonnefoy-Claudet et al., 2006). Several studies have shown that the energy of the higher63

modes is affected by both source distance and the shear-wave velocity structure (e.g.,64

Park et al., 2000; Tokimatsu et al., 1992). For instance, the presence of a superficial low-65

velocity layer may cause the higher modes to dominate the wavefield at certain frequency66

ranges (Shapiro et al., 2001). Therefore, not accounting for the possibility of higher modes67

of propagation affecting the measured surface wave velocities might lead to less accurate68
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results (Park et al., 2000). In this study we overcome the limitations by combining the69

approaches of Parolai et al. (2005) and Ekström (2014). Parolai et al. (2005) proposed70

a non linear joint-inversion scheme which accounts for the possible influence of the higher71

modes in the measured phase velocities. In the forward modeling, the dispersion curves72

and medium-response functions (Harkrider & Anderson, 1966) for the fundamental and73

higher modes are computed and subsequently combined into the apparent phase veloc-74

ity following the formulation developed by Tokimatsu et al. (1992). Ekström (2014) avoided75

the three-wavelength minimum interstation distance affecting group velocity measure-76

ments derived from the estimated Green’s function by computing instead phase veloc-77

ities from the frequency-domain cross-correlation using the spectral formulation derived78

by Aki (1957).79

The relationship between the phase velocities of surface waves and the vertical shear-80

wave velocity structure is highly nonlinear. Therefore, many different shear-wave veloc-81

ity models can produce a phase velocity curve that fits the observations. By account-82

ing for the higher modes of propagation of Rayleigh waves, additional information is pro-83

vided to the inversion algorithm, reducing the number of possible solutions. This is par-84

ticularly important when imaging structurally complex areas (i.e., areas with a very het-85

erogeneous crust). The Basque-Cantabrian Zone (BCZ) of the Pyrenean–Cantabrian moun-86

tain belt in North-Iberia (Figure 1) is such a complex area, as evidenced by studies show-87

ing the presence of intracrustal high-velocity bodies and Moho depths that vary sharply88

across the region (e.g., Pedreira et al., 2003, 2007; Dı́az et al., 2012; Chevrot et al., 2014).89

With the aim of providing an highly-resolved 3D image of the shear-wave velocity struc-90

ture across this area, we apply the previously described approach to data acquired in a91

dense seismic network deployed in the BCZ between 2014 and 2018, with interstation92

distances ranging from 7 to 415 km (Figure 2). We then compare the results with the93

existing geological and geophysical knowledge of the area and discuss the methodolog-94

ical and tectonic implications.95

2 Geological Setting96

The studied area (Figure 1) is centered in the BCZ of the Pyrenean-Cantabrian97

mountain belt. This zone, now incorporated into the orogen, was one of the most sub-98

sident basins of the large rifting domain that was formed in the Mesozoic between Iberia99

and Eurasia, in relation to the opening of the North Atlantic ocean and the Bay of Bis-100

cay (Roca et al., 2011; Garćıa-Mondejar et al., 1996; Rat, 1988). Subsidence rates were101

very high, with some estimations for the thickness of the sedimentary cover reaching 15102

km or even higher values (Quintana et al., 2015). The stratigraphy and inner structure103

of the Basque–Cantabrian Basin are highly heterogeneous (e.g., Cámara, 1997; Rat, 1988),104

reflecting the complexity of the evolving tectonosedimentary processes. During the Per-105

mian and the Triassic, the eroded Variscan basement was discontinuously covered by de-106

posits of continental and shallow-marine origin deposited in small basins that were nar-107

rower in the Permian than in the Triassic (López-Gómez et al., 2019). The Jurassic sed-108

iments consist of a widespread carbonate platform series (e.g., Aurell et al., 2003) that109

is replaced by terrigenous sedimentation at the end of the Jurassic with the initiation110

of the major rifting phase. This phase prevailed during the Early Cretaceous, when con-111

tinental to shallow marine sedimentation took place in the elevated blocks coeval with112

deposition of marls, sandstones and siltstones in the throughs (e.g., Rat, 1988). The stage113

of maximum crustal extension took place in the Aptian-Albian, with the mantle and lower114

crust being exhumed to the base of the sedimentary pile in the eastern part of the basin115

(DeFelipe et al., 2017; Roca et al., 2011). The Late Cretaceous sedimentation is essen-116

tially composed of widespread turbiditic deposits in the large subsident basin, with episodic117

events of alkaline volcanism (Azambre & Rossy, 1976; Castañares et al., 2001) and con-118

tinental to shallow-marine platform deposits in the edges of the basin. The eastern bor-119

der of the basin was marked by the Pamplona Transfer Zone (or Pamplona Fault), a NNE–120
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Figure 1. Geological map of the Basque–Cantabrian Zone and adjacent areas with the loca-

tion of the seismic profiles used as constraints for the nonlinear inversion. AD: Alduides Massif;

BCMA: outline of the highly-magnetized intra-crustal body responsible for the Basque-Country

Magnetic Anomaly (BCMA; Pedreira et al., 2007); BS: Biscay Synclinorium; CV: Cinco-Villas

Massif; DM: La Demanda Massif; HTZ: Hendaya Transfer Zone; MTS: Miranda-Treviño Syncline;

PTZ: Pamplona Transfer Zone; PYR: Pyrenees; RT: Rioja Trough; VS: Villarcayo Syncline.

SSW deep structure that is not clearly visible at the surface but is outlined by the align-121

ment of Triassic salt diapirs and concentration of seismic events (Larrasoaña et al., 2003;122

Ruiz et al., 2006). In the western border of the BCZ, the Mesozoic sediments are found123

unconformably overlying the Variscan basement.124

During Cenozoic times, the convergence between the Iberian sub-plate and the Eu-125

ropean plate resulted in the inversion of the basin and its incorporation into the rising126

Pyrenean–Cantabrian orogen. The BCZ then became part of the Cantabrian Mountains,127

which constitute the western prolongation of the Pyrenees. Except for the northeastern128

corner of the BCZ, where north-vergent structures are found, the BCZ and the remain-129

ing Cantabrian Mountains to the west represent essentially the south-vergent wedge of130

the orogen, the north-vergent structures being located offshore. The Paleozoic basement131

located to the west of the basin, which was covered during the Cretaceous by a thin layer132

of Mesozoic platform deposits (still preserved in some patches,) was also uplifted in the133

Cenozoic, holding at present the higher elevations of the Cantabrian Mountains. This134

uplift took place in the Eocene–Oligocene, over a north-dipping crustal ramp along the135

southern orogenic front (Alonso et al., 1996; Fillon et al., 2016). In the BCZ, the frontal136

structure varies along strike, although it is mostly of a thin-skinned type, with the base-137
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ment involved in the deformation further north (e.g., Cámara, 2017; Carola et al., 2013).138

In fact, the Paleozoic basement crops out again around the northeastern border of the139

BCZ, forming the Basque Massifs (the largest of which are the Alduides and Cinco Vil-140

las massifs, Figure 1).141

Toward the south of the studied area, the Rioja Trough (or La Bureba Corridor)142

accumulated up to 4 km of Cenozoic sediments from the erosion of the BCZ to the north143

and the Iberian Range to the south. This corridor connects the two large Cenozoic basins144

originated in the southern foreland of the Pyrenean–Cantabrian belt: the Duero and Ebro145

basins (Figure 1). The studied area also includes the northernmost part of the Iberian146

Range. During the Mesozoic, a continuous extensional basin existed in this area (the Cameros147

basin) with several depocenters and variable subsidence rates (Omodeo-Salé et al., 2015;148

Vidal, 2010). These Mesozoic rocks have been completely eroded in some areas after the149

Alpine uplift, like in La Demanda Massif, where the outcrops mainly show a thick suc-150

cession of Paleozoic silicilastic rocks.151

The geophysical observations of the deep Alpine structure of the BCZ are sparse.152

At the western border, the N–S seismic reflection profile ESCI-N2 (Pulgar et al., 1996)153

clearly shows the north-directed subduction of the Iberian crust (i.e., coherently with154

the Pyrenees). In 1997, a seismic refraction/wide angle reflection survey showed the lat-155

eral continuity of the crustal root: Moho depths along an E-W profile (Fig. 1) were found156

at 46–48 km from the Cantabrian Mountains to the Pyrenees, locally rising to ∼40 km157

beneath the western part of the BCZ (Pedreira et al., 2003). A high-velocity layer at mid-158

crustal depths along this profile was interpreted as the lower crust from the north Iberian159

(or Cantabrian) margin (i.e. the European domain) indented into the Iberian crust. The160

southernmost extent of this high-velocity layer varies from east to west, and is conditioned161

by the transfer structures of the basin that were also active as transfer structures dur-162

ing the orogenic event (Santander-Torrelavega, and Pamplona-Hendaya faults; Pedreira163

et al., 2003, 2007). This pattern of indentation was later refined by 3D gravity and mag-164

netic modeling (Pedreira et al., 2007) and receiver functions analysis (Dı́az et al., 2012).165

A smaller and shallower high-velocity body, identified in the E-W profile of the seismic166

refraction/wide-angle reflection at the eastern part of the BCZ, was interpreted as a seg-167

ment of the mafic lower crust of the European domain thrusted toward the north. This168

body was considered by Pedreira et al. (2007) as the cause for the Basque Country Mag-169

netic Anomaly (BCMA), the strongest aeromagnetic anomaly of the Spanish mainland170

(Aller & Zeyen, 1996; Ardizone et al., 1989). The outline of the strongly magnetized part171

of this body, projected onto the surface, is depicted in Figure 1. In recent years, several172

tomographic studies covering the BCZ have been published (Macquet et al., 2014; Palom-173

eras et al., 2017; Silveira et al., 2013; Villaseñor et al., 2007). However, all of these works174

focus on a much larger scale and offer little detail on the local structure of the BCZ.175

3 Data Collection and Preprocessing176

The seismic data used in this study comes from the temporary MISTERIOS (Dı́az177

& Pulgar, 2015) and SISCAN networks, deployed in the BCZ and adjacent areas (Fig-178

ure 2) during the years 2014–2018. All stations were equipped with three-component broad-179

band seismometers, each recording at a rate of 100 samples per second. Two different180

combinations of datalogger–seismometer were used, all made by Nanometrics: Centaur181

and Compact Posthole, or Taurus and Trillium 120P. The number and positions of the182

stations varied during the life of the networks, and these changes can be grouped in three183

different phases:184

1. 2014–2016: Initial deployment of the seismic network. Twenty-nine broadband sta-185

tions are installed across the BCZ (blue triangles and red squares in Figure 2).186

2. 2016–2017: The stations installed during the first phase remain operational. De-187

ployment of 14 stations at the eastern edge of the BCZ (green circles in Figure 2).188
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3. 2017–2018: Uninstallation of the stations located in the eastern edge of the BCZ189

(green circles in Figure 2), and deployment of new stations in the periphery of the190

study area (yellow rhombuses in Figure 2). Several stations of the initial deploy-191

ment are also uninstalled (red squares in Figure 2).192

Data preprocessing consists of several steps. First, the instrumental responses were193

removed from the vertical components of the continuous ambient noise recordings. Then,194

a low-pass filter with 1-Hz corner frequency was applied to prevent aliasing, after which195

the data were decimated to two samples per second. Next, the records were sliced into196

2-h windows and normalized following the time-frequency normalization procedure de-197

scribed in Ekström et al. (2009). In this procedure a series of overlapping 1-mHz-wide198

filters are used to obtain nearly monochromatic signals. These signals are then divided199

by their amplitude envelopes and summed back together to form the normalized signal.200

In the last step, a 5% cosine taper was applied to the normalized vertical records before201

transforming them into the frequency domain.202

Figure 2. Depiction of the SISCAN (SC) and MISTERIOS (MS) network stations over the

deployment period (early 2014 to late 2018, see legend). Areas in grayscale (labeled Z1 to Z6)

show the geographical extent of the initial models used in the nonlinear inversion, while their

parameters and constraints are shown in Table 1. The 1D shear-wave velocity models obtained

for nodes 67, 555, 1302 and 1575 (white dots) are shown in Figure 7. Black dotted lines show the

position of cross sections AA′, BB′, and CC′, shown in Figure 8
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4 Methodology203

Our inversion scheme involves four main steps: first, cross-correlation spectra of204

the vertical component are computed for all station pairs; second, phase velocities of Rayleigh205

waves are determined from the cross-spectra; third, a standard tomographic algorithm206

is applied to the measurements to obtain a set of phase-velocity maps; and fourth, a sim-207

ulated annealing algorithm is used to determine the 1D shear-wave velocity at each node208

of a regular grid defined over the phase-velocity maps. In the following, we briefly de-209

scribe the equations involved in the process. A detailed description of the methodology210

and mathematical background is available in the Supporting Information (Text S1 to S4).211

The computation of the cross-correlation spectra is performed following Ekström212

(2014). Using the displacement spectra u(ω) for each pair of stations i, j and time win-213

dow k the time-averaged cross-spectrum ρSij(ω) is:214

ρSij(ω) =

k=N∑
k=1

uik(ω)u∗jk(ω)√
uik(ω)u∗ik(ω)

√
ujk(ω)u∗jk(ω)

, (1)

where N is the total number of time windows, and the star ∗ indicates the complex con-215

jugate. The shape of ρSij(ω) is related to a first-kind Bessel function through the phase216

velocity c(ω) and receiver separation r (Aki, 1957; Ekström, 2014):217

ρSij(ω) = AJ0

(
ω

c(ω)
r

)
, (2)

where A is an amplitude factor introduced in order to account for attenuation and nor-218

malization errors in the cross spectrum (Menke & Jin, 2015).219

In order to determine the phase velocities using equation (2), we adopt the two-220

step procedure proposed by Menke and Jin (2015). First, we find initial estimates for221

the phase velocity c(ω) and amplitude factor A through a standard grid search (e.g., Pri-222

eto et al., 2009). Although the solution obtained from the grid search will be the one which223

minimizes the error, the phase-velocity curve may contain physically implausible features224

(i.e., “kinks” or unrealistic jumps), which can influence the results. To avoid this, Menke225

and Jin (2015) proposed to use instead a linear fit to the initial estimate. However, we226

find that a custom exponential function can more realistically mimic the behavior of sur-227

face wave dispersion, as the rate of change of dispersion curves generally increases with228

increasing period (e.g., Tang et al., 2010; Pilz et al., 2017):229

c(ω) = d tanh−1(e ω) +
f√
ω
, (3)

where d, e and f are constant parameters that can be easily found through trial and er-230

ror (i.e. any Monte-Carlo method). The second step in the determination of phase ve-231

locities is to refine the initial estimates by iterative least-squares regression. For this, the232

relationship described by equation (2) is linearized around a certain estimate solution233

m(p) = [c(ω)p, Ap], leading to the linear equation (Menke & Jin, 2015):234

G∆m = ∆ρρρ , (4)

where G is the data kernel, ∆m = m−m(p) is the difference between the refined so-235

lution and the estimate, and ∆ρρρ = ρρρobs− ρρρpre(m(p)) is the difference between the ob-236

served cross-spectrum and the one predicted using the estimate m(p) and equation (2).237

Starting with the initial estimate obtained in the previous step as m(p), equation (4) is238

iteratively solved until ∆ρρρ is sufficiently small (i.e. less than 1 per cent of ρρρobs). As an239

example, Figure 3 shows the results of the waveform-fitting procedure for station pair240

MS02–SC16, with the top and bottom graphs featuring the fitted cross-spectrum and241

the corresponding phase-velocity curve, respectively. This computation was performed242

–7–



manuscript submitted to JGR: Solid Earth

Figure 3. Result of the waveform fitting procedure for station pair MS02-SC16, separated

by 134.92 km. (top) Stacked cross-spectrum pSij (black line) and best-fitting Bessel function (red

line). Grey areas represent parts of the cross-spectrum with poor SNR that can not be fitted

correctly. (bottom) Rayleigh wave phase-velocity curve computed using the best-fitting Bessel

function (red line) and 95% confidence interval (black lines). The small plot on the top right

corner shows the position of the station pair in the network.

for all available station pairs in the frequency range in which the cross-spectrum has an243

acceptable signal-to-noise ratio (e.g., Figure 3, top graph). For our dataset, the total num-244

ber of cross-spectra that pass this criterion is highest for periods ranging from 4 to 31245

s, and decreases steadily for longer periods (Figure 4). Therefore, in the next steps, we246

focused on the period range from 4 to 40 s, as this allowed us to maximize our investi-247

gation depth (i.e., using the longest wavelengths possible) while maintaning a sufficient248

data coverage at all considered periods. Figure 5a shows schematically the waveform fit-249

ting process.250

Once phase velocities have been determined for all station pairs, a set of phase ve-251

locity maps is built using the tomographic algorithm described by Barmin et al. (2001).252

In this approach, velocities across the study area are parametrized using a grid of reg-253

ularly spaced nodes. We chose a spacing of 5 km between adjacent nodes, since our short-254

est interstation distance is approximately 7 km. Surface waves are treated as rays trav-255

eling along the great circle linking sources and receivers, and therefore the relationship256

between the data and model parameters can be expressed through the linear equation:257

Gm = d , (5)

where G is again the data kernel; the data vector d contains the travel-time perturba-258

tions between source and receiver; and the parameter vector m contains the slowness per-259

turbations along the nodes, both of them relative to a reference model (i.e., a homoge-260

neous velocity map). For any given period, we only include in equation (5) those source-261

receiver pairs that are separated by at least one wavelength, as we consider this to be262
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Figure 4. Histogram showing the available number of measurements (station pairs) as a

function of the period that fulfill the SNR criterion.

the lower limit of our resolution. The vector m is estimated by minimization of the penalty263

function (Barmin et al., 2001; Goutorbe et al., 2015):264

E(m) = (Gm− d)TC−1(Gm− d) + α2||Fm||2 + β2||Hm||2 . (6)

The first term of the penalty function represents data misfit. The covariance matrix C265

is a diagonal matrix whose non-zero elements are the variances of the observed travel-266

times, which can be estimated from the variance of the phase-velocity curves. The sec-267

ond and third terms incorporate the regularization constraints for the inversion. The term268

α2||Fm||2 is a spatial smoothing condition, while the term β2||Hm||2 penalizes devia-269

tions from the chosen reference model. Parameters α and β control the strength with270

which these conditions are applied. The spatial smoothing condition contains an addi-271

tional spatial correlation parameter σ, while the sharpness of the weighting function H272

is controlled by a factor λ. The four regularization parameters α, β, σ, and λ are cho-273

sen through a trial-and-error process which involves visual inspection of the resulting phase-274

velocity maps (for an example, see Figure S2 in the Supporting Information). A good275

choice of parameters should yield maps that are smooth and free from artifacts, and small276

variations (less than 30%) of the parameters should not affect the results significantly277

(Barmin et al., 2001). Further details on how to choose appropiate regularization param-278

eters can be found in the original work by Barmin et al. (2001) or Ritzwoller and Lev-279

shin (1998). The travel-time inversion is performed twice to detect and remove outliers280

from the dataset, as suggested by Barmin et al. (2001). On the first run, a large value281

for α is chosen so that the inversion is overdamped and yields a smooth tomographic map.282

Then, the observed travel times are compared with those predicted from the overdamped283

result. If a residuals is greater than two standard deviations, the corresponding measure-284

ment is discarded. This step discards between 3-5% of all measurements at any given285

period (for an example of the effects this has on the resulting phase velocity maps, see286

Figure S3 in the Supporting Information). The spatial resolution can be estimated by287

fitting a cone to each row of the resolution matrix R, which can be computed as:288

R = (GTC−1G + Q)−1GTC−1G. (7)

where matrix Q includes the regularization constraints,289

Q = α2FTF + β2HTH. (8)
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Finally, dispersion curves are compiled from the set of phase-velocity maps and in-290

verted for the 1D shear-wave velocity structure by means of a simulated annealing al-291

gorithm (Kirkpatrick et al., 1983; Menke, 2012). Simulated annealing is a part random,292

part directed iterative minimization method controlled by two parameters: temperature293

(T ), which decreases with each iteration, and misfit (E). The algorithm, shown schemat-294

ically in Figure 5b, starts with a trial solution and randomly searches the model space295

for new solutions. New solutions are always accepted and replace the trial solution if the296

misfit E decreases; however, they can also be accepted even if E increases, with a prob-297

ability p(m) (Menke, 2012):298

p(m) ∝ exp

(
−E(m)

T

)
. (9)

Therefore, when T is large, new solutions are frequently accepted and a random search299

is conducted; however, this becomes less likely as iterations progress and T becomes smaller,300

with the search becoming increasingly directed. The selection of the cooling schedule (i.e.,301

how T decreases with each passing iteration) is a complex issue (e.g., Ben-Ameur, 2004;302

Kirkpatrick, 1984); however, as a general rule, an acceptance ratio of 80% for new so-303

lutions is appropriate for the first few hundred iterations (Kirkpatrick, 1984). The mis-304

fit E is chosen as the squared misfit to the observed dispersion curve (Goutorbe et al.,305

2015):306

E =
1

2

∑
i

[
cappR (ωi)− cobsR (ωi)

σobs(ωi)

]2
, (10)

where cappR (ω) is the theoretical dispersion curve resulting from the forward computa-307

tion, and σobs(ω) is the standard deviation of the observed phase velocities at frequency308

ω. For the forward modeling, Rayleigh wave dispersion curves for the fundamental and309

higher modes are computed using the matrix propagator method (Haskell, 1953), in which310

the Earth is represented by a stack of layers overlying a homogeneous half-space. As the311

original method is prone to numerical instabilities (Schwab & Knopoff, 1970; Aki & Richards,312

2002), we implement the orthonormalization scheme described by Wang (1999). Once313

computed, the fundamental- and higher-modes dispersion curves are combined together314

into the apparent dispersion curve cappR (ω), following Tokimatsu et al. (1992):315

cos

(
ωD

cappR (ω)

) M∑
m=0

A2
Rm

(ω)cRm
(ω) =

M∑
m=0

A2
Rm

(ω)cRm
(ω) cos

(
ωD

cRm(ω)

)
, (11)

where cRm(ω) and ARm(ω) are the dispersion curve and the medium-response function,316

respectively (e.g., Harkrider, 1964; Ben-Menahem & Singh, 2000; Garćıa-Jerez et al., 2016)317

associated with the m-th Rayleigh wave mode. The importance of the contribution of318

each mode to the apparent dispersion curve is mainly dependent on the medium response319

function ARm
(ω), which is in turn dependent on the shear-wave velocity structure. Ohori320

et al. (2002) set D as the smallest inter-station distance in their array. In our approach,321

we set D as the distance between adjacent nodes of the grid used to obtain the phase-322

velocity maps.323

The initial models and constraints used in the nonlinear inversion are detailed in324

Table 1. The study area was divided into six different regions considering the existing325

geological and geophysical knowledge (Figure 2). This internal subdivision represents326

a compromise between considering areas with broadly similar geological-geophysical char-327

acteristics and areas with similar shapes for the dispersion curves. We assigned an ini-328

tial shear-wave velocity model to each region (Table 1) built from the results of the seis-329

mic refraction/wide angle reflection profiles displayed in Figure 1 (Pedreira et al., 2003;330

Pedreira, 2005). Zones 1 and 2 essentially correspond to regions where the crustal struc-331

ture was deeply modified by the Alpine orogenic event, resulting in a significant crustal332

root and a velocity inversion created by the indentation of the European lower crust into333

the Iberian crust (Pedreira et al., 2003, 2007). The main difference between the two zones334

is that in Zone 2 a shallower high-velocity body was found centered at around 10 km depth335
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in seismic refraction/wide-angle reflection profiles (Pedreira et al., 2003; Pedreira, 2005),336

creating another velocity inversion. Pedreira et al. (2007) suggest that this body may337

correspond to the southern edge of the indenting European mafic lower crust that was338

thrusted to the north during the orogenic process, originating also the so called Basque-339

Country Magnetic Anomaly (Aller & Zeyen, 1996; Ardizone et al., 1989). The geograph-340

ical extension of Zone 2, however, is larger than the inferred contour of this body, in or-341

der to check the robustness of the method when choosing whether to preserve the shal-342

lower inversion of the initial model or not. Zone 3 lies to the south of the southernmost343

extent of the indenting European lower crust (Pedreira et al., 2007) and, consequently,344

there is no intracrustal velocity inversion and the crustal thickness is significantly lower345

here. It also has lower velocities near the surface due to the presence of thick Cenozoic346

sediments. Zone 4 corresponds to marginal areas of the Pyrenean-Cantabrian mountain347

belt where the Alpine orogenic deformation did not affect in a significant way the older,348

30 km thick, Variscan crust. Zone 5 is restricted to the Cenozoic foreland basins (Duero,349

Ebro and La Rioja trough), which were developed on top of an almost unthickened Variscan350

crust, and finally, Zone 6 corresponds to the Iberian range, with moderate crustal thick-351

ening.352

5 Results353

5.1 Rayleigh Wave Phase Velocity Maps354

Phase-velocity maps at 5-, 8- and 14-s periods, along with their respective resolu-355

tion maps and interstation paths are shown in Figure 6. As expected, at short periods356

the phase-velocity maps resemble the surface geology (Figure 1). The highest relative357

velocities are observed in areas where the Paleozoic basement crops out or is very near358

the surface: in the Cantabrian Mountains westwards of the BCZ, in the northeastern bor-359

der if the BCZ, and in the Iberian Range (La Demanda massif and surrounding areas)360

to the south. Low velocities are concentrated in areas with thick Cenozoic sediments,361

either outcropping (La Rioja Trough, Duero and Ebro foreland basins, Villarcayo and362

Miranda-Treviño synclines; Figure 1) or preserved in the footwall of the southern frontal363

thrust of the Pyrenean-Cantabrian belt. These features persist with increasing period,364

as velocity contrasts become progressively smaller. At periods higher than 20 s, distinct365

features cannot be clearly observed, as the resolution becomes poorer due to the increas-366

ing wavelengths and the decreasing number of available interstation paths. Spatial res-367

olution values are approximately 40 km on average at a period of 5 s, reaching down to368

25 km in close proximity to some of the stations, and consistently increase with increas-369

ing period (e.g., the average resolution of ∼60 km at a period of 14 s; Figure 6). In gen-370

eral, the average phase velocity increases with increasing period; however, a sharp drop371

occurring at around 0.18 Hz can be observed in the Eastern Basque-Cantabrian Zone372

(e.g., node 1575: see phase velocity curve in Figure 7 and location in Figure 2).373

5.2 Shear-Wave Velocity Model374

The described nonlinear inversion was performed for a total of 2,136 locations, cor-375

responding to a regular grid inside of the area of ray-path coverage (Figure 6), with a376

spacing of 5 km between adjacent nodes. The resulting 1D models were then linearly in-377

terpolated to create the 3D model of the study area. Shear-wave velocity models rep-378

resentative of different regions are shown in Figure 7. The higher mode contribution is379

subtler in areas where the VS monotonically increases with depth, like in the Rioja Trough380

(Figure 7, node 555) and Iberian Range (Figure 7, node 67), and becomes more notice-381

able for the complex structures beneath the central Cantabrian Mountains (Figure 7, node382

1302) and the Eastern Basque-Cantabrian Zone (Figure 7, node 1575).383

E–W and N–S cross sections, as well as horizontal slices of the model at depths of384

5, 10, and 22 km are presented in Figure 8. The major geological features represented385
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Initialization
T = T0

Start

False
False

Start/end of 
process

Computation
step

Conditional (if)
block

Data
 input/output

Constraints

Initial model

Phase velocity maps

Compute dispersion curve and misfit Ei

Grid search
Least-squares refining of

initial estimates
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Error
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Stacked cross-spectra
ρij
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c(ω)
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a

b
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E0 := Ei

Trial model := new model with probability P(m) ∝ exp(-E(m)/T)
E0  := Ei with probability P(m) ∝ exp(-E(m)/T)

Figure 5. Flowchart describing the steps followed in (a) the waveform fitting procedure to

measure Rayleigh wave phase velocities from the cross-spectra, and (b) the nonlinear inversion

(simulated annealing) to find the best-fitting shear-wave velocity models.

in Figure 1 can be clearly seen at a depth of 5 km. The highest velocities at this depth,386

of ∼3.3 km/s, are found in the Paleozoic rocks of the Cantabrian Mountains to the north-387

west. Other Paleozoic massifs such as the Cinco-Villas to the northeast and La Demanda388

to the south of the study area show slightly lower velocities (ranging from 3.0 to 3.2 km/s).389

The Mesozoic materials of the BCZ have lower velocities in general (∼2.85 km/s), ex-390

cept at the northwestern end of the BCZ, which could be explained by a lower thickness391

of the sedimentary cover in that area, as imaged in the available seismic refraction pro-392

files (Pedreira et al., 2003). The lowest relative-velocity anomalies (up to -10%) at this393

depth outline the slower Cenozoic materials in the southern BCZ (Villarcayo and Miranda-394

Treviño) and in the Ebro and Duero Basins.395
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Mesozoic

PaleozoicCenozoic

Figure 6. Maps showing the phase velocity of Rayleigh waves (denoted by cR) (left column)

for periods of 5s (top), 8s (middle) and 14s (bottom) with their resolution maps (middle col-

umn) and interstation paths (right column) used in the inversion. The “ref. vel.” value on each

map represents the reference velocity to which the velocity variations are given. The dotted and

striped patterns in the phase velocity maps intend to show the locations of Cenozoic, Mesozoic

and Paleozoic outcrops in a general manner.

At a depth of 10 km, the Ebro and Duero basins are outlined by a high relative-396

velocity anomaly that would corresponds to the Iberian upper crust. Low-velocity anoma-397

lies continue to be observed in the southern BCZ and the Cameros Unit, due to the higher398

thickness of the Mesozoic materials, and to the east of the PTZ, in the thick Cenozoic399

Jaca-Pamplona basin of the South-Pyrenean Zone. An interesting and well-defined high-400

velocity anomaly at this depth between the Bilbao area and the HTZ can be clearly seen401

in both cross-sections (Figure 8).402

Starting at a depth of ∼17 km (cross section AA′, Figure 8), a W to E trending403

high-velocity feature begins to appear. This feature can be clearly seen in the horizon-404

tal slice at 22 km depth in Figure 8, extending from the Cantabrian Mountains in the405

west to the Basque Massifs in the northeast, and occupying roughly the northern half406

of the study area before progressively disappearing to the south (cross section BB′, Fig-407

ure 8). This high-velocity layer, which extends down to 25–27 km, is interpreted as an408

indentation of the Cantabrian margin/European lower crust (e.g., Pedreira et al., 2003,409

2007; Quintana et al., 2015).410
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Figure 7. Selected inversion results representative of the different shapes of the dispersion

curves observed in the study area (grid nodes 67, 555, 1302 and 1575, shown as white dots in

Figure 2). (top) Best-fitting dispersion curve (red line) plotted against the values compiled from

the phase velocity maps (black dots). The dispersion curves associated with the 10% best fitting

models are shown as gray lines. (bottom) Best fitting shear-wave velocity models at each location

(red line) and 10% best-fitting models (gray lines).

6 Discussion411

The results presented in this study show for the first time a high-resolution shear-412

wave velocity model of the entire BCZ. Although Moho depths are the less constrained413
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IMC
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IMC

ILC
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ELC

Mantle
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ILC

Mantle

BCMA Body

Mesozoic

PaleozoicCenozoic

PTZHTZ
Central Cantabrian

Mountains
Western

BCZ
Eastern

BCZ
Western
Pyrenees

Duero Basin Western
BCZ

Eastern
BCZ

Iberian
Range

Rioja
Through

Figure 8. (top) Cross sections AA′ (W to E), BB′ (SSW to NNE), CC′ (S to N) showing ab-

solute VS velocities. The green and black vertical lines represent the intersection of profiles BB′

and CC′ with profile AA′, respectively. The interpretation of the different crustal layers is made

according to Pedreira et al. (2003): BCMA body: intra-crustal body associated to the Basque-

Country Magnetic Anomaly; ELC: European lower crust; ILC: Iberian lower crust; IMC: Iberian

middle crust. (bottom) Horizontal slices from the shear-wave velocity model at depths of 5, 10

and 22 km showing the main features discussed in the text. The orange lines show the location

of the cross-sections. The dotted and striped patterns intend to show the locations of Cenozoic,

Mesozoic and Paleozoic outcrops in a general manner. The black dashed line in the 22 km plot

(bottom left) indicates the southernmost position of the European lower crust according to the

3D gravity model by Pedreira et al. (2007).
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feature of our model, we can still resolve a significant variation between the northern and414

southern zones of the study area (cross section CC′, Figure 8). In general, the crust in415

the northern part of the study area features a great thickness, with Moho depths rang-416

ing approximately from 50 to 45 km, rising slightly towards the east below the western417

BCZ (cross section AA′, Figure 8). Moho depths become much shallower to the south418

of the study area, reaching 38 km below the Rioja Trough (cross-section BB’, Figure 8).419

These results differ from the Moho depths found by Palomeras et al. (2017), which reach420

30 km in the BCZ, but they do agree well with the findings of Chevrot et al. (2014), who421

combined observations from receiver functions and seismic reflection/refraction profiles422

to create a map of crustal thicknesses that covers our study area. Their results feature423

Moho depths of up to 50, 40–44, and 38 km below the central Cantabrian Mountains,424

the BCZ, and the Basque Massifs, respectively.425

Cross section AA′ shows the thickened crust in the northern part of the study area,426

featuring a high-velocity layer in the ∼17–25 km depth range which we interpret as the427

Cantabrian margin/European lower crust. The crustal thickening beneath the Cantabrian428

Mountains was evidenced by deep seismic reflection and refraction profiles (Pulgar et al.,429

1996; Fernández-Viejo et al., 2000; Pedreira et al., 2007), with their results being fur-430

ther supported by potential-field modeling (Gallastegui, 2000; Pedreira et al., 2007, 2015).431

This high-velocity feature is continuous towards the east and ends against the HTZ, agree-432

ing with previous seismic findings of Pedreira et al. (2003). Pedreira et al. (2007) showed433

the reconstructed trace of the southernmost extent of this lower crustal wedge, based on434

its identification in the seismic profiles, and in a 3D gravity modeling. This trace is de-435

picted in Figure 8 (lower left panel) for comparison. Our results are remarkably consis-436

tent with these previous interpretations, considering the lateral resolution of the model.437

The VS values of the crustal wedge are lower toward the central Cantabrian Mountains,438

approximately beneath the eastern termination of the Paleozoic massif, appearing as a439

low-velocity anomaly in the relative VS maps (22-km slice, Figure 8). However, these ve-440

locities are nevertheless still higher than the underlying Iberian crust, which also features441

lower velocities in that area. The indentation is better observed in a N–S direction (Fig-442

ure 8, section BB′): note how the Iberian Moho deepens beneath the indenter, and how443

the small high-velocity body at 9–15 km depth is only located on top of the lower crust444

from the northern domain. This supports previous interpretations of this body as a seg-445

ment of the lower crust from the European domain thrusted and uplifted towards the446

north during the indentation and being responsible for the BCMA (Pedreira et al., 2003,447

2007).448

Our results disagree with recent interpretations that consider the presence of man-449

tle in situ at < 10 km depth approximately beneath the area of the BCMA in Zone 2450

(Pedrera et al., 2017; Garćıa-Senz et al., 2019). These authors argue that the mantle was451

exhumed to the base of the sedimentary pile in the Basque-Cantabrian Basin during the452

Mesozoic, and that the geometry of this mantle uplift was only subtly modified by the453

orogenic event that gave rise to the Pyrenean-Cantabrian Mountain belt during the Ceno-454

zoic. Pedreira et al. (2018) already pointed out that this hypothesis is incompatible with455

the previous seismic data available in the area. Still, we wanted to derive a representa-456

tive 1D shear wave profile from this “exhumed mantle model” to test: i) what is the shape457

of the dispersion curve it predicts; and ii) how the use of substantially different initial458

models may affect the results of the non-linear inversion. The S-wave velocities of the459

exhumed mantle rocks can be estimated either from their magnetic properties, which are460

dependent upon their degree of serpentinization (e.g., Oufi et al., 2002; Maffione et al.,461

2014), or from their densities (e.g., Christensen, 1996, 2004; Carlson & Miller, 2003). How-462

ever, there are some inconsistences between the magnetic properties and the densities463

employed by the authors of the exhumed mantle model (see the comment by Pedreira464

et al., 2018), so we derived two 1D shear velocity models to use as starting models: one465

from the “magnetic” model by Pedrera et al. (2017, 2018) and the other from the “grav-466

ity” model by Garćıa-Senz et al. (2019) (for a detailed description of the derivation of467
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these models, please see Text S5 and Tables S1 and S2 in the Supporting Information).468

We then used these models as initial solutions in a nonlinear inversion of the phase ve-469

locities compiled at node 1575, which is located above the mantle uplift zone proposed470

by these authors. The synthetic dispersion curves computed from these two models (blue471

lines in Figure 9) have much steeper slopes than the observed phase velocities (black dots472

in Figure 9), as can be expected from placing the mantle at such shallow depths. More-473

over, the nonlinear inversion resulted in both cases in best-fitting models (red lines in474

Figure 9) that do not preserve any of the initial features of the “exhumed mantle” ini-475

tial models, but rather resemble our own results, developing two shear-wave velocity in-476

versions with depth.477

Our model is in a broad sense coherent with previous tomographic studies in the478

area, altough it provides further details due to its increased resolution. The VS model479

obtained by Macquet et al. (2014) through seismic noise cross-correlation in time domain480

and with minimum interstation distances of 60 km, resembles surface geology at a depth481

of 5 km, with the outcrops of Paleozoic basement showing the highest velocities. Their482

estimated VS values are comparable with those shown in this work, at around 3.2 km/s483

for the Paleozoic of the Cantabrian Mountains and with the BCZ and Cenozoic basins484

ranging from ∼2.6 to 2.9 km/s. A local work carried out by Acevedo et al. (2019), on485

a scale more similar to our own, found velocities of around 3.3 km/s at a depth of 5 km486

below the Paleozoic outcrops of the Cantabrian Mountains. The Cenozoic sediments can487

be clearly seen in our cross-section BB′ as the zone with the lowest velocities (Figure 8),488

although there is not a clear separation between the Rioja Trough, where thicknesses of489

about 5 km are reached, and the border of the orogenic wedge, where thick Cenozoic sed-490

iments are also present both in the hangingwall (Miranda-Treviño syncline) and in the491

footwall of the low-angle frontal thrust (e.g., Cámara, 2017). Note that the base of the492

Cenozoic in the Rioja Trough can be located in our model at approximately 5 km depth,493

which is consistent with the information from the Rioja-3 borehole (located along the494

BB′ section just ahead of the mountain front), which cuts 5120 m of Cenozoic sediments495

before reaching the basement (IGME, 1987).496

The period-dependent wavelengths, along with data coverage, are the most impor-497

tant factors that determine lateral resolution. The phase velocity maps are coherent with498

the resolution analysis, as they do not feature any anomalies smaller than the estimated499

resolution at any period. The BCZ is in the central area of the SISCAN-MISTERIOS500

network and therefore is the best resolved area at all periods. Data coverage degrades501

towards the periphery of the seismic network, with the resolution maps featuring some502

small areas with very large spatial resolution values right on the borders of the studied503

region. These anomalous high values are an effect of the poor data coverage on the res-504

olution matrix and are not reliable estimates (Barmin et al., 2001).505

Some of the choices adopted in the inversion procedure can also have a potential506

impact on the final velocity model. One is the linearization of the surface-wave propa-507

gation problem, which is an important assumption in any large-scale tomographic ap-508

plication. Rawlinson and Spakman (2016) showed that the errors introduced by the lin-509

ear assumption are small compared with the amplitude of the velocity anomalies in re-510

gions of good angular coverage. This assumption holds in our case, since no phase-velocity511

anomalies with amplitudes exceeding 20 per cent are observed, and the angular cover-512

age is good in the majority of the study area, with only slight degradation toward the513

periphery (Figure 6).514

Another important issue is the choice of initial VS models and constraints for the515

nonlinear inversion, as an unconstrained random search of the model space may be very516

inefficient and yield unacceptable shear-wave velocity models (e.g., Sambridge, 2001).517

For this reason, we chose to build our initial models after the results of Pedreira et al.518

(2003). We consider that said results constitute a good starting point for the nonlinear519

inversion algorithm because (a) they already satisfy a wide-angle reflection/refraction520
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Figure 9. Comparison of the ”exhumed mantle” models with the observed phase velocities

(black dots) at node 1575 (Eastern Basque-Cantabrian Zone). The blue lines show the initial

models derived from the magnetic susceptibilities reported by Pedrera et al. (2017) (“magnetic”

model, left, see Table S1 in the Supporting Information) and from the gravity model of Garćıa-

Senz et al. (2019) (“gravity” model, right, see Table S2 in the Supporting Information) and their

associated dispersion curves. Red lines show the outcome of the nonlinear inversion using the

“gravity” and “magnetic” model as initial models.

dataset and can explain the gravity and magnetic anomalies over the area (Pedreira et521

al., 2007); and (b) the synthetic dispersion curves that these initial models yield are in522

a similar velocity range to the observed values. As explained in section 4, the geograph-523

ical extents for these initial models (Figure 2) were selected after careful inspection of524

the shapes of the compiled dispersion curves and considering the pre-existing geologi-525

cal and geophysical knowledge (e.g., Fernández-Viejo et al., 2000; Pedreira et al., 2003,526

2007; Quintana et al., 2015; DeFelipe et al., 2017) of the area. In any case, it must be527

kept in mind that each node within a zone evolves differently from the same starting model,528

discarding the features that don’t satisfy the dataset, and the inversion scheme has been529

proved to be robust enough to converge into similar results from strongly different ini-530

tial models (e.g., models of Figure 9). With the aim of preventing geologically and/or531

physically implausible results, and since a high number of phase velocity measurements532

are available in the 4–40-s period range, we only impose two restrictions on the solutions:533

shear-wave velocity inversions are only allowed in those regions in which prior studies534

support their existence, and Moho depths are only allowed to vary inside a closed, but535

wide enough range (10-15 km, Table 1). The reasoning behind the latter choice is that536

the deeper layers of the model (deeper than 35 km) are the least constrained, not only537
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because the number of measurements decreases towards longer periods (Figure 4), but538

also because of the increasing wavelengths. For this same reason, we do not discuss here539

in detail the implications of the Moho depth variations predicted by the model.540

The spatial distribution of the seismic noise sources may also have an small effect541

the phase velocity measurements, as the theory behind current tomographic applications542

of seismic noise relies in the assumption that the seismic noise wavefield is fully equipar-543

titioned. However, this requirement is often not met, as low-frequency seismic noise pri-544

marily arises from oceanic storms (e.g., Dı́az, 2016) and therefore will have a preferred545

direction. For Iberia, Ermert et al. (2016) found a two-sided pattern both around the546

primary and secondary microseismic peaks, with stronger than average sources in the547

Atlantic Ocean, particularly along the coast of the Bay of Biscay, and weaker sources in548

the Western Mediterranean. Since our study area is limited to the north by the Bay of549

Biscay, it is to be expected that the highest noise intensity would come from the N or550

NW directions. To corroborate this assumption, we performed a f-k analysis following551

Gal et al. (2014), centered on the primary microseismic peak frequency using our own552

dataset. The results of this test show the most intense seismic noise sources being lo-553

cated to the north of the study area, while a sufficient level of noise arises from all az-554

imuthal sectors (for further details see Text S6 and Figure S4 in the Supporting Infor-555

mation). In any case, the non-isotropic nature of the seismic noise wavefield has a very556

small effect on the measured velocities of surface waves and is not a crucial issue (e.g.,557

Weaver et al., 2009; Froment et al., 2010; Yao & van der Hilst, 2009).558

Our results reflect that the method presented in this work has important advan-559

tages over the more frequently used time-domain approach. First, the determination of560

phase velocities of Rayleigh waves does not depend on the far-field approximation (Ekström561

et al., 2009) and is therefore particularly appropriate for dense seismic networks with closely562

spaced stations. This provides a consistent data coverage over a wider range of frequen-563

cies (Figure 6). Second, the time-domain approach suffers the risk of possible misiden-564

tification of higher-mode Rayleigh waves with the fundamental mode (e.g., Tanimoto &565

Rivera, 2005; Muir & Tsai, 2017), and detailed discrimination between the fundamen-566

tal mode signal and higher overtones is seldom done. This can lead to important errors567

when inverting for complex shear-wave velocity structures (Maraschini et al., 2010). By568

accounting for the possible contribution of higher modes in the forward modeling, we avoid569

this risk. Furthermore, higher modes provide additional information about the VS struc-570

ture and can increase the resolution of the inverted models (Xia et al., 2003). Higher modes571

are especially sensitive to velocity decreases with depth (Gucunsky & Woods, 1992; Xia572

et al., 2003), and previous studies have shown that accounting for higher modes might573

increase the investigation depth (Socco et al., 2010). Finally, in order to properly gather574

multimode information, the dispersion curves need to be estimated with good resolution575

(Socco et al., 2010), which is achieved by the waveform fitting procedure (Menke & Jin,576

2015). For normally dispersive media, the influence of higher modes over the apparent577

phase velocity curve can be negligible, and the apparent dispersion curve can be consid-578

ered equal to the dispersion curve of the fundamental mode (for an example, see Figure579

S1 in the Supporting Information). Therefore, the approach described in this work is also580

valid even if no higher modes are present in the dataset.581

The most notable example of higher mode contribution in our work is found in the582

Eastern Basque-Cantabrian Zone (NE of zone Z2, Figure 6), where the dispersion curves583

compiled from the phase-velocity maps exhibit a small drop at approximately ∼0.18 Hz.584

The multimode nonlinear inversion algorithm achieved a good fit for these dispersion curves585

(Figure 7, node 1575), with the corresponding shear-wave velocity models depicting an586

inversion of velocities with depth beneath the high-velocity intracrustal body, coherently587

with the results of active-source seismic profiling (Pedreira et al., 2003).588
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7 Conclusions589

In this work, we present a new approach for imaging structurally complex regions590

using ambient seismic noise. This method measures phase velocities from the ambient-591

noise cross-correlation spectrum and does not depend on the far-field approximation, which592

makes it appropriate for dense seismic networks with closely spaced stations. By account-593

ing for the contribution of higher modes of Rayleigh waves to the observed phase veloc-594

ities, additional information is provided to the inversion scheme, achieving better con-595

strained solutions. We apply this methodology to data recorded by the stations of the596

SISCAN-MISTERIOS network, deployed in the Basque-Cantabrian Zone (BCZ), a com-597

plex area affected by several tectonic events with a highly heterogeneous crust. The dense598

path coverage and the substantial higher-mode content of the data make it possible to599

build a detailed 3D shear-wave velocity model of the BCZ and surrounding areas, which600

supports a wide range of previous geophysical and geological observations. The main fea-601

tures of this model are an E–W-trending, high-velocity intracrustal layer in the north-602

ern part of the study area which is interpreted as an imbrication of the Cantabrian mar-603

gin/European lower crust, and a shallow, isolated high-velocity body in the Bilbao area604

at 9–15 km depth, which could explain the Basque Country Magnetic Anomaly. The dis-605

persion curves in that area show a small jump at around 0.18 Hz, which is linked to the606

contribution of higher modes of propagation excited by the velocity inversion caused by607

the presence of the anomalous, shallow high-velocity body. This feature highlights the608

importance of using methods that can account for additional information when imag-609

ing such complex structures. The observed phase velocities have also been shown to be610

incompatible with recent models proposing the presence of exhumed mantle at < 10 km611

depth (Pedrera et al., 2017; Garćıa-Senz et al., 2019). Future lines of work include in-612

corporating additional datasets in the form of a joint inversion, such as horizontal-to-613

vertical spectral ratios and receiver functions, which will allow to better constrain the614

shallow and deeper parts of the models, respectively.615
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peninsular. Maps 17.344-1989 to 17.346-1989, IGN, Madrid.646
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Gómez-Pérez, I., López-Horgue, M., & Rosales, I. (1996). Aptial-Albian745

tectonic pattern of the basque-cantabrian basin (northern Spain). Geo-746

logical Journal , 31 , 13-45. doi: 10.1002/(SICI)1099-1034(199603)31:113::747

AID-GJ6893.0.CO;2-Y748
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oloǵıa de España. Instituto Geológico y Minero de España (IGME), Servicio de768

Publicaciones, Madrid.769

Kirkpatrick, S. (1984). Optimization by Simulated Annealing: Quantitative studies.770

Journal of Statistical Physics, 34(5-6), 975-986. doi: 10.1007/BF01009452771

Kirkpatrick, S., Gelatt Jr., C. D., & Vecchi, M. P. (1983). Optimization by Simu-772

lated Annealing. Science, 220(4598), 671-680. doi: 10.1126/science.220.4598773

.671774

Larrasoaña, J. C., Parés, J. M., Millán, H., del Valle, J., & Pueyo, E. L. (2003).775

Paleomagnetic, structural and stratigraphic constraints on transverse fault776

kinematics during basin inversion: The Pamplona Fault (Pyrenees, north777

Spain). Tectonics, 22(6), 1071. doi: 10.1029/2002TC001446778

Levsin, A. L., Yanovskaya, T. B., Lander, A. V., Bukchin, B. G., Barmin, M. P.,779

Ratnikova, L. I., & Its, E. N. (1989). Seismic surface waves in a laterally780

inhomogeneous earth (V. I. Keilis-Borok, Ed.). Kluwer Academic Publishers,781

London.782

Lin, F. C., Moschetti, M., & Ritzwoller, M. H. (2008). Surface wave tomography of783

the western United States from ambient seismic noise: Rayleigh and Love wave784

phase velocity maps. Geophysical Journal International , 173 , 281-298. doi:785

10.1111/j.1365-246X.2008.03720.x786

Lin, F. C., Ritzwoller, M. H., Townend, J., Bannister, S., & Savage, M. K. (2007).787

Ambient noise Rayleigh wave tomography of New Zealand. Geophysical Jour-788

nal International , 170 , 649-666. doi: 10.1111/j.1365-246X.2008.03414.x789

Lobkis, O. I., & Weaver, R. L. (2001). On the emergence of the green’s function in790

the correlations of a diffuse field. Journal of the Acoustical Society of America,791

110 , 3011-3017. doi: 10.1121/1.1417528792
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Pedrera, A., Garćıa-Senz, J., Ayala, C., Ruiz-Constán, A., Rodŕıguez-Fernández,867
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Introduction

Texts S1 to S4 in this supplementary document contain a detailed description of the

methodology presented in the main paper. Text S5 contains a description of the derivation

of two 1D shear-wave velocity models for the ”exhumed mantle” hypothesis (the numerical

values for these models are given in Tables S1-S2). Text S6 contains a brief description of

the directionality of the seismic noise in the Basque-Cantabrian Zone. Figure S1 shows

two examples of the influence of the higher modes of Rayleigh waves in the apparent
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dispersion curve in relation to the medium response functions. Figures S2 and S3 are an

example of the influence of the different processing parameters over the linearized travel-

time inversion procedure. Figure S4 shows the results of the f-k analysis described in

Text S6. All of the references provided in this supplement are cited and included in the

reference list of the main text.

Text S1

Determination of Rayleigh Wave Phase Velocities

For a stochastic, stationary wavefield in both space and time, the azimuthally averaged

cross spectrum ρ̄(r, ω) for a receiver separation r and frequency ω behaves as a first-kind

Bessel function (Aki, 1957; Ohori et al., 2002):

ρ̄(r, ω) = J0

(
ω

c(ω)
r

)
, (1)

where c(ω) is the phase velocity at frequency ω. Ekström (2014) states that the az-

imuthally averaged cross spectrum ρ̄(r, ω) can be replaced by the time-averaged cross

spectrum obtained for individual station pairs ρSij(ω). Using the displacement spectra

u(ω) for each pair of stations i, j and time window k the cross-correlation spectrum ρijk

can be computed as (Ekström, 2014):

ρijk(ω) =
uik(ω)u∗jk(ω)√

uik(ω)u∗ik(ω)
√
ujk(ω)u∗jk(ω)

, (2)

where the superscript ∗ indicates the complex conjugate. The resulting cross-correlation

spectra are then stacked for each station pair as:

ρSij(ω) =
k=N∑
k=1

ρijk(ω) , (3)

where N is the total number of windows available for the station pair i, j. Since equation

(1) describes the complete shape of the observed cross spectrum as a function of the
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frequency ω and the phase velocity c(ω), the determination of the latter lends itself well

to a waveform fitting process. The two-step iterative waveform fitting procedure described

by Menke and Jin (2015), shown schematically in Figure 5 in the main text, introduces

an amplitude factor A into equation (1):

ρ̄(r, ω) = AJ0

(
ω

c(ω)
r

)
, (4)

in order to account for attenuation and normalization errors in the cross spectrum. The

first step is to find initial estimates for the phase velocity c(ω) and amplitude factor A,

which are denoted c(ω)0 and A0, respectively. These initial estimates can be determined

through a standard grid search (e.g., Prieto et al., 2009) as the one that minimizes the L2

error between the observed and predicted cross spectra. Once an initial c(ω)0 has been

found, A0 can be computed by least-squares minimization (Menke & Jin, 2015). The

second step consist of refining the initial estimates by iterative least-squares regression.

The relationship shown in equation (4) can be linearized around a certain estimate solution

m(p) = [c(ω)p, Ap], leading to the linear equation:

G∆m = ∆ρρρ , (5)

where G is the data kernel, ∆m = m−m(p) is the difference between the refined solution

and the estimate, and ∆ρρρ = ρρρobs − ρρρpre(m(p)) is the difference between the observed

cross-spectrum and the one predicted using the estimate m(p) and equation (4). The

regularization scheme used by Menke and Jin (2015) consists of adding two additional

constraints. The first one, mA ≈m(p), prevents the refined result from deviating too much

from a certain model mA, whose choice will be discussed later. The second, Dm ≈ 0,

imposes smoothness on the refined solution, with D being the discrete form of the second
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derivative operator. The complete generalized least-squares equation takes the form:σ−1
d G
σ−1
A I

σ−1
D D

∆m =

 σ−1
d ∆ρρρ

σ−1
A (mA −m(p))
σ−1
D Dm(p)

 , (6)

where σ−1
d , σ−1

A , σ−1
D are the weights assigned to each equation. For the discrete form of

the matrices G and D and discussion of the choice of weights, we refer the reader to

the original article by Menke and Jin (2015). At each step, the new estimate solution

is computed as m(p+1) = m(p) + ∆m and the data kernel G is updated. This process

continues until ∆m is sufficiently small (i.e., less than 1% of m(p)).

The choice of mA = [c(ω)A, AA] for the second equation in equation (6) can have a

notable influence on the final solution, and therefore is of great importance. Using the

estimate obtained in the grid search, mA = [c(ω)0, A0] can introduce unrealistic features

in the refined estimate. Menke and Jin (2015) propose to use instead a linear fit of c(ω)0

as c(ω)A. However, we propose to subtitute c(ω)0 for a custom exponential curve, as

we find that it can more realistically mimic the behavior of surface wave dispersion (e.g.,

Tang et al., 2010; Pilz et al., 2017):

c(ω)A = d tanh−1(e ω) +
f√
ω
, (7)

where d, e, and f are constant parameters chosen in such a way that c(ω)A best fits c(ω)0,

which can be easily found through trial and error (i.e., any Monte Carlo method). Finally,

the covariance of the estimated solution can be approximated as (Menke & Jin, 2015):

Cm =

σ−1
d G
σ−1
A I

σ−1
D D

T σ−1
d G
σ−1
A I

σ−1
D D

−1

. (8)

Text S2

Computation of Phase Velocity Maps
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The travel-time inversion procedure described by Barmin et al. (2001) uses a grid of

nodes to parameterize velocities across the study area. Delaunay triangles are constructed

for the grid, and the value of the velocity at any given point m(r) is computed as

m(r) =
M∑
j=1

m(rj)wj(r) , (9)

where M is the number of nodes defining the model, and rj their locations. The weights

wj(r) are computed as the barycentric coordinates of the triangle enclosing r, and are

zero for the nodes outside of it. The problem of surface wave propagation is linearized by

treating surface waves as rays traveling along the great circle paths linking sources and

receivers, and therefore the relationship between the data and model-parameter vectors

can be written as:

Gm = d , (10)

where the data vector d contains the travel time perturbations between source and receiver

and the parameter vector m contains the slowness perturbations along the nodes, both

of them relative to a reference model c0(r). The vector m is estimated by minimization

of the penalty function (Barmin et al., 2001; Goutorbe et al., 2015):

E(m) = (Gm− d)TC−1(Gm− d) + α2||Fm||2 + β2||Hm||2 , (11)

The first term of the penalty function represents data misfit. The covariance matrix C is

a diagonal matrix whose non-zero elements are the variances of the observed travel times,

which can be estimated from the variance of the phase-velocity curves obtained from the

waveform fitting procedure. The second and third terms incorporate the regularization

constraints for the inversion. The term α2||Fm||2 is a spatial smoothing condition, with
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matrix F defined as:

Fij =

{
1 if i = j, and

−S(ri, rj) if i 6= j .
(12)

In this matrix, S is a smoothing kernel defined as:

S(ri, rj) = exp

(
−|ri − rj|2

2σ2

)
, (13a)∫

S

S(ri)drj = 1 . (13b)

where ri and rj are the positions of the i-th and j-th nodes, respectively, and σ is the

spatial correlation parameter. The term β2||Hm||2 penalizes deviations from the reference

model c0(r) depending on the number of paths crossing the different parts of the model.

The weighting function H is chosen to approach unity in areas of poor coverage and zero

otherwise, taking the form (Goutorbe et al., 2015):

Hij = exp(−λρi)δij , (14)

where the path density ρ is defined as the number of rays intersecting a circle of fixed

radius centered at the i-th node of the grid, and the parameter λ controls the sharpness

of the weighting function. With these definitions, the relationship between the model and

data vectors is:

m = (GTC−1G + Q)−1GTC−1d , (15)

where the matrix Q includes both regularization constraints:

Q = α2FTF + β2HTH . (16)

The covariance matrix associated with the model parameters can be estimated as

(Goutorbe et al., 2015):

cov(m) = (GTC−1G + Q)−1 . (17)
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Text S3

Resolution Analysis

Spatial resolution, interpreted as the minimum distance at which two different point

anomalies can be resolved, is estimated starting from the model resolution matrix R,

which is computed as (Barmin et al., 2001):

R = (GTC−1G + Q)−1GTC−1G (18)

where the i-th row of the model resolution matrix R can be interpreted as the model

the inversion would produce if there was a point-like velocity anomaly located at node i

(Goutorbe et al., 2015). A cone is fitted to each of these hypothetical models, and the

radius of the cone is reported as the spatial resolution at the corresponding grid node. By

definition, the spatial resolution value at a given node can never be less than twice the

inter-node spacing (Barmin et al., 2001).

Text S4

Forward Modeling of the Apparent Rayleigh Wave Dispersion Curves

Rayleigh wave dispersion curves are computed using the matrix propagator method

(Haskell, 1953), in which the Earth is represented by a stack of layers overlying a homo-

geneous half-space. As the original method is prone to numerical instabilities (Schwab

& Knopoff, 1970; Aki & Richards, 2002), we implement the orthonormalization scheme

described by Wang (1999). The numerical difficulties are caused by operations between

different increasing exponentials. Wang (1999) solves this issue by reconstructing the

displacement-stress vector bases from depth to depth and making them orthonormal so

that there are no operations between the increasing exponential terms. The vector bases
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are defined at the half-space as:

Ŷn = LnĈn , (19)

where Ln is the 4× 4 layer matrix (Aki & Richards, 2002):

Ln =


αnk βnνn αnk βnνn
αnγn βnk −αnγn −βnk

−2αnµnkγn −βnµn(k2 + ν2
n) 2αnµnkγn βnµn(k2 + ν2

n)
−αnµn(k2 + νn) −2βnµnkνn −αnµn(k2 + νn) −2βnµnkνn

 . (20)

Here γn =
√
k2 − ω/α2

n, νn =
√
k2 − ω/β2

n, k is the wavenumber, and µn, αn, βn are the

shear modulus, P- and S-wave velocities of the n-th layer, respectively. Ĉn is chosen as:

Ĉn =


1 0
0 1
0 0
0 0

 . (21)

The displacement-stress vector bases are then computed at the half-space interface as:

Ĉn−1 = Ln−1Ŷn . (22)

Afterwards, Ĉn−1 is transformed by a 2× 2 orthonormalization matrix Q:

Ĉ′n−1 = Ĉn−1Qn−1 , (23)

with Qn−1 defined in such a way that elements Ĉ′n−1,12 and Ĉ′n−1,21 are zero:

Qn−1 =

(
Ĉn−1,22 −Ĉn−1,22

−Ĉn−1,21 Ĉn−1,11

)
/

√
|Ĉ(1)

n−1||Ĉ
(2)
n−1| , (24)

thus eliminating the operations between the growing exponential terms in the next step,

in which the vector bases are propagated to the next interface:

Ŷn−1 = Ln−1En−1Ĉ
′
n−1 (25)

where En−1 is the 4× 4 diagonal matrix (Aki & Richards, 2002):

En−1 =


eγn−1dn−1 0 0 0

0 eνn−1dn−1 0 0
0 0 e−γn−1dn−1 0
0 0 0 e−νn−1dn−1

 , (26)
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with dn−1 being the layer thickness. equation (19) to equation (25) are then solved itera-

tively upwards from the half-space interface until reaching the free surface (n = 1), where

the boundary conditions for surface waves require the stress components to vanish. The

dispersion curves can then be obtained by finding the pair of values (c, ω) that fulfill the

equation (Aki & Richards, 2002): ∣∣∣∣Y1,31 Y1,32

Y1,41 Y1,42

∣∣∣∣ = 0 . (27)

However, this equation involves complex quantities due to the orthonormalization scheme,

thus requiring a complicated root-finding procedure. In order to avoid this issue and deal

with real quantities only, we adopt the approach of Garćıa-Jerez et al. (2016) and evaluate

instead the signs of the following equation:∣∣∣∣Y1,31 Y1,32

Y1,41 Y1,42

∣∣∣∣ |Q∗n−1||Q∗n−2|...|Q∗1| = 0 , (28)

The dispersion curves cRm for the fundamental and higher modes determined by evaluating

equation (28) are combined together to form the apparent dispersion curve cappR (ω) as

(Tokimatsu et al., 1992; Ohori et al., 2002):

cos

(
ωD

cappR (ω)

) M∑
m=0

A2
Rm

(ω)cRm(ω) =
M∑
m=0

A2
Rm

(ω)cRm(ω) cos

(
ωD

cRm(ω)

)
, (29)

where cRm(ω) and ARm(ω) are the dispersion curve and the medium response function

(Harkrider, 1964) associated with the m-th Rayleigh wave mode. Ohori et al. (2002) set

D as the smallest inter-station distance in their array. In our approach, we set D as the

minimum distance between the nodes of the grid used in the travel-time tomography.

The Rayleigh medium response function for the m-th mode takes the form (Harkrider

& Anderson, 1966; Ben-Menahem & Singh, 2000):

ARm(ω) =
|uzm(ω, z1)|2

2URm(ω)cR(ω)IR0m(ω)
, (30)
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where uz(z1) is the vertical displacement at the free surface, URm is the m-th mode

Rayleigh wave group velocity and IR0m is the energy integral given by (Harkrider & An-

derson, 1966):

IR0m(ω) =

∫ 0

∞
ρ(z)(|uxm(ω, z)|2 + |uzm(ω, z)|2)dz . (31)

In order to avoid computing numerical derivatives of the phase velocities, the group ve-

locity can also be computed using energy integrals (Garćıa-Jerez et al., 2016):

URm(ω) =
cRm(ω)2IR0m(ω)− cRm(ω)2IR3m(ω)/ω2 + IR1m(ω)

2IR0m(ω)cRm(ω)
, (32)

with IR1m and IR3m being (Ben-Menahem & Singh, 2000; Garćıa-Jerez et al., 2016):

IR1m(ω) =

∫ 0

∞
µ(z)(

α(z)2

β(z)2
|uxm(ω, z)|2 + |uzm(ω, z)|2)dz , and (33)

IR3m(ω) =

∫ 0

∞
µ(z)(

α(z)2

β(z)2

∣∣∣∣duzm(ω, z)

dz

∣∣∣∣2 +

∣∣∣∣duxm(ω, z)

dz

∣∣∣∣2)dz . (34)

The vertical and horizontal Rayleigh wave displacements uzm(ω, z) and uzm(ω, z) needed

for the computation of the energy integrals are the elements rRm(z)11 and rRm(z)12 of

the displacement-stress vector rRm(z), which, following Garćıa-Jerez et al. (2016), can be

computed for the j-th layer as:

rRm(z) = LjEj(z − zj+1)ĈjQjQj−1...Q1

(−Y1,32

Y1,31

1

)
, (35)

with zj ≤ z ≤ zj+1. As an example, Figure S1 shows the results of the forward modeling

(dispersion curves for the fundamental mode and first three overtones, their corresponding

medium-response functions, and the resulting apparent dispersion curve) for two synthetic

models. The first of these models has two strong velocity inversions, which are reflected

in two maxima in the medium response functions at approximately 0.1 and 0.2 Hz. In

the second model, shear-wave velocity increases monotonically with depth and the corre-
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sponding medium response functions for the higher modes are simpler, with the apparent

dispersion curve being practically equal to that of the fundamental mode.

Text S5

Derivation of 1D shear-wave velocity models from the “exhumed mantle

model”

In recent years, a new model for the structure of the Basque-Cantabrian Zone has

been proposed, in which the mantle, uplifted during the Mesozoic, remained at < 10 km

depth after the Pyrenean orogenesis, just beneath the sediments of the eastern Basque-

Cantabrian Zone (Pedrera et al., 2017; Garćıa-Senz et al., 2019). The original gravity

model by Pedrera et al. (2017) shows a large, rounded, piece of mantle beneath the Biscay

synclinorium (see Figure 1 in the main text), in the Basque-Cantabrian Zone, from 5 to

30-32 km depth. In their model, this piece of mantle has a uniform density of 2.9 gr/cm3,

while the mantle below that depth has a density of 3.3 g/cm3. In a reply to a comment

by Pedreira et al. (2018), Pedrera et al. (2018) explain that the density of 2.9 g/cm3 was

due to mantle serpentinization and include a 2D magnetic model across the area (Gernika

section), in which the exhumed mantle shows different values of magnetic susceptibility as

a consequence of different degrees of serpentinization. A slight variation of this magnetic

model, also including the fitting of gravity anomalies, was proposed later by Garćıa-Senz

et al. (2019). In both cases, the average densities that can be inferred from the reported

magnetic susceptibilities are much higher that the values used in their gravity models.

Therefore, we derived two 1D shear-wave velocity profiles to test the “exhumed mantle

model”: one from the magnetic susceptibilities (serpentinization degree), and the other

derived from the densities of the mantle.
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In the closest point of the Gernika section to node 1575 (which lies 30 km to the ESE,

approximately along the trace of the Biscay synclinorium; see Figure 2 in the main text),

the magnetic model shows, from top to bottom: 7 km of Mesozoic-Cenozoic sedimentary

and volcanic rocks, the Moho, 2-3 km of highly serpentinized peridotites with a magnetic

susceptibility of 0.12 SI, 10 km of poorly serpentinized peridotites with a magnetic sus-

ceptibility of 0.0012 SI (Pedrera et al., 2018) or 0.004 SI (Garćıa-Senz et al., 2019), and

a peridotite with a magnetic susceptibility of 0 SI. These susceptibilities can be broadly

associated to average degrees of serpentinization of >75%, <25% and 0%, respectively

(Oufi et al., 2002; Maffione et al., 2014). We assumed average values of 85%, 10% and

0% for those 3 mantle layers, from which we calculated the P-wave and S-wave velocities

at 200 MPa and 200 ◦C for the uppermost segment (following Christensen, 2004), at 1

GPa and 400 ◦C for the deepest one (following Carlson & Miller, 2003), and an average

between these two conditions for the intermediate segment (Table S1). These serpen-

tinization values imply average densities of 2.58, 3.25 and 3.34 g/cm3 at those conditions

(Carlson & Miller, 2003; Christensen, 2004). Considering that the uppermost layer of

2.58 g/cm3 is only 2-3 km thick, the volumetric average is clearly much higher than the

2.9 g/cm3 reported by Pedrera et al. (2017) in their gravity model. We have added an

extra mantle layer below 30 km depth with the same properties of the layer on top of it

(i.e., no serpentinization) to give more freedom to the nonlinear inversion algorithm to fit

the observed phase velocities. On top of the mantle, we included two layers of sediments

with the same S-wave velocities of our initial model of Table 1 in the main text.

We can also estimate the Vs of the mantle from the density values used in the gravity

models of the Gernika section. We find unrealistic to assume a constant density of 2.9
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g/cm3 as in the model of Pedrera et al. (2017), so we used instead the values proposed

by (Garćıa-Senz et al., 2019). These authors consider a density of 2.7 g/cm3 for the

upper 2-3 km of highly serpentinized (>75%) exhumed mantle, and a variable density of

2.80-3.10 g/cm3 for the remaining part of the mantle above 30-32 km depth, including

the magnetized upper part (0.004 SI) and the fresh peridotites of the lower part (no

susceptibility). Fresh peridotites below 30-32 km depth, on the other hand, have a density

of 3.3 g/cm3 in their model. From these densities, we calculated the Vs velocities again

in the same way than in the previous case, following Carlson and Miller (2003) and

Christensen (2004) (Table S2).

Text S6

Directionality of the seismic noise wavefield in the Basque-Cantabrian Zone

Since the azimuthal variations in the intensity of the seismic noise might have a small ef-

fect (in the order of 1-2%; Froment et al, 2010) on the measured velocities of surface waves,

it is interesting to analyze the distribution of noise sources. Therefore, we performed a f-k

analysis centered on the primary microseismic peak frequency following the approach de-

scribed in Gal et al. (2014; their code is available at github.com/mgalcode/IAS-Capon).

Since our network was deployed with the purpose of monitoring the local seismicity, it

is ill-designed for the application of array techniques such as the f-k analysis, having an

aperture of more than 400 km and an average interstation distance of 30 km. Instead, we

have used a subset of 13 stations deployed in the Navarra area (green triangles in Figure

2 in the main text, excluding the easternmost one), which has a more reasonable aperture

and average interstation distances of 70 and 10 km, respectively. The results of the f-k

analysis are presented in Figure S4 and show that the most intense seismic noise sources
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are located to the north of the study area, while a sufficient level of noise arises from all

azimuthal sectors.
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App.

Fund.

1st.

2nd.

3rd.

App.
Fund.

1st.

2nd.

3rd.

VS model Dispersion curves Medium response functions

Figure S1. Rayleigh wave dispersion curves for the fundamental mode (Fund.) and higher

modes (1st, 2nd and 3rd) and their corresponding medium response functions computed for two

synthetic models: one with two strong velocity inversions (top row) and another with mono-

tonically increasing shear-wave velocities (bottom row). The apparent dispersion curve for each

model is shown as a dashed black line labeled as “App.”.
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Figure S2. Comparative of the results of the travel-time linearized inversion for a period of

14 s, using a smoothing parameter of 40 (left), 400 (middle) and 4000 (right). For smoothing

values of 40 and 400, the positions of some stations and a few interstation paths can be seen

(artifacts), which suggests that the choice of parameters is not adequate. In this case, the map

on the right is clearly preferable since the spatial resolution values shown below are reasonable

given an average wavelength of 45 km.
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Figure S3. Comparative between the results of the travel-time linearized inversion for a period

of 14 s with and without the outlier removal step (left) Result from the overdamped inversion

performed in the first step of the linearized inversion, (middle) result of the inversion without

removing outliers, (right) result of the inversion after outliers removal. The smoothing parameter

used in the first step is 10 times the one used in the final inversion (40000 and 4000, respectively).
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Figure S4. Results of the f-k analysis centered in the primary microseismic peak frequency

using a subset of 13 stations located in the Navarra area.
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Layer Thickness (km) Vp (km/s) Vs (km/s)
Inferred densities for the

mantle (g/cm3)
Mesozoic-Cenozoic (top) 3 4.80 2.77

Mesozoic-Cenozoic (bottom) 4 5.00 2.89
Mantle, ∼85% serpentinized 3 5.30 2.60 2.58
Mantle, ∼10% serpentinized 10 7.72 4.18 3.25

Mantle, 0% serpentinized 10 8.10 4.30 3.34
Mantle, 0% serpentinized 20 8.10 4.30 3.34

Table S1. 1D body-wave velocity model based on the “exhumed mantle model” by Pedrera

et al. (2017, 2018) and Garćıa-Senz et al. (2019), with Vp and Vs of the mantle layers derived

from their magnetic susceptibilities (“magnetic model”). See Text S5 for details.

Layer Thickness (km) Density (g/cm3) Vp (km/s) Vs (km/s)
Mesozoic-Cenozoic (top) 3 2.60 4.80 2.77

Mesozoic-Cenozoic (bottom) 4 2.67 5.00 2.89
Mantle, >75% serpentinized 3 2.70 5.70 2.91
Mantle, ∼10% serpentinized 10 2.80 6.03 2.98

Mantle, 0% serpentinized 10 3.10 7.30 3.75
Mantle, 0% serpentinized 20 3.30 8.10 4.30

Table S2. 1D body-wave velocity model based on the “exhumed mantle model”, with Vp and

Vs of the mantle derived from their densities (gravity model of Garćıa-Senz et al., 2019). See

Text S5 for details
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