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Abstract

The Quantum Approximate Optimization Algorithm (QAOA) was proposed as a way of finding good, approx-
imate solutions to hard combinatorial optimization problems. QAOA uses a hybrid approach. A parametrized
quantum state is repeatedly prepared and measured on a quantum computer to estimate its average energy.
Then, a classical optimizer, running in a classical computer, uses such information to decide on the new pa-
rameters that are then provided to the quantum computer. This process is iterated until some convergence
criteria are met. Theoretically, almost all classical minimizers can be used in the hybrid scheme. However, their
behaviour can vary greatly in both the quality of the final solution and the time they take to find it.

In this work, we study the performance of twelve di↵erent classical optimizers when used with QAOA to
solve the maximum cut problem in graphs. We conduct a thorough set of tests on a quantum simulator both,
with and without noise, and present results that show that some optimizers can be hundreds of times more
e�cient than others in some cases.

Keywords: Quantum Approximate Optimization Algorithm, Combinatorial Optimization, Max-Cut, Function
minimization

1. Introduction

Quantum computing [1] is a computational paradigm in which subatomic particle properties such as super-
position, entanglement and interference are exploited to obtain algorithms which o↵er speed-ups over classical
algorithms. For instance, Shor’s algorithm [2] is a quantum method that can factor an integer in time which
is polynomial in the number of bits of the input while the best classical algorithm that we currently have is
superpolynomial, and Grover’s algorithm [3] and some quantum walks [4, 5] attain a quadratic speed-up in the
black-box model over any possible classical algorithm for searching an element in an unsorted list.

A fruitful topic of research has been the use of quantum computing for solving combinatorial optimization
problems. One of the most popular approaches has been that of quantum adiabatic computing [6, 7]. In this
model, a quantum system is initialized to a certain, well-known state and then it is made to evolve following a
slowly changing Hamiltonian until it reaches the ground state of another Hamiltonian that codes the solution to
our problem. Although this model is equivalent to the paradigm of quantum circuits and it is, thus, universal,
its most popular incarnation has been through the use of the restricted version called quantum annealing [8],
for instance in D-Wave’s quantum computers [9].

The Quantum Approximate Optimization Algorithm (QAOA) [10] can be seen as a discretization of quantum
adiabatic computing in which a target Hamiltonian and a mixer Hamiltonian are used in alternate steps to
drive the evolution of the system to a (ground) state that encodes a solution to the optimization problem
under study. Since its introduction, the properties of QAOA have been (and still are) the subject of intense
study [11, 12, 13, 14, 15, 16, 17] and it has been applied to several di↵erent optimization problems [18, 19, 20, 21].
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QAOA follows a hybrid classical-quantum scheme. The classical computer is used to determine the optimal
values in a parametrized quantum state that has a high overlap with (a good approximation to) the solution of
our optimization problem. Then, a quantum computer is used to prepare that quantum state with the optimal
parameters found by the classical algorithm. When that state is measured, a good solution is found with high
probability.

Theoretically, the optimal parameters for the quantum state can be obtained e�ciently with a classical
algorithm for some problems [10]. However, although the exact method has asymptotical polynomial complexity,
in practice its running time can be rather large. Thus, an iterative approach is usually adopted instead. The
classical computer starts with a guess of the optimal parameters and uses the quantum computer to evaluate
the expected value of the quantum state for those parameters. Then, a classical minimizer or maximizer is used
to obtain the optimal values. Throughout this process, the quantum computer is used as a black-box capable
of providing (estimations of) the expected values of the quantum state for di↵erent values of the parameters.

Although QAOA has been the subject of many research papers, not so much attention has been paid to the
influence of the choice of classical optimizer in the e�cacy and e�ciency of the method and, to a prospective
user of the algorithm it can be di�cult to select the most appropriate minimizer among the many existing
ones. In this work, we focus exactly on that problem and we study the performance of twelve di↵erent classical
optimizers when used together with QAOA to solve the maximum cut problem in graphs, with the aim of
providing a guide to help in choosing the best minimizer to use with QAOA. We conduct a series of numerical
experiments in a quantum simulator, both with and without noise, and analyse the results in terms of quality of
the solution and of the computation time needed to achieve it. This shows that some optimizers can be hundreds
of times faster than others while attaining approximations to the solution of similar quality, so the choice of the
classical optimizer should be a key factor when using QAOA. Partial studies of the performance of optimizers
for QAOA have been conducted before, but only with a fraction of the twelve methods that we examine in this
work (for instance, in [22] and [23] three optimizers are studied, while five are considered in [24]).

The rest of the paper is organized as follows. In Section 2 we present the mathematical formulation of
QAOA and we show how approximate solutions to NP-hard problems such as Max-Cut can be found with it
and in Section 3 we derive the analytical expression of the expected energy for some of the cases we study in
this paper. In Section 4, we introduce the classical optimizers that we have used in under study and present
some of their main properties. In Section 5 we describe the settings of our experiments and present and analyse
the results we have obtained. Finally, in Section 6 we raise some conclusions and propose ideas for future work.

2. QAOA and the Max-Cut problem

The objective of QAOA is to find a good approximation of the ground state of a given Hamiltonian CH

(below, we will show how we can use this Hamiltonian to encode instances of NP-hard optimization problems).
In the general case, this problem is very di�cult to solve even when CH is diagonal in the computational basis so
we start with another Hamiltonian IH whose ground state |�i is easy to find and prepare (usually, |�i = |+i⌦n).
Then, we consider the parametrized quantum state

|�, �i = e
�i�pIHe

�i�pCH . . . e
�i�2IHe

�i�2CHe
�i�1IHe

�i�1CH |�i,

where � and � are real number p-tuples which are called angles, and p � 1 is a parameter. Note that this can
be seen as a discretization or Trotterization [25] of the evolution of |�i under the time-depending Hamiltonian
that is used in quantum adiabatic computing which is given, for t 2 [0, T ] (where T is the total time of the
evolution), by

H(t) =

✓
1� t

T

◆
IH +

t

T
CH .

In QAOA, a classical computer is used to find the values � and � that minimize the expected value

F (�, �) = h�, �|CH |�, �i.

Then, the state with optimal angles is prepared in the quantum computer. When measured, the resulting state
is a good approximation to the combinatorial problem that is coded via CH . Obviously, the bigger p, the
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better the solution that we obtain and, in fact, the sequence of the optimal quantum states can be seen [10] as
converging to the optimal solution to the problem when p ! 1.

For some cases, it has been shown [10] that the optimal angles � and � can be found e�ciently (i.e. with an
algorithm that takes time polynomial in the dimension of the Hilbert space) with a classical computer. However,
this polynomial can be of very high degree and, in practice, the usual approach is to use a classical function
optimizer to obtain good values of � and � with the quantum computer acting as a black-box device that returns
(estimations of) F (�, �). That is, the classical optimizer uses the quantum computer to (stochastically) evaluate
and minimize F . Once that the stopping criteria of the classical optimizer are met, the quantum computer is
used to prepare a number of copies of |�, �i with the optimal angles. These copies of the state are measured
and the best solution found this way is returned. This is summarized in Algorithm 1.

Algorithm 1 Quantum Approximate Optimization Algorithm

1: INPUT: p, CH , K
2: OUTPUT: An approximate solution z

3: while stopping criteria not met do
4: Choose p real values for � and for � (classical computer)
5: Prepare state |�, �i (quantum computer)
6: Estimate h�, �|CH |�, �i (classical and quantum computer)
7: end while
8: for i:=1 to K do
9: Prepare |�, �i (quantum computer)

10: Measure |�, �i to obtain |zi (quantum computer)
11: Compute F (z) = hz|CH |zi (classical computer)
12: end for
13: Return z with the lowest value of F (z)

One of the problems that have been more extensively used with QAOA is the maximum cut (or Max-Cut)
problem in graphs. This is is one of the most studied combinatorial optimization problems and has applications
in statistical physics and circuit layout design, among other fields [26, 27]. It has been shown to be NP-hard [28]
and it remains NP-hard even when the graphs are constrained to have maximum degree 3 [29].

The Max-Cut problem can be stated as, given a graph G = (V,E), find a partition of the vertices V in
two sets such that the number of edges e 2 E with extremes in di↵erent sets of the partition is the maximum
possible. This can be easily reformulated as the problem of finding the ground state of a Hamiltonian in the
following way. We consider a Hilbert space of dimension n = |V |. We identify each state |zi of the computational
basis of the Hilbert space with a partition of V in a straightforward way: if zi = 0, then vertex i belongs to the
first set of the partition and if zi = 1, it belongs to the second. Then, an edge e = {i, j} 2 E has extremes in
di↵erent sides of the partition given by z if and only if

hz|Zi ⌦ Zj |zi = �1,

where Zi ⌦ Zj is the tensor product of the Z Pauli gates on qubits i and j, respectively.
It is easy to see, then, that the Max-Cut problem can be alternatively stated as finding a ground state of

the Hamiltonian
CH =

X

{i,j}2E

Zi ⌦ Zj . (1)

3. Analytic study of the first level QAOA for Max-Cut

In this section we obtain an explicit expression for the energy expectation related to the cost Hamiltonian
CH , for QAOA of depth level p = 1. We start by fixing some notation.

Definition 1. Let n and t be natural numbers, and let H 2 Mt⇥n(F2) be the incidence matrix of an undirected
graph with no loops. This means that the graph consists of n vertices and t edges E⌫ = {i⌫ , j⌫} (with i⌫ 6= j⌫),
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with H⌫i⌫
= H⌫j⌫

= 1, and zero elsewhere. We define the cost Hamiltonian

CH =
tX

⌫=1

C⌫ , where C⌫ = Zi⌫
⌦ Zj⌫

.

For simplicity, since p = 1, we identify � = �1, � = �1 2 [0, 2⇡]. Let U(CH , �) = exp(�i�CH), U(B,�) =

exp
⇣
�i�

P
n+r

i=1 Xi

⌘
, |�i = |+i⌦n, so that the final state of QAOA of depth level p = 1 is

|�,�i = U(B,�)U(CH , �)|�i

and the expected value of CH in the final state is

F1(�,�) = h�,�|CH |�,�i.

In order to find an explicit expression of such a final state, let us introduce:

For all ⌫ = 1, . . . , t: I⌫ = {k 2 {1, . . . , n} | H⌫k = 1}.

For all l 2 N, and E ✓ {1, . . . , l}: �l

E
= {x 2 Fl

2 | xi = 0 , if i 62 E}.

For all ⌫ 2 {1, . . . , t}, and for all b 2 �
n

I⌫
: ⇥⌫,b = {µ 2 {1, . . . , t} | Hµ · bt = 1}, where Hµ denotes the

µ�th row of the matrix H.

For all ⌫ 2 {1, . . . , t}: ⇤⌫ =
n
(b, a) 2 �

n

I⌫
⇥ �

t

⇥⌫,b
| a ·H = H⌫

o
.

wtH(b) denotes the Hamming weight of the binary array b.

Let us show specific expressions for those sets in our particular case. For all ⌫ = 1, . . . , t, the edge E⌫ =
{i⌫ , j⌫} yields

I⌫ = {i⌫ , j⌫}.

Consequently, the set �n

I⌫
consists of those binary arrays of length n whose ones are contained in positions i⌫ or

j⌫ . Therefore, if we let 0n be the length n zero vector, and we denote by ek the binary array of length n with
a one in the k�th position and zeroes elsewhere, we have that

�
n

I⌫
= {0n , ei⌫ , ej⌫ , ei⌫ � ej⌫},

where � denotes the XOR operator.
Now, for all ⌫ 2 {1, . . . , t}, and for all b 2 �

n

I⌫
, we have:

When b = 0n, the product Hµ · bt is always zero, so that ⇥⌫,0n = ;. Consequently, �
t

⇥⌫,0n
= {0t},

0t ·H = 0n 6= H⌫ , and so the pair (0n, 0t) 62 ⇤⌫ .

When b = ei⌫ , the product Hµ · bt is equal to one exactly when Hµi⌫
= 1, i.e., when the vertex i⌫ is an

endpoint of the edge Eµ, so that

⇥⌫,ei⌫
= {µ | the vertex i⌫ is incident with the edge Eµ}.

Consequently, �t

⇥⌫,ei⌫

consists of arrays a with ones in positions µ such that Eµ = {i⌫ , jµ} (in particular,

e⌫ 2 �
t

⇥⌫,ei⌫

). Observe that for all µ 6= ⌫, we have that jµ 6= j⌫ . Therefore, if a contains a one in a position

µ 6= ⌫, we have that a ·H contains a one in jµ, and so a ·H 6= H⌫ . This means that only (ei⌫ , e⌫) 2 ⇤⌫ .

Analogous properties hold when b = ej⌫ .
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When b = ei⌫ �ej⌫ , the set ⇥⌫,ei⌫�ej⌫
consists of those µ such that the vertices i⌫ , j⌫ are incident with the

edge Eµ, but not both at the same time, i.e., ⇥⌫,ei⌫�ej⌫
= ⇥⌫,ei⌫

4⇥⌫,ej⌫
, where 4 denotes the symmetric

di↵erence of sets. Consequently, �t

⇥⌫,ei⌫
�ej⌫

consists of arrays a with ones in positions µ 6= ⌫ such that

the edge Eµ contains either the vertex i⌫ or the vertex j⌫ .

Now, assume that a contains a one in the µ�th position, i.e, that Eµ = {i⌫ , jµ} or Eµ = {iµ, j⌫}. Then,
for a · H to be equal to H⌫ , a must contain a one also in a position µ

0 such that the edge Eµ0 is of the
form {jµ, j⌫}, in the first case, or of the form {iµ, i⌫}, in the second one. In both cases, a triangle in the
graph is formed by the edges E⌫ , Eµ, and Eµ0 . So, a has ones in positions forming triangles of the graph
containing the edge E⌫ . Moreover, such number of triangles must be odd, in order for a ·H to be equal
to H⌫ (otherwise, it is equal to the zero array). Let us denote by T⌫ the set of such a.

Summarizing, for all ⌫ 2 {1, . . . , t}, ⇤⌫ = {(ei⌫ , e⌫), (ej⌫ , e⌫)} [ {ei⌫ � ej⌫}⇥ T⌫ . We shall use the following
auxiliary lemma.

Lemma 1. With the previous notation, for all ⌫ = 1, . . . , t,

1.

U(B,�)†
 
O

k2I⌫

Zk

!
U(B,�) =

X

b2�
n

I⌫

cos(2�)2�wtH(b) sin(2�)wtH(b)
O

k2I⌫

Z
1�bk

k
Y

bk

k

2. For all b 2 �
n

I⌫
,

U(CH , �)†
 
O

k2I⌫

Z
1�bk

k
Y

bk

k

!
U(CH , �)

=
X

a2�
n+r

⇥
⌫,b

Y

µ2⇥⌫,b

⇣
cos(2�)1�aµ(�i sin(2�))aµ

⌘ nO

l=1

Z
(a·H)l
l

! 
O

k2I⌫

Z
1�bk

k
Y

bk

k

!
.

Proof. 1. Since U(B,�) = exp (�i�j

P
n

l=1 Xl) =
Q

n

l=1 exp(�i�lXj) =
Q

n

l=1(cos(�)I + i sin(�)Xl), we have

U(B,�)†
 
O

k2I⌫

Zk

!
U(B,�) =

nY

l=1

(cos(�)I + i sin(�)Xl)

 
O

k2I⌫

Zk

!
nY

l=1

(cos(��)I + i sin(��)Xl).

When l 62 I⌫ , the terms (cos(�)I + i sin(�)Xl),
�N

k2I⌫
Zk

�
commute, so we have

O

k2I⌫

((cos(�)I + i sin(�)Xk)Zk(cos(��)I + i sin(��)Xk))

=
O

k2I⌫

((cos(�)Zk + sin(�)Yk)(cos(�)I � i sin(�)Xk))

=
O

k2I⌫

((cos(�)Zk + sin(�)Yk)(cos(�)I � i sin(�)Xk))

=
O

k2I⌫

�
(cos2(�)� sin2(�))Zk + 2 sin(�) cos(�)Yk

�

=
O

k2I⌫

(cos(2�)Zk + sin(2�)Yk) =
X

b2�
n

I⌫

O

k2I⌫

(cos(2�)Zk)
1�bk(sin(2�)Yk)

bk

=
X

b2�
n

I⌫

cos(2�)2�wtH(b) sin(2�)wtH(b)
O

k2I⌫

Z
1�bk

k
Y

bk

k

after expansion of the tensor product as a sum of terms.
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2. Let us inspect the conjugation of
N

k2I⌫
Z

1�bk

k
Y

bk

k
by the µ�th factor of the operator

U(CH , �j) = exp(�i�jCH) = exp

0

@i�j

tX

µ=1

O

l2Iµ

Zl

1

A =
tY

µ=1

exp

0

@i�j

O

l2Iµ

Zl

1

A .

Since exp
⇣
i�j

N
l2Iµ

Zl

⌘
= cos(�j)I + i sin(�j)

⇣N
l2Iµ

Zl

⌘
, we have

exp

0

@i�j

O

l2Iµ

Zl

1

A
† 
O

k2I⌫

Z
1�bk

k
Y

bk

k

!
exp

0

@i�j

O

l2Iµ

Zl

1

A

=

0

@cos(��j)I + i sin(��j)

0

@
O

l2Iµ

Zl

1

A

1

A ·
 
O

k2I⌫

Z
1�bk

k
Y

bk

k

!0

@cos(�j)I + i sin(�j)

0

@
O

l2Iµ

Zl

1

A

1

A

= cos2(��j)

 
O

k2I⌫

Z
1�bk

k
Y

bk

k

!
+ sin2(��j)

0

@
O

l2Iµ

Zl

1

A
 
O

k2I⌫

Z
1�bk

k
Y

bk

k

!0

@
O

l2Iµ

Zl

1

A

� i sin(��j) cos(��j)

 
O

k2I⌫

Z
1�bk

k
Y

bk

k

!0

@
O

l2Iµ

Zl

1

A+ i sin(��j) cos(��j)

0

@
O

l2Iµ

Zl

1

A
 
O

k2I⌫

Z
1�bk

k
Y

bk

k

!
.

Since Zk and Yk anticommute in positions k 2 Iµ such that bk = 1, and commute otherwise, we have

= cos2(��j)

 
O

k2I⌫

Z
1�bk

k
Y

bk

k

!
+ (�1)Hµ·bt sin2(��j)

 
O

k2I⌫

Z
1�bk

k
Y

bk

k

!

� i(�1) sin(��j) cos(��j)

0

@
O

l2Iµ

Zl

1

A
 
O

k2I⌫

Z
1�bk

k
Y

bk

k

!
+ i sin(��j) cos(��j)

0

@
O

l2Iµ

Zl

1

A
 
O

k2I⌫

Z
1�bk

k
Y

bk

k

!

=

0

@cos(�2�j)I + i sin(�2�j)

0

@
O

l2Iµ

Zl

1

A

1

A
Hµ·bt  

O

k2I⌫

Z
1�bk

k
Y

bk

k

!

because of elementary trigonometric relations. Observe that the first factor contains only Z matrices, so
it commutes with the remaining factors of the operator U(CH , �j). Therefore,

U(CH , �)†
 
O

k2I⌫

Z
1�bk

k
Y

bk

k

!
U(CH , �) =

tY

µ=1

exp

0

@i�j

O

l2Iµ

Zl

1

A
† 
O

k2I⌫

Z
1�bk

k
Y

bk

k

!
·

tY

µ=1

exp

0

@i�j

O

l2Iµ

Zl

1

A

=

0

B@
tY

µ=1

0

B@

0

@cos(�2�j)I + i sin(�2�j)

0

@
O

l2Iµ

Zl

1

A

1

A
Hµ·bt

1

CA

1

CA ·
 
O

k2I⌫

Z
1�bk

k
Y

bk

k

!

=

0

@
Y

µ2⇥⌫,b

0

@cos(�2�j)I + i sin(�2�j)

0

@
O

l2Iµ

Zl

1

A

1

A

1

A ·
 
O

k2I⌫

Z
1�bk

k
Y

bk

k

!

=
X

a2�
t

⇥
⌫,b

Y

µ2⇥⌫,b

0

@cos(�2�)1�aµ(i sin(�2�))aµ

0

@
O

k2Iµ

Zk

1

A
aµ
1

A ·
 
O

k2I⌫

Z
1�bk

k
Y

bk

k

!

=
X

a2�
t

⇥
⌫,b

Y

µ2⇥⌫,b

⇣
cos(�2�)1�aµ(i sin(�2�))aµ

⌘
·

tY

µ=1

0

@
O

k2Iµ

Zk

1

A
aµ  

O

k2I⌫

Z
1�bk

k
Y

bk

k

!
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after expansion of the product as a sum of terms, and because aµ = 0 when µ 62 ⇥⌫,b, i.e., when a 2 �
t

⇥⌫,b
.

Now, for all l = 1, . . . , t, the Pauli matrix Zl appears in the product
Q

t

µ=1

⇣N
k2Iµ

Zk

⌘aµ

if and only if

l 2 Iµ and aµ = 1, i.e., if and only if aµ · Hµ,l = 1. Because Z
2
l
= I, and the number this happens is

(a ·H)l mod 2, we conclude that
Q

t

µ=1

⇣N
k2Iµ

Zk

⌘aµ

=
N

n

l=1 Z
(a·H)l
l

.

Theorem 1. With the previous notation, the cost expectation related to the cost Hamiltonian CH , for QAOA
of depth level p = 1, is

F1(�,�) =
tX

⌫=1

cos(2�) sin(2�)
⇣
cos(2�)#E(i⌫) + cos(2�)#E(j⌫)

⌘
sin(2�)

+
tX

⌫=1

X

a2T⌫

(�i sin(2�))2 cos(2�)#E(i⌫)+#E(j⌫)�2�wtH(a)(i sin(2�))#wtH(a)

Proof. Since F1(�,�) = h�,�|CH |�,�i = h�|U(CH , �)†U(B,�)†CHU(B,�)U(CH , �)|�i, we shall begin by in-
specting the inner part of the expression. Because of Lemma 1,

F1(�,�) =

*
�

�����U(CH , �)†U(B,�)†
 

tX

⌫=1

O

k2I⌫
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������
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⌦
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��U(CH , �)† ·
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n
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O
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Z
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k
Y

bk

k
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������
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*
�

�����U(CH , �)†
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Z
1�bk

k
Y

bk

k

!
U(CH , �)

������
+

=
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⌫=1

X

b2�
n

I⌫

cos(2�)2�wtH(b) sin(2�)wtH(b)·

·
*
�

�������

X
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t

⇥
⌫,b

Y
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⇣
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⌘ nO
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Z
(a·H)l
l
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O
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!�������
�

+
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⇥
⌫,b

cos(2�)2�wtH(b) sin(2�)wtH(b) ·
Y

µ2⇥⌫,b

⇣
cos(2�)1�aµ(i sin(2�))aµ

⌘

·
*
�

�����

 
nO

l=1

Z
(a·H)l
l

! 
O

k2I⌫

Z
1�bk

k
Y

bk

k

!������
+
.

When l 2 I⌫ , the l�th term in the tensor product is Z(a·H)l+1�bl

l
Y

bl

l
, whereas when l 62 I⌫ , it is Z

(a·H)l
l

. Since
h+|Xl|+i = h+|Il|+i = 1, and h+|Zl|+i = h+|Yl|+i = 0, the only non-zero terms in the previous sum are those
with all tensor factors indexed by l 2 I⌫ , and (a ·H)l = 1, or by l 62 I⌫ , (a ·H)l = 0. So, for all l = 1, . . . , n,
we must have (a ·H)l = Hl. Finally, observe that a product ZlYl = �iXl occurs only when l 2 I⌫ , (a ·H)l = 1,
and bl = 1, introducing a factor �i in the addition term. Since this happens wtH(b) = 1 times, we obtain:

F1(�,�) =
tX

⌫=1

X

(b,a)2⇤⌫

cos(2�)2�wtH(b)(�i sin(2�))wtH(b) ·
Y

µ2⇥⌫,b

�
cos(2�))1�aµ(i sin(2�)

�aµ
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Now, for all ⌫ = 1, . . . , t we have the following possibilities for (b, a) 2 ⇤⌫ :

(ei⌫ , e⌫) : in this case the corresponding summand in F1(�,�) is

cos(2�)(�i sin(2�)) cos(2�)#E(i⌫)(i sin(2�)) = cos(2�) sin(2�) cos(2�)#E(i⌫) sin(2�),

where E(i⌫) denotes the set of edges containing the vertex i⌫ .

(ej⌫ , e⌫) : similarly, the corresponding summand in F1(�,�) is

cos(2�) sin(2�) cos(2�)#E(j⌫) sin(2�).

(ei⌫ + ej⌫ , a), where a 2 T⌫ : the summand in F1(�,�) is

(�i sin(2�))2 cos(2�)#E(i⌫)+#E(j⌫)�2�wtH(a)(i sin(2�))#wtH(a)
.

4. Classical optimizers

In principle, any optimizer that does not need the explicit expression of the function to minimize (but only
uses it as black-box to evaluate its values at some points) can be used in conjunction with QAOA. In this work,
we have focused on those optimizers that are included in version 0.7.3 of the Aqua module [30] of IBM’s Qiskit
quantum programming language [31]. This is, probably, the most popular quantum programming language
nowadays and the Aqua module natively implements QAOA. For this reason, for our experiments we have
selected this implementation together with the twelve optimizers that Aqua provides.

The methods described below are used to solve optimization problems of the form1

min
x2D

f(x)

s.t. bi(x)  0, i = 1, . . . ,m

cj(x) = 0 j = 1, . . . , n,

(2)

where D ✓ Rn and f : Rn ! R is a smooth function. We call f the objective function, and bi and ci the
constraints. If m = n = 0, the problem is said to be unconstrained.

Classical optimizers can be classified in two main families: gradient-based and gradient-free methods. The
former require the computation of the gradient of the objective function while the latter do not. We use this
classification to explain, in the following paragraphs, the details of the algorithms. Unless noted otherwise, all
the optimization methods described below use the implementation included in the optimize library of SciPy [32].

4.1. Gradient-based methods

Gradient-based methods use search directions defined by the gradients of the objective function f in (2)
at certain points in D. For some given problems, the calculation of the required derivatives can become
computationally demanding. On the other hand, gradient-based methods are generally preferred when the
parameter space D becomes large. Thus, in some situations, they are the method of choice.

Adam [33] is an stochastic gradient descent algorithm [34]. It is an adaptive learning rate method. It relies on
adaptive estimates of first and second moments of the gradients which accelerate the stochastic gradient descent
in the relevant direction, as well as help dampening oscillations. Adam algorithm requires little memory and it
is invariant to diagonal rescaling of the gradients. Furthermore, it is appropriate for non-stationary objective
functions, and noisy and/or sparse gradients. There is also a variant of Adam called AMSGRAD [35] which
uses a long-term memory of past gradients and, thereby, improves convergence properties. Another gradient
descent optimization method which uses a momentum term is the Analytic Quantum Gradient Descent (AQGD)

1
A maximization problem can be treated by negating the function f .
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optimizer. The gradients are computed analytically for parameterized quantum gates (see [36, 37] for further
details) using the quantum circuit when evaluating the objective function. The Simultaneous Perturbation
Stochastic Approximation (SPSA) optimizer [38] is an algorithm for optimizing systems with multiple unknown
parameters. SPSA is also a gradient-descent method. It does not involve momentum terms, but it provides a
level of accuracy in the optimization of the objective function comparable with other gradient approximations
such as finite-di↵erences. Its main feature is the gradient approximation, which requires only two measurements
of the objective function, regardless of the dimension of the optimization problem. Further details can be found
in [39]. Both Adam and its variant AMSGRAD, and SPSA methods are implemented specifically in the Aqua
module [30].

The Conjugate Gradient (CG) method [40] is an algorithm used for the numerical solution of systems of
linear equations such as

Ax = b, (3)

where x is the unknown vector, the known associated matrix A is symmetric, positive-definite and real, and
b is also known. CG is often used to solve unconstrained optimization problems. Solving (3) is equivalent to
minimizing a function

f(x) =
1

2
x
T
Ax� x

T
b, (4)

since f 0(x) = Ax� b. Therefore, if the objective function in (2) can be written as the one in (4), the CG method
can be applied. For instance, this is the case of the Hamiltonian in (1). CG is an iterative algorithm that
uses an initial guess to generate a sequence of improving approximate solutions for a problem, in which each
approximation is derived from the previous ones. It only uses first derivatives. The CG method is also used in
more sophisticated schemes such as the Truncated Newton (TNC) optimization method [41]. TNC computes,
at every iteration k, the search direction dk by applying the CG method to the Newton equations

r2
xx
f(xk)dk = �rf(xk),

where f is the objective function. As stated above, the CG method is designed to solve systems with positive-
definite matrices. In this case, the matrix A in (2) is the Hessian r2

xx
f , and it may have negative eigenvalues

when xk is not close to a solution. Thus, the CG iteration is terminated as soon as a direction of negative
curvature is generated. This adaptation of the CG method produces a search direction dk that is a descent
direction. Moreover, the adaptation guarantees that the fast convergence rate of the pure Newton method is
preserved [42].

Limited-memory BFGS Bound (L-BFGS-B) [43] is an optimization algorithm of the family of the quasi-
Newton methods. This means that, in contrast to Newton’s method, it does not require the computation of the
objective function’s Hessian. L-BFGS-B uses the derivatives of f to identify the direction of steepest descent
and to estimate the inverse Hessian matrix of f . While the original BFGS stores a dense n⇥ n approximation
to the inverse Hessian [44], L-BFGS-B stores only a few vectors that represent the approximation implicitly
(“limited-memory”). Thus, the L-BFGS method is particularly well-suited for optimization problems which
involve several variables. On the other hand, the BFGS method can be embedded in other methods such as
the Sequential Least SQuares Programming (SLSQP) optimizer. This is a sequential quadratic programming
algorithm (SQP) developed by Kraft in 1988 [45]. SLSQP can be used to minimize a function of several variables
with any combination of equality and inequality constraints. For instance, we take m = n = 1 in (2). Then,
the Lagrangian of the problem is2

L(x,�,�) = f(x)� �b(x)� �c(x),

where � and � are Lagrange multipliers. At an iteration k, a sequential quadratic programming algorithm
defines a search direction dk as a solution to the quadratic programming subproblem

min
d

f(xk) +rf(xk)
T
d+

1

2
d
Tr2

xx
L(xk,�k,�k)d

s.t. b(xk) +rb(xk)
T
d  0

c(xk) +rc(xk)
T
d = 0.

2
For the sake of simplicity, we write b and c instead of b1 and c1, respectively.
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The Hessian of the Lagrangian r2
xx
L(xk,�k,�k) may not be easy to compute. In those cases, it is replaced by

a quasi-Newton approximation such as a BFGS formula (see [46] for more details).
The Gaussian-Smoothed Line Search (GSLS) method is an implementation of the line search algorithm

described in [47]. It uses gradient approximation based on Gaussian-smoothed samples on a sphere. The
implementation of the GSLS method is specific to the Aqua module.
4.2. Gradient-free methods

For some optimization problems of the form (2), information about the derivative of the objective function
f is unavailable, unreliable or impractical to obtain. For instance, f might be non-smooth, noisy or time-
consuming to evaluate. So that, in those cases, methods that rely on derivatives may be of little use. We call
gradient-free methods those optimization algorithms that do not use derivatives or finite di↵erences.

The Constrained Optimization By Linear Approximation (COBYLA) is an optimization method for con-
strained problems where the derivatives of the objective function are not known [48, 49, 50]. It operates by
evaluating the objective function and the constrains at the vertices of a trust region. Given an optimization
problem of N variables, the trust region is a simplex of N + 1 vertices (a polytope of N + 1 vertices in N

dimensions). Then, the values of the objective function are calculated at each vertex of the simplex. A linear
polynomial is used to create an interpolation of the objective function. Similarly, a linear interpolation of the
constraints is created. Another gradient-free method for which a simplex is constructed is the Nelder-Mead op-
timizer [51]. It is a direct search method (based on function comparison) which approximates a local optimum
of a problem when the objective function varies smoothly and is unimodal. Nelder-Mead is initiated with a set
of N +1 test points arranged as the vertices of a simplex. Then, it evaluates the objective function at each test
point in order to find a new test point and to replace one of the old test points with the new one, and so the
method progresses. Thus, the simplest approach for the evolution of the method is to replace the worst point
by a point placed as the centroid of the remaining N points. If this new point is better than the best current
point, then one can try stretching out exponentially the simplex along the line formed by the two points. On
the other hand, if this new point is not much better than the previous value, it means that one is stepping
across a valley, so the simplex has to be shrunk towards a better point. It has to be remarked that Nelder-Mead
is a heuristic search method that, for some problems, may converge to non-stationary points [52].

The Powell algorithm is a conjugate direction method that finds local minima of a di↵erentiable objective
function f , even though no derivatives are taken [53]. Moreover, the function must be a real-valued function of
a fixed number of real-valued inputs. A set of initial search vectors has to be defined. Typically, the N normals
{s1, . . . , sN} aligned to each axis are taken. Powell method minimizes f by a bi-directional search along each
vector si. The line search along each vector can be done, for instance, by means of Brent’s method [54]. Then,
the minima found during each bi-directional line search are

(
x0 + ↵1s1, x0 +

2X

i=1

↵isi, . . . , x0 +
NX

i=1

↵isi

)
,

where x0 is the point and ↵i is the scalar obtained by the bi-directional search along si. A new position is
expressed as a linear combination of the search vectors x1 = x0 +

P
N

i=1 ↵isi, and the new displacement vectorP
N

i=1 ↵isi becomes a new search vector added to the end of the search vector list. Meanwhile, the search vector
which contributed most to the new direction, i.e., id = argmaxN

i=1 |↵i|ksik, is deleted from the search vector
list. Thus, the new set of N search vectors is

(
s1, . . . , sid�i

, sid+i
, . . . sN ,

NX

i=1

↵isi

)
.

The algorithm iterates until it reaches a stopping test.
The Nakanishi-Fujii-Todo (NFT) optimization method is specialized for quantum-classical hybrid algorithms

based on parameterized quantum circuits. The optimization problem has to satisfy three conditions specified
in Section II of [55] about the quantum circuit employed in the implementation. On the other hand, the
implementation of the NFT method that we use is specific to the Aqua module [30].
5. Numerical experiments

To test the performance of the di↵erent classical optimizers that we are considering in this work, we have
conducted a series of experiments on quantum simulators. We have focused on the Max-Cut problem since, in
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(a) 3-regular graph of 4 vertices (K4) (b) 3-regular graph of 6 vertices (G6a) (c) 3-regular graph of 6 vertices (G6b)

Figure 1: 3-regular graphs of up to 6 vertices
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Figure 2: Expected energy with p = 1. The theoretical target values are shown in gray dashed lines, and the error bars correspond

to the minimum and maximum values reached

addition to being NP-hard, it has been widely studied in connection to QAOA. We have started by studying
3-regular graphs (that is, graphs whose vertices all have degree exactly 3), which were the particular graph
family for which the properties of QAOA were first investigated [10] and have been used widely since then [12].
There are exactly 3 graphs of up to 6 vertices which are 3-regular: one of size 4 and two of size 6 (see Figure 1).
We have run QAOA 50 times using the default parameters of IBM’s Qiskit Aqua implementation with the
statevector simulator and the 12 classical optimizers described in Section 4 on the graphs of sizes 4 and 6, with
values of p = 1, 2, 3. We have computed the average of both the expected energy of the final state obtained by
QAOA and of the computation time needed to obtain it. The errors of the expected energies are also reported.
The results for p = 1 are shown in Figure 2, for p = 2 in Figure 3, and for p = 3 in Figure 4. The computational
times for p = 1 can be found in Figure 5, whereas the times of both p = 2, 3 are combined together in Figure 6.

As it can be appreciated in Figures 2, 3 and 4, Adam, CG, COBYLA, Nelder-Mead, Powell and SPSA
consistently obtain the lowest energy values, while NFT method produces the worst results among all the
considered methodologies. On the other hand, the results of AQGD, L-BFGS-B, GSLS, SLSQP and TNC
(which are all gradient-based methods) suggest either a tuning problem for these algorithms or an intrinsic
di�culty of the graphs studied: the maximum and minimum values these optimizers attain correspond to zero
and the theoretically predicted result, respectively. In fact, we have observed that L-BFGS-B, GSLS, SLSQP
and TNC oscillate between one and the other value, with no intermediate results, regardless of the choice of
parameters. Besides, AQGD takes solutions in the whole range of values and increasing either the time step
or the momentum the performance is improved and the optimizer does not get trapped in zero. Of course,
this leads to an increase of the computational cost. These results could be explained by the particular form
of the analytical expressions of the expected energy. In fact, it has been noted [11] that these energies usually
are hard to optimize because of their non-convexity and their many local minima. To illustrate this, we have
applied Theorem 1 to the graphs that we are using in our experiments to obtain the formulas in Table 1. More
in particular, in Figure 7 we show a contour of the K4 graph plot in which one can observe several minima and
maxima, and saddle points of value 0 between them which might lead some optimizers to get trapped there.
Anyhow, it has to be remarked also that this behaviour is much more notorious for p = 1, 2 than for p = 3.
Moreover, in the case of p = 1, Adam, CG, COBYLA, Nelder-Mead (which is gradient-free) and SPSA, even
though they produce good average results, also show the oscillatory behaviour described above.

Gradient methods such as Adam or SPSA show computational times which are up to one or even two orders
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Figure 3: Expected energy with p = 2. The error bars correspond to the minimum and maximum values reached
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Figure 4: Expected energy with p = 3. The error bars correspond to the minimum and maximum values reached

of magnitude higher than those of the gradient-free methods such as COBYLA, Nelder-Mead or Powell (see
Figures 5 and 6), which obtain similarly good energy values. For this reason, we have repeated our experiments
with the six 3-regular graphs of size 8 (see Figure 8) only with five of the optimizers: CG, COBYLA, Nelder-
Mead, Powell and SLSQP. These optimizers were selected because of the quality of the solutions they attain
in a reasonable time or, as for instance in the case of SLSQP, because of their speed. With them, we have
run again the QAOA algorithm 50 times with p = 1, 2, 3. The average energies are shown in Figure 9 and the
computational times in Figure 10. The lowest energy energy values are obtained by COBYLA and Powell, with
Nelder-Mead being a serious contender especially for p = 2, 3. These methods, however, have an execution time
that is three or four times slower than CG or SLSQP (which is, again, the fastest of them all).

Another interesting thing to notice is that the analytical expression for the expected energy of graphs G8a
and G8b is exactly the same (see Table 1). This follows from the expression of Theorem 1, the fact that neither
G8a nor G8b have any triangle and the discussion just before Lemma 1. However, the circuit that is used by
QAOA is di↵erent for both graphs (because it dependes directly on the cost Hamiltonian) and it seems to be
more di�cult for the optimizers in the case of G8b, since they take about 5 or 6 times longer to find a solution
for it (see Figure 10).

To validate the conclusions we have obtained so far, we have run a new series of experiments with 5 graphs
of 6 vertices with no restriction on their degree, i.e., graphs that are not necessarily 3-regular. Among the 154
non-isomorphic graphs of size 6, we have selected 5 of them at random (see Figure 11) and run 50 instances of
QAOA with the 12 classical optimizers, again with values of p equal to 1, 2 and 3. In Figure 12, the expected
energies are averaged for the 5 randomly selected graphs. As not all graphs attain the same value for their
maximal cut, in order to do a reasonable comparison, we define the mean value

µopt =

*
µopt,graph
|mingraph |

+

opt
, (5)

where the mean obtained by each optimizer method in each graph µopt,graph is normalized by the minimum
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Figure 5: Computational times for the graphs with p = 1. The values are normalized by dividing the computational times by the

time obtained by the fastest optimization method, which in this case is L-BFGS-B for the three considered graphs
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Figure 6: Computational times for the graphs with p = 2, 3. The values are normalized by dividing the computational times by the

time obtained by the fastest optimization method: (i) if p = 2, L-BFGS-B for K4, and SLSQP for G6a and G6b; and (ii) if p = 3,

SLSQP for K4, and L-BFGS-B for G6a and G6b

value mingraph of that graph (over all possible cuts). On the other hand, in Figure 12 the average times of each

method are presented. No normalization is introduced in this case, since we are interested in comparing the
average time that would employ the di↵erent methods to solve any given problem. These latest results confirm
the trends observed in the 3-regular case. The relatively small standard deviations, specially for the expected
energies in Figure 12, show that, after normalization, there is no remarkably di↵erent behaviour among the five
chosen graphs.

All the above experiments were carried out with Qiskit statevector simulator, so they assume a perfect,
error-free behaviour of the quantum computer, where noise only appears in the evaluation of the function to
be optimized as a consequence of the stochastical nature of quantum measurement. However, in practice,
quantum computers are noisy and subject to errors, so we have conducted some experiments to test whether
the performance we have observed also carries out to a situation in which noise is present. These experiments
were done with Qiskit’s qasm simulator using the noise model of IBM Quantum Experience [56] real quantum
computers: IBMQ Rome. This computer only has 5 qubits, so the only graph that we can use is K4, the 3-
regular graph with 4 vertices. As in the experiments with the statevector simulator, we have run 50 instances of
each optimizer with p = 1, 2, 3. However, the results with p = 2, 3 do not improve over the results obtained with
p = 1 and take much longer, so we report only these latter data in Figure 13. The reason for the experiments
with higher p to perform worse than the ones with p = 1 is that the size of the circuits is bigger, so the gate
errors and the noise have a stronger e↵ect on the quality of the results (this behaviour is consistent with what
other authors have previously observed [16]). Notice that the results confirm our previous observations for the
noiseless case, with Adam, CG, COBYLA, Nelder-Mead, Powell and SPSA reaching the lowest values of energy,
but with Adam and SPSA being orders of magnitude slower than the other methods.
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Graph Expected energy as a function of QAOA’s angles � and �

K4 12 cos (2 �)2 sin (2�)2 sin (2 �)2 + 12 cos (2�) cos (2 �)2 sin (2�) sin (2 �)

G6a 6 cos (2 �)2 sin (2�)2 sin (2 �)2 + 18 cos (2�) cos (2 �)2 sin (2�) sin (2 �)

G6b
6 cos (2�) cos (2 �)3 sin (2�) sin (2 �)� 2 cos (2�) cos (2 �) sin (2�) sin (2 �)3

+14 cos (2�) cos (2 �)2 sin (2�) sin (2 �)� cos (2�) sin (2�) sin (2 �)3

+2 cos (2�) cos (2 �) sin (2�) sin (2 �)

G8a 24 cos (2�) cos (2 �)2 sin (2�) sin (2 �)

G8b 24 cos (2�) cos (2 �)2 sin (2�) sin (2 �)

G8c 6 cos (2 �)2 sin (2�)2 sin (2 �)2 + 24 cos (2�) cos (2 �)2 sin (2�) sin (2 �)

G8d 12 cos (2 �)2 sin (2�)2 sin (2 �)2 + 24 cos (2�) cos (2 �)2 sin (2�) sin (2 �)

G8e 3 cos (2 �)2 sin (2�)2 sin (2 �)2 + 24 cos (2�) cos (2 �)2 sin (2�) sin (2 �)

G8f 24 cos (2 �)2 sin (2�)2 sin (2 �)2 + 24 cos (2�) cos (2 �)2 sin (2�) sin (2 �)

R1 8 cos (2�) cos (2 �)3 sin (2�) sin (2 �) + 8 cos (2�) cos (2 �) sin (2�) sin (2 �)

R2
8 cos (2 �)3 sin (2�)2 sin (2 �)2 + 8 cos (2�) cos (2 �)3 sin (2�) sin (2 �)

+4 cos (2 �)2 sin (2�)2 sin (2 �)2 + 12 cos (2�) cos (2 �)2 sin (2�) sin (2 �)

R3

4 cos (2 �)6 sin (2�)2 sin (2 �)2 + 4 cos (2 �)2 sin (2�)2 sin (2 �)6

+18 cos (2 �)5 sin (2�)2 sin (2 �)2 + 6 cos (2 �) sin (2�)2 sin (2 �)6 + 9 cos (2 �)4 sin (2�)2 sin (2 �)2

+3 sin (2�)2 sin (2 �)6 + 10 cos (2 �) cos (2 �)4 sin (2�) sin (2 �) + 2 cos (2 �)3 sin (2�)2 sin (2 �)2

+12 cos (2�) cos (2 �)3 sin (2�) sin (2 �) + 2 cos (2�) cos (2 �) sin (2�) sin (2 �)

R4

cos (2 �)3 sin (2�)2 sin (2 �)2 + 4 cos (2�) cos (2 �)3 sin (2�) sin (2 �)
+ cos (2 �)2 sin (2�)2 sin (2 �)2 + 6 cos (2�) cos (2 �)2 sin (2�) sin (2 �)
+ cos (2 �) sin (2�)2 sin (2 �)2 + 6 cos (2�) cos (2 �) sin (2�) sin (2 �)

R5
3 cos (2�) cos (2 �)2 sin (2�) sin (2 �) + 8 cos (2�) cos (2 �) sin (2�) sin (2 �)

+ cos (2�) sin (2�) sin (2 �)

Table 1: Analytical expressions of the expected energy of the QAOA states when p = 1 for the di↵erent graphs considered in our

experiments

6. Conclusions and future work

In this paper, we have conducted a study of the influence of the choice of classical optimizer in the perfor-
mance of the Quantum Approximate Optimization Algorithm. We have run experiments with the Max-Cut
problem and di↵erent sizes of graphs (both 3-regular and not) using a quantum simulator with and without
noise. We have used the 12 optimizers included in the Aqua module of IBM’s Qiskit framework, which is more
than twice the number of minimizers studied in previous works.

Our results show that the optimizers that obtain the solutions with the lowest energy value are, consistently
across all experiments, Adam, CG, COBYLA, Nelder-Mead, Powell and SPSA. However, of them, two of the
gradient-based methods, Adam and SPSA, are orders of magnitude slower than the others. Since QAOA is
a quantum algorithm and, hence, its results are probabilistic, it makes sense to use methods which are fast
while obtaining good quality solutions. From this point of view, the more balanced methods have proven to
be COBYLA and Powell, but even SLSQP may be a competitive option. Indeed, notice that since QAOA is a
probabilistic method, it is usually run several times and the best solution among all the executions is returned.
Then, since SLQSP is the fastest of all the methods under study, it can perform several more executions in the
same time, giving it more chances of obtaining lower energy values.

Our experiments also showed some interesting behaviours of the optimizers. On the one hand, several of
them present results that oscillate between the optimal value and energies close to 0. This suggests that they
are being trapped in local minima. We would like to study these anomalies in more detail and, if possible, to
determine for which types of graphs this is more likely to happen.

On the other hand, we have shown that even for graphs whose analytical energy formula is exactly the same,
the behaviour of the optimizers can be very di↵erent, especially in total running time. This is caused by the
direct use in the Quantum Approximate Optimization Algorithm of the Hamiltonian that encodes the problem.
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Figure 7: Contour plot of expected energy for the K4 QAOA states when p = 1

(a) 3-regular graph of 8 vertices (G8a) (b) 3-regular graph of 8 vertices (G8b) (c) 3-regular graph of 8 vertices (G8c)

(d) 3-regular graph of 8 vertices (G8d) (e) 3-regular graph of 8 vertices (G8e) (f) 3-regular graph of 8 vertices (G8f)

Figure 8: 3-regular graphs of 8 vertices

This opens, then, two interesting avenues for future investigation. First, the possibility of using information
(even if partial) from the analytical energy function to direct the search of the optimizers. Second, the use of
quantum circuit simplifications and equivalences to reduce the execution time when possible.
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