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1 INTRODUCTION

Recommender systems (RS) are present nowadays in the vast majority of websites dedicated to offering products or
content to users (selling goods, services, movie streaming, etc.). The use of RS is increasingly popular because of the
benefits they provide, both for customers and suppliers. The former benefit from an improved experience by finding out
new products or services they like, while the latter benefit from having their customers satisfied and, thus, increasing
their sales volume. The recommendations given by an RS can be generic (the same for every user) or personalized,
but traditionally they are made using nothing but the consumption history of the users. In some cases this is the only
available information. However, it is increasingly common to find websites (like Amazon or TripAdvisor) where the
users can not only assess the items/services, but also upload reviews including texts and images. These unstructured
information can be crucial to achieve better recommendation results or solve complex recommendation tasks. Our goal
is to grasp the users’ tastes implicit in those pieces of information. For this purpose we have to take into account the
semantics of the images and texts, not in a pictorial or linguistic sense, but in the sense of what they mean for the user’s
opinion about the item being assessed. We have to properly encode the semantics of this unstructured information to
achieve a better personalization of the recommendations.

In order to accomplish our research, we have focused in restaurant recommendation. For this purpose we created a
dataset from restaurant reviews including both structured and unstructured (text and images) information. The findings
in this particular recommendation task are directly generalizable to any kind of product or service recommendation,
such as consumer goods or touristic points of interest.
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A first use of images in the context of RS can be to provide a visual explanation of the recommendation. For the
case of restaurant recommendation, providing an image together with the recommendation can be understood as "we
recommend you this restaurant because this (the image) is what you can find there". Obviously, not every image of the
restaurant is suitable for every user, we have to select the image the user would most likely take. This image would be
an explanation of the recommendation and would increase the user’s confidence towards the RS.

We can also use the images as a way to represent the user’s profile, allowing us to recommend her a personalized list
of restaurants with nothing more than her taken pictures. In this case we have to take into account not only the image
content but the semantics too, as can be seen on Figure 1.

Fig. 1. Two images with pizza as the main content, but causing different reactions on users

A similar approach can be used to process text data, not only the meaning of the words is relevant but the context
also matters. We can learn to encode information about how the user experience was in the restaurant, ranging from
food taste to atmosphere or staff descriptions.

In this research work our goal is to study and propose different ways of utilizing unstructured information in the
form of texts and images, either separate or in combination, with the aim of improving recommendation tasks by adding
explainability or by grasping the semantics to increase performance.

The paper is organized as follows: In Section 2, we provide an overview of some related work. In Section 3 we
introduce the source of data from which we built the datasets to be used in the experimental tests. Section 4 presents
our proposed methods, and finally, in Section 5 we point out some conclusions and future work.

2 RELATEDWORK

In this section we include a brief review of some works related to our research.

2.1 Recommender systems and images

Almost every big multimedia company have their custom built RS nowadays. YouTube, the largest video platform,
describes its RS in [5]; in here two different networks are capable of doing personalized video recommendations in a
relatively easy way. One of the nets generate a personalized video candidates list, whereas the second sorts that list in
the most appealing way for the user.

Another very relevant company in the sector, Netflix, have several recommendation tools that are deeply explained
in [11]. One remarkable technique that they use, is the one in charge of selecting movie covers [24]. The idea lies in
exploiting movies’ and users’ information in order to select the picture that best fits a movie across all users. Amat
et al. [1] took this concept further, selecting personalized covers for each user with the objective of convincing users to
watch a movie by showing them some visual evidence that supports the recommendation.
Manuscript submitted to ACM
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As far as we know, the fist try to use images as a way to provide recommendations is defined in [15]. In this work,
the authors presented a matrix factorization system called VBPR (Visual Bayesian Personalized Ranking) where the
items’ (restaurants) description are the features learned by a convolutional neural network (CNN) using one single
image from the item. This work was later extended by Kang et al. [19], who improved the performance of the system
by training the image representation and the RS jointly.

2.2 Semantics extraction

Semantics has been widely studied, mainly with the aim of capturing meanings in texts. The way of encoding texts has
evolved greatly towards learning a semantic meaning. Initially, more traditional methods such as bag of words [12] did
not take semantics into account, but today there are numerous methods, such as Word2Vec [21], Doc2Vec [20], LSTM
[17] or BERT [8] where semantics is the main focus of the study. Many research works use these encoding methods, for
example the one described in [10], where semantic methods are used to recommend adverts in social networks or the
work of Hassan et al. [13], who present an RS to recommend scientific articles based on the codification of titles and
abstracts. Other examples like the works that proposed the use of semantically annotated query logs to recommend
queries in search engines [3] or the product size RS based on customers’ feedback [22] can be used as an example.

Contrary to what happens with texts, the extraction of a semantic meaning from images has not been explored
so much in the field of RS. Commonly, pre-trained CNNs are used as generic feature extractors [23], obtaining the
so-called deep features which are then used to encode images. These features do not represent basic image properties,
like the traditional handcrafted ones used in the early days of research in computer vision. Instead, they represent
semantic information for a given task (usually an object classification task). However, the deep features yielded by
these networks are not devised to be used in the context of RS, so they have to be fine-tuned for that purpose.

We can also find multiple research works where images are included in RS. In addition to those cited in Section 2.1,
stands out the approach used on TripAdvisor, one of the most popular platforms in the hospitality sector, where the
most appealing pictures for each restaurant or hotel are selected [2]. In order to achieve that, they encoded the images
by using the convolutional base of a ResNet50 [14]. This codification method based on pre-trained CNNs is also used in
[4] with the aim of providing restaurant recommendations based on visual features.

3 DATASETS

In order to perform some empirical tests, we have created a collection of six datasets from users’s reviews of restaurants
uploaded to the TripAdvisor1 platform throughout the years 2018 and 2019. Each review is made up by the user’s
textual opinion together with a rating, which ranges from one to five stars. Optionally, the user can upload images in
order to provide some visual information of the reviewed restaurant.

Each dataset corresponds to a different city of the world. We have selected them trying to achieve some diversity
regarding population, culture, touristic influence and countries of origin.

These differences are reflected in the figures of Table 1 , which depicts the basic statistics of each dataset. Thus, the
number of users in these dataset ranges from a value slightly above 26000 (Gijón) up to more than 1 million (London).
This variation is also reflected in the rest of elements of the datasets, i.e., reviews, images and restaurants. Worth of
mention is the ratio of images per review, which is rather similar among all the cities (it ranges between 0.22 in London
up to 0.35 in Gijón) and very low, indicating that most of the reviews have no visual information attached. It is also

1https://www.tripadvisor.com
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City Reviews Images Users Rest. Rev./Rest. Img./Rest. Us./Rest. Rev./Us. Img./Us. Rest./Us.

Gijón 54787 19362 26450 716 76.518 27.042 36.941 2.071 0.732 0.027
Barcelona 466964 153707 184307 7602 61.426 20.219 24.245 2.534 0.834 0.041
Madrid 641561 208430 246618 8706 73.692 23.941 28.327 2.601 0.845 0.035
New York 1008761 234892 430082 10271 98.214 22.869 41.873 2.346 0.546 0.024
Paris 1135192 257447 463098 15410 73.666 16.706 30.052 2.451 0.556 0.033
London 2271164 489064 1037845 17976 126.344 27.206 57.735 2.188 0.471 0.017

Table 1. Some basic statistics of the data gathered from TripAdvisor.

noticeable the increase in the amount of reviews, images and users in London with respect to Paris, especially when
compared to the increase in the number of restaurants. Thus, the London dataset has 16% more restaurants than Paris
but 100% more reviews and 124% more users.

4 PROPOSED METHODS

4.1 Explaining with images

Explainable artificial intelligence (XAI) is becoming an important area of interest since explanations may help increase
the trust of users in AI algorithms. In particular, an explained recommendation may result more convincing that a

Taking the above into account, and following the popular saying that a picture is worth a thousand words, we
propose a method able to find the most appealing image of a restaurant for a particular user. Then, this image can be
used to explain such restaurant recommendation. Notice that our method is not a RS, but a complement that enriches
the recommendation output (obtained from any given method) by adding a visual explanation.

In order to do that, we need to learn a model capable of estimating the probability of an image 𝒊, taken in a restaurant
𝒓 , being representative for the tastes of user 𝒖. We assume that a user takes photos of an item trying to reflect the most
important characteristics that make her like/dislike the item. Therefore, we want to learn how to select the photo that a
user would eventually take.

For this purpose we propose to train a model for detecting the authorship of images. The rationale is that, if the
model is able to gather the common essence from the images taken by a user, then we can use it to select the most
engaging image from a bunch of images of the recommended restaurant. In symbols,

𝒊∗ = argmax
𝒊∈photos(𝒓 )

Pr(𝒖, 𝒊). (1)

Thus, we aim at solving a binary classification task to estimate 𝑃𝑟 (𝒖, 𝒊). The reason is that once we learn to predict
the probability of a photo to be taken by a user 𝒖, we can apply that model to select photos taken by other users, but
with a high probability of being also taken by 𝒖.

We presented our findings regarding the photo authorship in a recent publication [9], where we detailed and evaluated
the performance of our approach, ELVis, which stands for Explaining Likings Visually. The evaluation consisted of
measuring the quality of a ranking, given that our model sorts the available photos of a restaurant according to the
authorship probability (for any given user). Therefore, traditional measures such as top-n [6] can be applied.

We built test sets (one for each city) from the TripAdvisor collection such that, for each restaurant, there was a pair
(𝒖,𝒇 ) with a positive label, indicating that 𝒖 took the photo 𝒇 in that restaurant. We included as negative test examples
pairs (𝒖,𝒇 ′) for all the photos taken by users other than 𝒖 in the same restaurant of 𝒇 . The optimal result happens
Manuscript submitted to ACM
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Fig. 2. Proposed architecture. FC stands for fully connected layer, BN for bacth normalization and 𝜎 represents the sigmoid activation
function.

whenever the method places the user’s picture, 𝒇 , in the first position of the ranking of all these photos when ordered
by the joint (authorship) probability, Pr(𝒖,𝒇 ).

Provided there is only one correct photo in our tests to be ranked among others in the highest possible position, this
top-n measure coincides with Recall@n, and it is equivalent to 𝑛 × Precision@𝑛, expressed as a percentage. Herlocker
et al. [16] claim that these measures are adequate for tasks of the type Find Good Items, as is our case.

Obviously, any ranking with less than 𝑛 photos will be considered as a successful top-n prediction, provided it will
always contain the correct photo. Thus, we will also analyzed the quality of the rankings with another measure, the
percentile position of the correct photo in the ranking, computed as

percentile(𝒇 , 𝑹) = 100 · index(𝒇 , 𝑹) − 1
|𝑹 | , (2)

where 𝑹 = {𝒇 } ∪ (photos(𝒓) \ photos(𝒖)) is the ranking containing the photo 𝒇 taken by user 𝒖 together with all the
photos of the same restaurant but taken by other users. Here, index(𝒇 , 𝒓) is the position of 𝒇 in the ranking.

The ranking is in descendant order of Pr(𝒖,𝒇 ); therefore, the lower the percentile, the better the ranking.

4.2 Image semantics

Semantics studies the meaning of the expressions that we use in our language. We can extrapolate this concept to the
computer vision field, assuming that the images have also a meaning and that it can be learnt in some way. Considering
that, we propose a method where images can be given meaning in the context of a RS dealing with restaurants.
Extracting the semantics of a group of images will help us to make recommendations starting just from a bunch of
images previously taken by a user.

Images are typically encoded by the convolutional base of a general-purpose CNN, for example DenseNet [18]
pre-trained on ImageNet [7]. In this case, the meaning of an image is linked to the visual features that allow to detect its
contents. Unfortunately, this is not very useful for our purpose because it does not take into account the users’ tastes,
so we have to build a custom codification.

This codification must ensure a similar representation for the images of two strongly related restaurants. We will
define the strength of this relation in function of the amount of users who visited both restaurants (i.e., the intersection
of visitors). We propose to gather the semantics of an image by means of a multi-label classifier trained to label each
image with a group of users, those who visited the restaurant where the image was taken.

This classifier can be obtained using a network architecture like the one depicted in Figure 2. The input of this
network will be fed with images encoded using the convolutional base of a DenseNet121. For each input image, the

Manuscript submitted to ACM
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output will be a vector of probabilities, where the i-th component will be the probability that user i has visited the
restaurant where that image was taken. By removing the last layers of the trained model, we can take the 128-feature
vector to be used as a new representation for each image in our new semantic space.

In order to evaluate the performance of this approach we propose to use a test set with users not included in the
training set. Our trained model will encode each of their images into the 128-dimensional space mentioned above. Then,
we will compute the centroid of each user’s images, which will represent the user’s profile in the semantic space.

Once we have the user profile, we can obtain the similarity between this 128 dimensional vector and all the train
images, to, finally recommend the restaurant where the most similar image was taken. If the user has visited the
restaurant we account it as a hit, otherwise, as a failure. We can compute the average hit percentage or the average
median position for a whole test set.

The described approach has been successfully compared with a baseline representation. The results obtained on the
datasets described in Section 3 are discussed in a recently submitted paper, which is still under review.

4.3 Text semantics

Talking about semantics sounds more natural when dealing with text than with images. In fact, there is much more
research in the former case, which has been conducted since the early days of natural language processing (NLP). But
we want to link the texts written by users in their reviews with their tastes. Thus, the encoding of texts should be tuned
in the same sense of the tuning proposed for the generic representation of images, by means of convolutional base
features. In other words, we need to go beyond the meaning of the texts in a linguistic sense, and try to capture some
latent semantic features related to the users’ tastes.

We expect to successfully develop an approach similar to the one described and already tested with images. Thus,
our intention is to build a model able to re-encode the texts, originally represented by feature vectors obtained with
generic procedures, such as Doc2vec, LSTM or BERT networks. These well-known methods will play the role of the
DenseNet in the image-based approach.

We are currently in an early stage of the development of this approach, so we do not have any results yet.

4.4 Combination of semantic information

Once we successfully find a way to recover semantic information from images (some advances achieved) and from
text (work in progress), the natural step will be to devise a combination method which hopefully will achieve the best
performance in recommendation-related tasks.

Therefore, we expect to be able to obtain user profiles using both images and texts which, to some extent, define
the tastes of the user. Moreover, following the same principle, we also plan to obtain restaurant profiles. A restaurant
profile will be obtained from the combination of the semantic information provided by the text reviews and by the
images taken in it.

Our idea is to encode the user (respectively, restaurant) images using the approach presented in Section 4.2 and the
user (respectively, restaurant) text reviews with the approach mentioned in Section 4.3 (still in development). As a
result, we will end up with two 128-dimensional vectors for each user (respectively, restaurant) that can be used as a
unique profiles. All this proposed process is represented in Figure 3, where the block named Recommender System
has to be defined. For instance, we can create an RS that use these profiles as an input of a binary classification model,
where the objective is to learn the compatibility of both inputs, i.e., if the user likes the restaurant. However, other RS
can also be explored.
Manuscript submitted to ACM



Taking advantage of images and texts in recommender systems: semantics and explainability 7

Text

Image
ISM

TSM

User profile

128 256

Text

ImageRestaurant profile

256

ISM

TSM

128

U
SE

R
 D

AT
A

R
ESTAU

R
AN

T D
ATA

Recommender system
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5 CONCLUSIONS AND FUTUREWORK

In this research we focus on the improvement of recommendations by means of incorporating semantics extracted
from unstructured information like texts and images. We have already presented some advances when dealing with
images. Our proposals have been published in a journal paper, and we also have a second paper under review. In these
works we show that the images taken by users in restaurants have some sort of semantic meaning related to the users’
tastes. It is possible to take advantage of that meaning to explain the recommendations to the users.

We are currently starting to implement the necessary modifications to also handle texts in a similar way. We plan
to develop a method able to combine the semantic information from both images and texts, in order to improve
recommendation tasks.

Additionally, we are also exploring the possibility of making a more realistic semantic evaluation, which will require
to label datasets accordingly. For this purpose we need to use human intervention, so we plan to use services like
Amazon Mechanical Turk2.
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1 PID2019-109238GB-C21. Explainable learning for Dyadic Data (xLearn)   Ministerio de

Ciencia e Innovación.  Antonio Bahamonde Rionda.  (University of Oviedo). 01/06/2020-
31/05/2024. 82.764 €.

2 Algoritmos escalables de Aprendizaje Computacional: Más allá de la clasificación y la
regresión (ALEC+, TIN2015-65069, proyecto coordinado)   Ministerio de Economía y
Hacienda.  Amparo Alonso Betanzos. 01/01/2016-31/12/2019. 112.000 €.

C.3. Participation in R&D and Innovation contracts
Proyecto GAMMA para aprendizaje automático en eventos de sobre y sub-tension
de contador   FUNDACION UNIVERSIDAD DE OVIEDO; HIDROCANTABRICO
DISTRIBUCION ELECTRICA SA.  Jorge Díez Peláez. 01/05/2017-01/05/2018. 22.000 €.



University of Oviedo at Gijón

Principality of Asturias, Spain

June 15, 2020

To whom it may concern,

Since my PhD topic focuses on recommendation systems, I think there is no better place

than the RecSys Doctoral Symposium to obtain feedback from my mentors. I would expect

them to answer questions about my work, such as:

• Could you think in any other way of evaluate the semantics extracted in our proposals?

• We plan to use for texts the same semantic extraction process applied to images, does

it make sense to use this method or is there some other?

Sincerely,

Pablo Pérez Núñez

Mobile User



Artificial Intelligence Center
University of Oviedo at Gijón
33204 - Spain

June 15, 2020

Doctoral Symposium Chairs
RecSys - 2020

To whom it may concern:

We are writing this letter to support the participation of our student Pablo
Pérez-Núñez in the Doctoral Symposium of RecSys 2020.

Pablo started working with us on research projects as soon as he graduated
and some time later, after completing a Master’s degree in Computer Science,
he began the development of what will be his doctoral thesis, which is totally
linked to the field of recommendation systems.

At this moment, his thesis is at its midpoint and there are some branches than
can be taken towards the end of the work. In this sense, Pablo has been thor-
oughly reviewing the related bibliography and proposes many ideas that could
be applied. Some of them have been reflected in the abstract submitted to the
Doctoral Symposium. In the last months we have seen how Pablo has matured
scientifically and how he is able to bring creativity and, of course, ethics to his
work.

Pablo’s work is at that point where the advice from experts in the field can make
a difference, and we can’t think of a better place to receive such help other than
this Doctoral Symposium.

Pablo’s participation and collaboration in the meeting are guaranteed. He is
very eager to receive such invaluable help, so we highly recommend Pablo to be
accepted as a participant in the symposium.

Yours Faithfully,

Jorge Dı́ez Oscar Luaces
(Ph.D Advisors)
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