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Abstract: In the present numerical study, implicit large eddy simulations (LES) of non-reacting
multi-components mixing processes of cryogenic nitrogen and n-dodecane fuel injections under
transcritical and supercritical conditions are carried out, using a modified reacting flow solver,
originally available in the open source software OpenFOAM®. To this end, the Peng-Robinson (PR)
cubic equation of state (EOS) is considered and the solver is modified to account for the real-fluid
thermodynamics. At high pressure conditions, the variable transport properties such as dynamic
viscosity and thermal conductivity are accurately computed using the Chung transport model. To deal
with the multicomponent species mixing, molar averaged homogeneous classical mixing rules are
used. For the velocity-pressure coupling, a PIMPLE based compressible algorithm is employed.
For both cryogenic and non-cryogenic fuel injections, qualitative and quantitative analyses are
performed, and the results show significant effects of the chamber pressure on the mixing processes
and entrainment rates. The capability of the proposed numerical model to handle multicomponent
species mixing with real-fluid thermophysical properties is demonstrated, in both supercritical and
transcritical regimes.

Keywords: fuel injection and mixing; implicit LES; real-fluid; cryogenic nitrogen; n-dodecane;
OpenFOAM®; supercritical conditions; cubic EOS; Peng-Robinson; Chung transport

1. Introduction

Fuel injections in cryogenic rockets, high-pressure diesel engines, or gas-turbines, operating at
transcritical and supercritical conditions, have gained a significant interest following the perspective
of emission reduction and improvement of engine efficiency. In these applications, fuel injections in
high-pressure and high-temperature conditions have recently been considered as a way to enhance
the engine thermal efficiency and the power output, with reduced soot and NOx emissions [1].
These elevated pressure conditions translate to chambers operating at pressures and temperatures
exceeding fuel critical values. This eventually creates the supercritical dense flow conditions with
negligible effect of surface tension and the latent heat of vaporization displays where the turbulent jet
becomes soluble [2]. The state of the injected fluid is at either transcritical or supercritical conditions,
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based on whether the fuel injection temperature is below or above the pseudo-boiling temperature,
Tpb [3]. At subcritical conditions, the initial liquid jet, exhibiting surface tension, is broken-up through
successive steps into liquid ligaments and fine atomized droplets, which then undergo evaporation
and subsequent ignition. The jet disintegration behavior occurring under transcritical and supercritical
conditions deviates from the subcritical conditions where the formation of liquid ligaments and
droplets are replaced by turbulent gas jet mixing processes with widening of the diffusion layer of the
liquid-gas interface [4,5].

At high pressure conditions, the intermolecular forces become significant in determining the
real-fluid behavior [6]. Near the pseudo-boiling line (PBL), the thermophysical properties become
highly nonlinear functions of temperature, pressure and species mole fraction. This prolonged
“phase change” line, also identified as the “Widom line”, is the locus of thermophysical properties
maxima, or minima, which separates the liquid-like from the gas-like behavior in the supercritical
regime. Real-fluid behaviors are characterized by pressure-dependent thermophysical properties.
In the context of fuel jets, the main resulting feature is that the flow is determined by a balance between
mechanical jet breakup and miscible mixing. The controlling and dominant effect is then determined
by the level of supercriticality of the flow.

Second law of thermodynamics plays a crucial role in the stability of a two-phase system at
specified pressure, temperature, and compositions, with equilibrium determined by minimum Gibbs
free energy [7]. At the critical point (CP) and above, the difference between vapor and liquid
phases vanishes and the mixture becomes a structureless, homogeneous, and continuous single-phase
supercritical flow [8]. Based on the literature, it is observed that the behavior of the fuel injection into a
combustion chamber at supercritical quiescent ambient condition is quite different from the subcritical
condition [9]. The nature of atomization is substantially different and it departs significantly from
the classical cascade attributed to low-pressure liquid jet atomization. At high chamber pressures,
detailed understanding is needed regarding jet mixing process with surrounding environment,
plume growth rate, evolution and response of flow fields, time and length scales, and combustion
zone behavior.

In the existing literature, the injection of cryogenic liquid propellants at various operating
conditions is extensively investigated experimentally in [8–10] and numerically in [6,11–16].
Chehroudi et al. [10] conducted experimental studies on cryogenic liquid nitrogen at various pressure
conditions, from subcritical to supercritical levels. They noted that surface instabilities promote
mechanical breakup of the liquid surface under subcritical conditions, while at supercritical conditions
a more diffuse behavior was observed resembling a turbulent gas jet. As far as air/fuel mixtures are
concerned, Davis and Chehroudi [17] carried out experimental studies for cryogenic liquid rockets on
the combustion thermo-acoustic instability under subcritical, transcritical, and supercritical pressure
conditions. Falgout et al. [18] using ballistic imaging and ultrafast shadowgraphy technique studied
different diesel-like pure fuels spray injected into air at different conditions, and concluded that
the changes observed in the spray behavior scaled well with the estimated air/fuel mixture critical
properties. Using high-speed visualization, Crua et al. [19] experimentally studied the transition of
microscopic fuel droplets to supercritical fluid with diffusive mixing process, focusing on the end
of injection of typical diesel sprays analyzing relatively large and slow moving droplets. Segal and
Polikhov [20], with planar laser induced fluorescence, studied the jet surface stability and proved
that typical subcritical correlations fail to predict trans- and super-critical regimes. All these studies,
therefore, confirm the large interest in investigating transcritical and supercritical states in fuel injection
processes in the context of high-pressure combustion chambers.

At the same time, to complement experimental investigations, the development of accurate
models for both subcritical and supercritical multicomponent flows has been a long-lasting challenge.
No single model is universally capable of addressing the extremely wide scenario of flow regimes.
To simulate subcritical multi-phase multi-component flows, various numerical methods such as
Lagrangian (moving particles), Eulerian (fixed grid) [21], and Lagrangian-Eulerian (fixed grid with
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moving particles) approaches can be used, but Eulerian approaches are the most common in many fields.
Among these, diffuse interface models [22–26] are being developed with various levels of sophistication
to account for unresolved mesoscale mixing, even if many challenges are still present regarding the
validity of these closures. To investigate the details of separated flows, Eulerian interface capturing
methods, such as level set (LS) [27], Volume of Fluid (VOF) [28], and Coupled Level Set and Volume of
Fluid (CLSVOF) [29–33], have been progressively developed and improved, achieving nowadays high
accuracy in mass conservation, surface tension force evaluation and phase change. However, all these
models become numerically challenging and computationally expensive when large thermophysical
properties variations are involved.

For trans- and super-critical environments, there is a widespread consensus that single-fluid
diffuse interface models with real-fluid thermo-physics need to be used [34,35]. Unfortunately,
Direct Numerical Simulations (DNS) will remain extremely challenging to long time for any real
engineering [34] application. Among various studies of liquid injection in high pressure environments,
recently, Zhang et al. [14] applied large eddy simulations (LES) model to study the jet cone angles
and mixing layers with cryogens, but they were limited to pure species. However, in addition to
single-fluid models, also two-fluid LES models coupled with real-fluid thermodynamics have been
proposed and successfully applied for trans- and super-critical conditions [36,37]. Phase equilibrium
could also be evaluated [7,36–38] to examine the phase stability and calculate local phase fractions.
Zong and Yang [39] observed that, within the context of LES, the subgrid-scale (sgs) terms are
dominant compared to molecular values, and numerical dissipation only serves to stabilize calculations.
Therefore, the contribution of sgs transport properties (like turbulent viscosity) on top of accurate,
but small, molecular real-fluid transport properties appears questionable. Interestingly, in the study of
Gopal et al. [40], a two-fluid model with implicit LES assumption was successfully applied, using an
interface compression method to deal with supercritical states, by making the interface term vanish
above the critical pressure.

Combustion processes in engines add further complexities in the modelling of spray dynamics due
to spatial and temporal multi-scales nature of liquid-gas interactions, mixing, complexity in finite rate of
evaporation and reactions [41]. For example, the hot product gas entrainment into the fuel spray plays
a significant role in the atomization, droplet dispersion [42], vaporization, and mixing [43]. The flame
lift-off length and soot formation in diesel combustion engines are affected by the gas entrainment
quantity in the initial spray evolution [44]. To evaluate this mixture formation effects, Sepret et al. [45]
experimentally investigated the mass flow rate of gas entrainment into a non-vaporizing diesel
spray and found that it depends on the distance from the nozzle and on the density of the ambient
gas. Numerical modeling of gas entrainment effect has also been proposed by Pandal et al. [22],
observing that the decrease in the nozzle diameter significantly increases the local mixing rate.
Whether such observed behavior is manifested in sprays at transcritical and supercritical conditions
needs to be further investigated.

In the present research work, an implicit large eddy simulation (LES) approach is developed
for injections of cryogenic nitrogen and n-dodecane under trans- and super-critical operating
conditions, considering accurate real-fluid thermophysical properties for multi-component mixtures.
The simulation results are used to quantitatively characterize the mixing rate of a fuel injected in a
high-pressure chamber to provide insights into the distinct characteristics of spray dynamics at near
critical conditions.

2. Numerical Methodology

A fully-conservative form of the two-phase flow equations for a multi-component homogeneous
mixture is considered. The C++ open source CFD software package OpenFOAM has been used as a
base framework for the development of a modified solver and new libraries accounting for real-fluid
thermophysical properties. Multi-component mixture properties are computed using Peng-Robinson
(PR) equation of state (EOS) model [46]. To calculate viscosity and thermal conductivity, the empirical
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model for transport properties proposed by Chung et al. [47] is implemented. Details of the governing
equations and of the real-fluid thermophysical properties models are described below.

2.1. Governing Equations and Solution Algorithm

The conservation equations are solved using a finite volume method (FVM) approach. For a fully
conservative, homogeneous, compressible, non-reacting two-phase flow, the conservation equations
for mass, momentum, energy, and species, within the single-fluid formulation, are given below.

∂ρ

∂t
+∇·(ρu) = 0 (1)

∂(ρu)
∂t

+∇·(ρuu) = ∇·(−pI + τ) (2)

∂(ρhT)

∂t
+∇·(ρhTu) =

∂p
∂t

+∇·(τ·u) −∇·q (3)

∂(ρYi)

∂t
+∇·(ρYiu) = ∇·Ji (4)

where ρ is the mixture density, u is the velocity vector, p is the pressure, τ is the viscous stress tensor,
hT = h + (1/2) u2 is the total specific enthalpy, q is the heat flux, Yi is the mass fraction of species
i, and Ji the species diffusion flux of species, i. Viscous stresses are closed with the compressible
Newtonian fluid model. Heat flux is closed with the classical Fourier’s law, neglecting the additional
contribution associated with the diffusion of species with different enthalpies. Mass diffusion fluxes are
closed with the Fick’s law. Molecular thermophysical properties are evaluated using accurate real-fluid
models and correlations, as detailed in the next sections. Using very fine grid in two-dimensional
setups, implicit LES are conducted, therefore no additional modeled viscosity is added to the flow.

This mathematical framework considers local thermodynamic equilibrium. The velocity-pressure
coupling is handled using an extended PIMPLE algorithm and a modified pressure equation [46,48] to
ensure a tight coupling with momentum and thermodynamic state. To discretize the above equations,
second order accurate Gauss limited-linear scheme is used for convective terms, second order accurate
central differencing scheme is considered for diffusion terms, and first order accurate Euler scheme is
used for the transient term. Temporal advancement is controlled by a convective Courant number
below 0.5 and an acoustic Courant number below 10. The former guarantees efficiency and stability of
the solution algorithm, while the latter allows to avoid unnecessary constraints related to capturing
non-essential wave propagation effects in the context of spray simulations in a hot open-chamber.

2.2. Real-Fluid EOS

In the vicinity of the fluid critical point, modeling the thermodynamic state based on the ideal gas
law becomes inappropriate due to the non-linear effects of intermolecular repulsive forces observed as
pressure, density, composition and temperature vary. Detailed description of various EOS models are
found, for example, in Poling et al. [49]. For numerical efficiency reasons, a simple EOS should be
preferred, provided that it still preserves the main non-linear relationships among the thermophysical
variables [50].

In the existing numerical literatures, two-parameter based cubic EOS are widely used for wide
ranges of fuel injections and mixing conditions, such as Redlich-Kwong (RK), Soave-Redlich-Kwong
(SRK), and Peng-Robinson (PR) models. This is mainly due to simplicity, robustness, computational
efficiency, and readily available mixing rules [3]. In the present study, the two-parameter based
cubic Peng-Robinson equation of state (PR-EOS) has been chosen, because it accurately computes
the real-fluid thermodynamic states particularly at transcritical and supercritical conditions [51].
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The compressibility factor, Z, is the non-dimensional parameter which quantifies the deviation from
the ideal gas (Z = 1) behavior as,

Z =
pv
RT

(5)

The cubic PR-EOS equation is written as

p(v, T, x) =
RT

v− b
−

aα
(v2 + 2bv− b2)

or Z(v, T, x) =
1

1− b/v
−

aα
bRT
·

b
v + 2b− b2/v

(6)

where, p is the pressure, v is the molar specific volume, T is the temperature, x is the species mole
fraction vector, and R is the universal gas constant. Coefficients a and b are model constants dependent
on mixture composition, which account for the effects of intermolecular attractive forces and volume
displacement, respectively. The parameter α is a function of both reduced temperature Tr = T/Tc and
acentric factor ω, where the subscript ‘c’ indicates the critical condition.

For a multicomponent mixture of N species, mixing and combining rules are used to extend the
use of equations of state developed for pure fluids to mixtures. Typically used mixing rules for cubic
EOS are the van der Waals one-fluid mixing rules, which involve binary interaction parameter ki j
between each two components, i and j [7], and directly combine the EOS parameters of pure fluids to
obtain satisfactory parameters for the mixture. However, quite often, using the corresponding state
principle, the mixture behavior can be described by combining critical properties of the pure species
to obtain pseudocritical properties, like temperature, pressure, and molar volume applicable to the
equivalent mixture. This is to say that, using the linear blend Kay’s rule, the pseudo-critical parameters
can be evaluated based on molar weighted averages, as

Tc,m =
N∑

i=1

xiTc,i; vc,m =
N∑

i=1

xivc,i; Zc,m =
N∑

i=1

xiZc,i; ωc,m =
N∑

i=1

xiωc,i (7)

and the mixture pseudo-critical pressure is computed as

pc,m = Zc,m
RTc,m

vc,m
(8)

where subscript m indicates the mixture. Then, the mixture coefficients of the EOS are computed as follows

am = 0.457236
R2T2

c, m

pc, m
; αm =

[
1 + cm

(
1−

√
T

Tc, m

)]2

; bm = 0.077796
RTc, m

pc, m
(9)

where, the parameter cm is computed using an acentric factor, ωc,m as

cm =

{
0.37464 + 1.5422 ωc,m − 0.26992ω2

c,m, i f ωc,m ≤ 0.5
0.3796 + 1.485 ωc,m − 0.1644ω2

c,m + 0.01667ω3
c,m, ωc,m > 0.5

(10)

In OpenFOAM this mixing rule was originally implemented based on mass fraction Yi, which is
conceptually wrong, therefore in our work it has been corrected using molar fractions xi, as shown
above. It is worth noticing that pseudo-critical values given by Equation (7) are merely instrumental to
obtain correct densities for the mixture. The actual mixture critical temperature and pressure vary in a
non-linear way with compositions. The critical temperature of the mixture generally lies between the
individual pure component critical temperature values, while the mixture critical pressure may be
significantly above the critical pressure values of the pure fluids.
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The real-fluid caloric properties not only depend on temperature and composition, but also
depend on the pressure. A real-fluid thermodynamic property, f is determined as the sum of the ideal
gas property f0(T, x) and the dense fluid corrections ∆ f (p, T, x) [3,46], as

f (p, T, x) = f0(T, x) + ∆ f (p, T, x) (11)

These departure functions ∆ f (p, T, x) are derived analytically from the PR EOS [3,46]. For example,
the real-fluid enthalpy, h, and the specific heat, cp, can be expressed as

h(p, T, x) = h0(T, x) + ∆h(p, T, x) (12)

cp(p, T, x) = cp,0(T, x) + ∆cp(p, T, x) (13)

where, subscript ‘0’ indicates the ideal state in the limit of very low pressure. In the above equations,
the first term on the right-hand side is the ideal gas contribution depending only on temperature T and
species composition vector x and it is obtained using standard 9-coeficients NASA polynomials [52].
While the second term on the right-hand side (known as departure functions) depends also on the
pressure p. The departure functions formulation can be conveniently expressed also as a function of
the compressibility factor, Z, but it is not reported here for the sake of brevity [49].

2.3. Real-Fluid Chung Transport Model

The real-fluid behavior of the transport property for high pressure conditions is evaluated
starting from the Chapman-Enskog theory (CET) for dilute gas viscosity at the zero density limit and
corresponding state theory (CST) [53]. The dynamic viscosities of transcritical and supercritical fluids
at high pressure are then calculated using the correction model proposed by Chung et al. [47].

The Chung viscosity model is based on the dilute gas formulation µ0 corrected by a multiplicative
factor µ∗ and by an additional additive term µp, both accounting for the high-pressure effects.
Validations of the applicability and accuracy of this transport model in the CFD modeling framework
are found in [12,53].

The dynamic viscosity is computed as follows

µ = µ0 µ∗ + µp

µ0 = 4.0785× 10−5
[√

Mw T/
(
v2/3

c,m Ω∗
)]

Fc·(Pa·s)

Fc = 1− 0.275ωc,m + 0.059035µ4
r,m + κm

Ω∗ = 1.16145
T∗0.14874 +

0.52487
exp(0.7732T∗) + 2.16178

exp(2.43787T∗) − 6.435× 10−4T∗0.14874 sin
(
18.0323T∗−0.7683

− 7.27371
)

T∗ = 1.2593 T/Tc,m

µ∗ = 1
G2

+ A6Y

µp =
(
3.6344× 10−5

√
Mw Tc,m/v2/3

c,m

)
A7Y2G2exp

(
A8 + A9/T∗ + A10/T∗2

)
(Pa·s)

Y = ρmvc,m/6

G1 = (1− 0.5Y)/(1−Y)3

G2 =
{
A1[1− exp(−A4Y)]/Y + A2G1 exp(A5Y) + A3G1

}
/(A1A4 + A2 + A3)

Ai = a0,i + a1,iωc,m + a2,iµ
4
r,m + a3,iκm

(14)

where vc,m is the critical volume of the mixture in cm3/mol, ρm is the mixture density and Ω∗ is an
empirical correlation for the reduced collision integral. The constants Ai are linear functions of the
acentric factor ωc,m, the reduced dipole moment µr,m, and the association factor κm. The factor Fc

represents the empirical model function of the acentric factor, and it accounts for the shape and polarity
of the molecules. A detailed discussion of the remaining coefficients is found in Chung et al. [47].
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Similar molar weighted averages based mixing rules as aforementioned for the equation of state are
applied to compute the mixture equivalent parameters, denoted with the subscript ‘m’.

This model takes care of the transition across trans-critical regimes. When the operating pressure
is above the critical value, the dynamic viscosity shows a gas like behavior when the temperature is
higher than the critical temperature, and it shows liquid like levels when the temperature falls below
the critical value.

Similar to behavior of the dynamic viscosity, the thermal conductivity, λ for a high-pressure
real-fluid is also well predicted using Chung et al. [47] model. The thermal conductivity is formulated
as the sum of two contributions as

λ = λ0 λ
∗ + λp (15)

where the various terms follow an analogy with those of the viscosity formulation. More details on the
formulation and coefficients can be found in the original work of Chung et al. [47]. The same type
of mixing rules is then applied to compute the mixture parameters, needed for the calculation of the
mixture thermal conductivity.

2.4. Model Implementation Remarks and Property Verifications

In each step of the PIMPLE loop, thermo-physical properties need to be updated or retrieved from
the knowledge of the most recent mixture state. Specific attention has been paid to develop efficient
and robust methods for updating density and temperature.

Density is evaluated through the PR-EOS described above, by computing the roots of the cubic
equation of state in terms of compressibility factor Z, given T, p, and Yi. When the temperature is below
the critical value, two possible real roots are found, thus, a stability test based on the Gibbs free energy
determines what root corresponds to a stable mixture while the other root, corresponding to a metastable
state, is discarded. This condition is equivalent to say that if the pressure is above the saturation value the
liquid-like density is chosen, while if the pressure is below the saturation level the gas-like is selected.

Retrieving temperature after the species and the energy equations are solved is also delicate.
A stabilizing version of the Newton’s method is used for this task. The present approach determines
the so-called “frozen temperature” [5,7,16] which, in other words, does not account for splitting into
liquid and gas phase, should this be the stable state from a thermodynamic standpoint.

The verification of the implemented models has been conducted on multiple species and
thermodynamic conditions. Figures 1 and 2 show examples of the verification step, displaying density,
specific heat, viscosity, and conductivity at different pressure levels, for different fluids, in a range
spanning from subcritical to supercritical states.
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Figure 1. Pressure-temperature plots of density and specific heat at constant pressure, for pure nitrogen
(left), nitrogen/n-dodecane mixture—50% by volume (middle), pure n-dodecane (right), calculated with
Peng-Robinson equation of state (PR-EOS). Red stars identify the pure and pseudo-fluid critical points.
Yellow star identifies the real mixture critical point, evaluated by means of the NIST database [54].
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Figure 2. Verification of CFD results (scatter points) against NIST data (line) vs. temperature for
specific heat at constant pressure, density, and dynamic viscosity of (a) nitrogen at 3, 4, and 5 MPa,
and (b) n-dodecane at 6, 11.1, and 30 MPa.

Figure 1 displays p-T state diagrams for nitrogen, nitrogen/n-dodecane blend, and n-dodecane.
In the supercritical top-right quadrant, the density varies monotonically, while the specific heat shows
very high levels in a narrow region. Following the specific heat maxima, the pseudo-boiling line
(Widom line) is visualized. Red stars on the density plots mark the pure and pseudo-fluid critical
points. In the mixture case, the actual critical point is marked by a yellow star, evaluated by means of
the NIST database [54]. The white line superimposed on the mixture density plot is the locus of the real
critical points, and separates the single-phase region from the two-phase region. It is worth noticing
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that properties obtained by the PR-EOS are not sufficient to identify the two regions, and additional
fluid phase equilibria calculations for stability and flashing would be needed [7,23,36], which are
outside the scope of this work.

Figure 2a shows the comparison between calculated properties and NIST database values for
nitrogen, in the temperature range from 120 K to 300 K, at three different pressures covering from
sub- to supercritical conditions. Scattered CFD data agree well with experimental data. Specific heat
peaks denoting the pseudo-boiling (PB) location agree well in terms of amplitude and location.
Minor discrepancies arise on the liquid density side because on the known PR behavior in this region.

Viscosity and thermal conductivity agree satisfactorily well with data suggesting the Chung
model [47] is adequate for engineering CFD calculation of dense fluid mixing. In addition,
Figure 2b shows the same type of comparison for n-dodecane, in the temperature range between 600 K
to 900 K, for three pressure levels, from 6 MPa to 30 MPa. Similarly, the predicted properties agree
satisfactorily well with NIST data [54], within the deviation range known for these correlations [47],
confirming the suitability for CFD modeling of real-fluid mixing processes.

3. Results and Discussion

The turbulent jet mixing processes regarding cryogenic liquid nitrogen (L-N2) and n-dodecane
injected into a quiescent gaseous nitrogen (G-N2) environment are examined, under transcritical and
supercritical conditions, for various chamber pressures and injection temperatures. For an engine,
a higher efficiency is obtained at higher chamber pressures. This trend has motivated many researchers
to investigate higher operating pressure conditions of the combustion chamber, as the thermal efficiency
and power output in rockets, gas turbines or diesel engines is shown to increase. The injected fluid at
sub/trans critical temperature into supercritical condition of the chamber typically heats up beyond its
critical temperature as it mixes with the surrounding hot gas before it burns inside the combustion
chamber and this process is referred to as “transcritical”. The liquid rocket engines operate at conditions
above the thermodynamic critical point of the injected propellants. For example, the combustion
chamber pressure with the L-H2/L-O2 in Vulcain engine in the Ariane-5 can reach up to 11.5 MPa,
Space Shuttle main engine was able to reach up to a maximum of 22.3 MPa [9] or more recent Merlin
engines operate at 9.7 MPa.

The critical parameters such as temperature, pressure, volume, and acentric factor for nitrogen
(N2) and n-dodecane (C12H26) used as working fluids in the present numerical study are tabulated in
Table 1. In this numerical study, the injection of a single-component mixture, L-N2/G-N2 and a binary
(multicomponent) mixture, C12H26/N2 are considered. In the case of cryogenic nitrogen into nitrogen,
two species with identical properties are considered in the simulation, in order to track the injected
species separately from the ambient one.

Table 1. Critical condition parameters for pure species [46].

Species Tc [K] pc [MPa] vc [cm3/mol] Acentric Factor, ω

N2 126.192 3.3958 89.41 0.0377
C12H26 658.2 1.82 22.064 0.5764

Following the many examples in the literature [2,13,14], to limit the computational resources
needed for this type of simulations with complex thermo-physics, a 2D rectangular computational
domain is used. Boundaries are treated with a pressure outlet condition on the top, bottom and
right-side boundary, and no-slip and isothermal condition on the left side boundary adjacent to jet
inlet. A uniform velocity and a constant injection temperature are used for the injection of the fuel.
Details of computational domain with boundary conditions are shown in Figure 3.



Energies 2020, 13, 5676 10 of 27
Energies 2020, 13, x FOR PEER REVIEW 10 of 27 

 

 

Figure 3. Two-dimensional computational domain with boundary conditions. 

In the present numerical study, both qualitative and quantitative analyses are carried out. 

Qualitative analyses are presented discussing several contour plots of scalar fields for the various 

conditions. As for the quantitative analyses, the time-averaged value of density, temperature, and 

velocity along axial and transverse directions are evaluated. The mean averaged quantity of any 

variable is reported in a non-dimensional form with respect to injected fuel conditions as 

density ratio, 𝜌𝑟 = �̅� 𝜌𝑖𝑛𝑗⁄  

temperature ratio, 𝑇𝑟 = �̅� 𝑇𝑖𝑛𝑗⁄  

velocity ratio, 𝑢𝑟 = �̅� 𝑢𝑖𝑛𝑗⁄  

(16) 

Additionally, the overall mixture (fuel + nitrogen) mass flow rate across the transverse direction 

is evaluated to study ambient gas entrainment in a quantitative manner. As a matter of fact, gas 

entrainment is an indicator of mixing. The higher the entrained gas into the jet, the higher the mixing 

rate. Pandal et al. [22] proposed the use of a radially integrated entrainment coefficient as a function 

of the axial distance from the nozzle exit. Here, equivalently, a non-dimensional normalized mass 

flow rate is evaluated to analyze the mixing characteristics for the various injection temperatures and 

chamber pressures. Along the axial direction of the chamber, the mass flow rate, �̇�(𝑥), is integrated 

over a transverse cross-section as 

�̇�(𝑥) = ∫ 𝜌𝒖 ∙ 𝑑𝑨 = ∆z ∫ 𝜌𝑢𝑥𝑦 𝑑𝑦
𝑦𝑚𝑎𝑥

𝑦𝑚𝑖𝑛

 (17) 

where, ∆𝑧 is the spanwise dimension assumed to be 1 m, as for the 2D assumption. Using uniform 

inlet conditions, the injected mass flow rate at the orifice outlet is computed as 

�̇�𝑖𝑛𝑗 = 𝜌𝑖𝑛𝑗  𝑢𝑖𝑛𝑗 𝐴𝑖𝑛𝑗 (18) 

where 𝐴𝑖𝑛𝑗 = ∆𝑧 ∙ 𝑑𝑖𝑛𝑗 . The non-dimensional form of the normalized mass flow rate along the 

chamber axial distance is obtained as 

�̇�𝑛𝑜𝑟𝑚 = �̇�(𝑥) �̇�𝑖𝑛𝑗⁄  (19) 

Non-dimensional quantities are used to allow the comparison of very different experiments, like 

the injection of cryogenic nitrogen of Mayer et al. [55] and the injection of n-dodecane, a typical diesel 

fuel surrogate. Detailed study of these simulations at various parameters of injection temperatures 

and chamber pressure conditions are below. 

3.1. Validation on Cryogenic Nitrogen Jet Data 

To evaluate our present numerical and physical models for the supercritical mixing processes, a 

comparison with experimental data of Mayer et al. [55] is considered. In real cryogenic liquid rocket 

engines, cryogenic liquid nitrogen (L-N2) is not used as a propellant, but due to its easy handling in 

experimental measurements, it is widely used as a working fluid to investigate the turbulent jet 

Figure 3. Two-dimensional computational domain with boundary conditions.

In the present numerical study, both qualitative and quantitative analyses are carried
out. Qualitative analyses are presented discussing several contour plots of scalar fields for
the various conditions. As for the quantitative analyses, the time-averaged value of density,
temperature, and velocity along axial and transverse directions are evaluated. The mean averaged
quantity of any variable is reported in a non-dimensional form with respect to injected fuel conditions as

density ratio, ρr = ρ/ρinj

temperature ratio, Tr = T/Tinj

velocity ratio, ur = u/uinj

(16)

Additionally, the overall mixture (fuel + nitrogen) mass flow rate across the transverse direction
is evaluated to study ambient gas entrainment in a quantitative manner. As a matter of fact,
gas entrainment is an indicator of mixing. The higher the entrained gas into the jet, the higher the
mixing rate. Pandal et al. [22] proposed the use of a radially integrated entrainment coefficient as a
function of the axial distance from the nozzle exit. Here, equivalently, a non-dimensional normalized
mass flow rate is evaluated to analyze the mixing characteristics for the various injection temperatures
and chamber pressures. Along the axial direction of the chamber, the mass flow rate,

.
m(x), is integrated

over a transverse cross-section as

.
m(x) =

∫
ρu·dA = ∆z

∫ ymax

ymin

ρuxy dy (17)

where, ∆z is the spanwise dimension assumed to be 1 m, as for the 2D assumption. Using uniform
inlet conditions, the injected mass flow rate at the orifice outlet is computed as

.
minj = ρinj uinj Ainj (18)

where Ainj = ∆z·dinj. The non-dimensional form of the normalized mass flow rate along the chamber
axial distance is obtained as

.
mnorm =

.
m(x)/

.
minj (19)

Non-dimensional quantities are used to allow the comparison of very different experiments,
like the injection of cryogenic nitrogen of Mayer et al. [55] and the injection of n-dodecane, a typical diesel
fuel surrogate. Detailed study of these simulations at various parameters of injection temperatures
and chamber pressure conditions are below.

3.1. Validation on Cryogenic Nitrogen Jet Data

To evaluate our present numerical and physical models for the supercritical mixing processes,
a comparison with experimental data of Mayer et al. [55] is considered. In real cryogenic liquid rocket
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engines, cryogenic liquid nitrogen (L-N2) is not used as a propellant, but due to its easy handling
in experimental measurements, it is widely used as a working fluid to investigate the turbulent jet
mixing characteristics of the cryogenic liquid propellants along with a high-pressure gaseous nitrogen
(G-N2) as chamber quiescent environment [8,37,55]. In this study, simulation characteristics similar
to Mayer’s experimental near-critical “case-3” and supercritical “case-4” are adopted where the cold
cryogenic L-N2 jet is ejected from a circular nozzle of diameter d = 2.2 mm with constant injection
temperature and uniform velocity into a chamber with supercritical conditions filled with a quiescent
G-N2 at pressure pch = 4 MPa and temperature Tch = 298 K, respectively. The summary of these working
parameters is tabulated in Table 2. Underlined conditions are referred to as the baseline conditions for
the parametric study.

Table 2. Working parameters of the cryogenic nitrogen injection case, from Mayer et al. [55].

Input Parameters Values

Injected Fluid cryogenic nitrogen, N2
Ambient chamber gas nitrogen, N2

Computational domain, L × H 54 d × 27 d (~120 mm × 60 mm)
Total cell count (uniform grid) 5.12 × 106 cells

Computational cells per jet diameter 64
Injection nozzle diameter, d 2.2 mm

Inlet velocity (uniform profile), uinj 4.9 m/s and 5.4 m/s
Chamber temperature, Tch 298 K

Chamber pressure, pch 4 MPa and 6 MPa
Injection temperature, Tinj 126.9 K,128.5 K and 131 K

Figure 4a reports the centerline non-dimensional time-averaged density profiles along the axial
distance x/d for the validation case-3, i.e., L-N2 injected at transcritical condition of Tinj = 126.9 K
(ρinj = 439.8 kg/m3) and uinj = 4.9 m/s into G-N2 chamber at pch = 4 MPa and Tch = 298 K, compared with
the experimental data (measured data extracted, ρinj = 425.5 kg/m3) of Mayer et al. [55]. The result
shows the presence of an intact core region in the initial jet up to the axial length x/d≤ 8.5. The numerical
density ratio is nearly uniform and slightly over-predicted with respect to the experimental data.
This can depend not only on the PR EOS inaccuracies, but also on the experimental uncertainties as
documented in the original reference [55]. Moving along the jet axis, when mechanical instabilities
reach the jet centerline, the dense core disappears, and the centerline density profile starts to decline.
However, in the transition to fully developed turbulent jet flow region at x/d > 8.5, the numerical density
profile shows a trend similar to Mayer et al. experiments [8,55] for the test case-3. Figure 4b indicates
the centerline non-dimensional time-averaged density profiles along the axial distance x/d for the
validation case-4, i.e., L-N2 injected at supercritical condition of Tinj = 131 K and uinj = 5.4 m/s
into G-N2 chamber at pch = 4 MPa and Tch = 298 K, compared with the experimental data of
Mayer et al. [55]. The result shows again that the trend is similar to experimental data, but with slight
underestimation in the non-dimensional centerline density for x/d > 10. In this supercritical case-4,
however, experimental density data drops after a short distance from the nozzle (from x/d > 2) and
the simulation correspondingly predicts a short intact core length up to about x/d = 5, less than the
transcritical case-3.

Acknowledging that these comparisons are not a strict validation, because of the two-dimensional
setup and the absence of in-nozzle turbulence, the analysis still constitutes a positive assessment of the
simulation method. Hence, the present physical models are further used to simulate injection of the
cryogenic L-N2 conditions at different injection temperatures and chamber pressure conditions.
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Figure 4. Centerline time-averaged non-dimensional density ratio profile along the axial distance
obtained from the present numerical study of injection of cryogenic L-N2 into supercritical chamber at
pch = 4 MPa and Tch = 298 K (a) Case-3: at Tinj = 126.9 K, uinj = 4.9 m/s and (b) Case-4: at Tinj = 131 K,
uinj = 5.4 m/s with uniform grid resolution per jet diameter, d/64 compared with experimental test
case-3 and case-4 of Mayer et al. [55].

3.2. Simulations of Cryogenic L-N2 Injections into G-N2

In this subsection, the effects of various injection temperatures and chamber pressures conditions
are discussed for the two-dimensional simulations of cryogenic L-N2 injection under transcritical and
supercritical conditions. The entire set of injection temperatures and ambient pressures tabulated in
Table 2 is considered. As before, the rectangular domain is discretized using a uniform grid size with
∆x = ∆y = d/64 = 0.034375 mm, resulting into a total number of 5.12 million cells. The flow dependent
time step ∆t is such that a maximum convective CFL equal to 0.2 is maintained. The chamber is set
at room temperature Tch = 298 K. At the jet inlet, a uniform flat velocity profile with uinj = 4.9 m/s
is imposed.

A first analysis concerns the variation of the injected fluid temperatures, at 4 MPa, by exploring
Tinj = 126.9 K, corresponding to the N2 critical temperature, Tinj = 128.5 K, slightly below the
pseudo-boiling value at the 4 MPa, and lastly Tinj = 131 K which is at supercritical.

A second analysis concerns the effect of varying chamber pressure, pch, from 4 to 6 MPa, both above
the nitrogen critical pressure, at fixed injected fluid temperature Tinj = 126.9 K. These parametric
studies are presented in the following subsections.

3.2.1. Effect of Injection Temperature

Here, the simulation results for the various injection temperatures aforementioned with fixed
chamber conditions are discussed. Figure 5 shows instantaneous contour plots of temperature,
density, pressure, dynamic viscosity, specific heat at constant pressure and velocity for the various
injection temperatures Tinj, of 126.9 K (column-1), 128.5 K (column-2), and 131 K (column-3), respectively.
The time shown is t = 60 ms, corresponding to about 2.5 flow-through times (FTT) of the entire domain
length. These qualitatively results indicate that an increase of the injection temperature from trans to
supercritical conditions leads to improved mixing processes. The velocity gradients at the jet surface
generate vortex rollups and which finally break up into ligament shaped structures, similar to other
numerical studies [13]. In the supercritical case (at Tinj = 131 K), no small structures are formed, while at
the lower temperature (Tinj = 126.9 K) tiny structures are visible. Kelvin-Helmholtz (K-H) instabilities
can be observed in a shear layer, but with different scales. As the injected fluid temperature increases,
the jet is more quickly heated up to a gas-like supercritical state and mixing appears more diffusive
in nature.
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Figure 5. Instantaneous contour plots obtained from simulations of cryogenic L-N2 injected at 4.9 m/s
into G-N2 at supercritical chamber conditions, 4 MPa and 298 K, for various injection temperatures:
first column 126.9 K, second column 128.5 K, third column 131 K. Rows, from top to bottom,
show instantaneous fields of temperature T [K], density ρ [kg/m3], pressure p [Pa], dynamic viscosity
µ [Pa·s], specific heat at constant pressure cp [J/(kg K)], and velocity u [m/s].

Quantitative evaluations of the jet injection temperature effects on cryogenic L-N2 injection are
considered through the centerline non-dimensional profiles of density, temperature, velocity and
through the calculation of the normalized mass flow rate across the transverse direction at varying axial
distance. Results are shown in Figure 6a–d, respectively. In the initial laminar jets, up to axial distance
x/d ≤ 5, any noticeable effect is observed on the density, velocity, and temperature ratios that follows
the variation of injected fluid temperature. Similar behavior is even kept for further axial distance up
to x/d = 7 for the two lowest injection temperatures, which are, to recall, lower than the pseudo-boiling
temperature. The transition region between laminar to turbulent situated at the axial distance x/d ≤ 15
shows slight deviations at various injections temperature with axial distance. Along the axial length
of the chamber, as the centerline jet temperature increases the density ratio decreases, so does the
corresponding velocity profile with slight fluctuations.
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Figure 6. Centerline axial profiles of non-dimensional density, temperature, velocity and normalized
transverse mass flow rate for different injection temperatures: 126.9 K, 128.5 K, and 131 K. Simulations of
cryogenic L-N2 injected at 4.9 m/s into G-N2 at 4 MPa and 298 K.

However, for the mixing rate index, or normalized transverse mass flow rate shown in Figure 6d,
it is observed that the mass flow rate becomes dependent on the jet axial distance for different injection
temperatures. This mass flow rate vs. axial distance diagram shows that the rate of mixing varies
non-linearly in the ‘near field’ of the fuel spray. The ‘near field’ is the spray development zone where
the momentum exchange between the liquid-like ligaments and the gas occurs, and which mainly
contributes to the gas entrainment and the equilibrium between phases. The surrounding dense gas
interact more with the liquid ‘droplets’ without apparent effect of the saturation. The rate of mixing is
dominated by the density effect and the entrainment velocity of the gas is also affected by the increase
in the density. When cryogenic fuel is injected at transcritical temperature, the jet temperature increases,
leading to the decrease of the density profile along the axial direction. This is mainly due to the increase
in the sensible heat transfer between the injected cryogenic L-N2 and the G-N2 environment.

Figure 7 shows the predicted non-dimensional radial profiles of density, temperature and velocity
ratios for various injection temperatures at the axial distance x/d = 20. These results show a broader
core region in terms of density and temperature for the highest jet temperature, Tinj = 131 K, which is
higher than the nitrogen pseudo-boiling temperature, so fully supercritical. Furthermore, the velocity
profiles do not show any significant variation in the jet core width, but it slightly reduces at the jet
center for the higher degrees of supercriticality.
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Figure 7. Radial profiles of non-dimensional density, temperature, and velocity ratios at fixed axial
distance x/d = 20, for different injection temperatures: 126.9 K, 128.5 K, and 131 K. Simulations of
cryogenic L-N2 injected at 4.9 m/s into G-N2 at 4 MPa and 298 K.

3.2.2. Effects of Chamber Pressure

It is interesting now to discuss the effect of different chamber pressures on the cryogenic nitrogen
injections process. Two supercritical pressures, pch levels, 4 MPa and 6 MPa, are examined, while the
remaining simulation parameters are maintained constant, as specified in Table 2. Figure 8 shows
the instantaneous contour plots of temperature, density, pressure, viscosity, specific heat at constant
pressure and velocity obtained from the aforementioned simulations, at time t = 60 ms, corresponding,
as before, to 2.5 flow-through times (FTT) of the domain length. These results show that the increase in
the chamber pressure from 4 MPa to 6 MPa leads to the transition of jet behaviors from the formation of
liquid-like structure to gas-like phenomena, even though the injected cryogenic nitrogen temperature
is transcritical, as 126.9 K is below the corresponding PB values. For example, the density field is
clearly more diffuse at high pressure than at low pressure. More quantitative analyses are needed to
assess the differences, and this is addressed in the following.

The centerline non-dimensional profiles of density, temperature, and velocity and the normalized
transverse mass flow rate are shown in Figure 9a–d, respectively, for the two different chamber
pressures. These results indicate that, due to the initial laminar jet flow conditions, the non-dimensional
profiles are independent of the chamber pressure up to x/d ≤ 8.5, as the liquid-like core is still not
broken-up. In the fully developed turbulent jet region, at axial distance x/d > 13, the increase of
the supercritical chamber pressure leads to noticeable effects, which translate to an increase in the
values of non-dimensional density, temperature and transverse mass flow rate along the axial length.
The slope of the mixing rate index from the ‘near field’ to the ‘far-field’ changes for the higher pressure.
This means that for the 6 MPa chamber pressure case, the turbulent jet mixing process is noticeably
enhanced, compared to the 4 MPa condition.

Figure 10 shows the radial variations of non-dimensional density, temperature, and velocity
profiles for the two different chamber pressures, at the axial distance x/d = 20. The density profile
for the 6 MPa chamber pressure shows a broader core region, meaning a higher spray “cone” angle
compared to the 4 MPa case. This result is in line with the findings of Zhang et al. [14], and with
general expectations. A higher gas density induces higher momentum exchange and consequently
more lateral diffusion. The velocity profile is less influenced by the pressure conditions except at the
jet center.
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Figure 8. Instantaneous contour plots obtained from simulations of cryogenic L-N2 injected at 126.9 K
and 4.9 m/s into G-N2 at 298 K, for two different chamber pressures: first column 4 MPa, second column
6 MPa. Rows, from top to bottom, show instantaneous fields of temperature T [K], density ρ [kg/m3],
pressure p [Pa], dynamic viscosityµ [Pa·s], specific heat at constant pressure cp [J/(kg K)] and velocity u [m/s].
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Figure 9. Centerline axial profiles of non-dimensional density, temperature, velocity, and normalized
transverse mass flow rate for different chamber pressures: 4 MPa and 6 MPa. Simulations of cryogenic
L-N2 injected at 126.9 K and 4.9 m/s into G-N2 at 298 K.
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Figure 10. Radial profiles of non-dimensional density, temperature, and velocity at fixed axial distance
x/d = 20, for different chamber pressures: 4 MPa and 6 MPa. Simulations of cryogenic L-N2 injected at
126.9 K and 4.9 m/s into G-N2 at 298 K.

3.2.3. Discussion

The effect of the mixing rate at supercritical conditions is quantitatively demonstrated though
the entrainment parameter. The effect of the chamber gas density is probed through the variation
of the pressure at constant temperature. A denser chamber induces more mixing, on a mass-based
assessment, as indicated by the normalized transverse mass flow rate curves. A broader jet is also
observed under the same chamber density increase. On the contrary, little effect is observed about the
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injection temperature, on a normalized mass-based evaluation. The inlet temperature has been varied
in a range which translate to an inlet density change close to a 2-to-1 ratio, i.e., from 460 kg/m3 at
126.9 K, to 247 kg/m3 at 131 K. Despite this large density change in the injected fluid, at constant injected
mass flow rate (obtained through normalization), mixing does not change significantly, meaning that
the injected fluid properties have minor effects in supercritical conditions.

3.3. Simulations of N-Dodecane Injection into Hot Nitrogen Environment

In the previous section, a single-component mixing processes was simulated and validated with
the experimental study of Mayer et al. [55]. In this section, in order to analyze the model capability
to handle the multicomponent species mixing processes, injections of n-dodecane under transcritical
and supercritical conditions into a gaseous nitrogen environment are considered. To this end, a 90 µm
nozzle diameter with injection and chamber pressure conditions similar to the Engine Combustion
Network (ECN) spray-A case is considered [56], which is a typical fuel injection process in diesel
engines. In the present study, focused on trans- and supercritical injection conditions, a n-dodecane
with a uniform flat inlet velocity profile is injected at 200 m/s into supercritical G-N2 environment,
similarly to previous numerical studies [13,16]. The parameters used in the study of n-dodecane jets
are tabulated in Table 3. As in the previous cryogenic application study, the effects of varying the inlet
temperature and chamber pressure are discussed.

Table 3. Working parameters used in the case of non-cryogenic n-dodecane injection.

Input Parameters Values

Injected Fluid n-dodecane, C12H26
Ambient chamber gas nitrogen, N2

Computational domain, L × H 55 d × 28 d (~5 mm × 2.5 mm)
Total cell count (uniform grid) 5.12 × 106

Computational cells per jet diameter 64
Injection nozzle diameter, d 90 µm (ECN Spray-A)

Inlet velocity, uinj 200 m/s (uniform profile)
Chamber temperature, Tch 972.9 K

Chamber pressure, pch 6 MPa, 11.1 MPa and 30 MPa
Injection temperature, Tinj 600 K, 658.2 K and 736.9 K

To examine the effect of the injected n-dodecane temperature, three different values are considered,
600 K (transcritical), 658.2 K (critical) and 736.8 K (supercritical), under fixed conditions for the chamber
pressure, pch = 11.1 MPa, and chamber temperature, Tch = 972.9 K, and with uniform injection velocity,
uinj = 200 m/s.

Similarly, to evaluate the effect of the chamber pressure, three different supercritical pressure
pch values are selected: 6 MPa (corresponding to the standard ECN Spray-A level), 11.1 MPa (high)
and 30 MPa (ultra-high). Other operating parameters are kept constant, like injection temperature,
Tinj = 658.2 K, inlet velocity, uinj = 200 m/s and chamber temperature, Tch = 972.9 K. As for the previous
section, both qualitative and quantitative analysis of the effects of different simulations conditions for
diesel engines operating at high-load conditions are given hereafter.

3.3.1. Effect of Injection Temperature

A change in the n-dodecane temperature induces a density variation of the injected fluid
which affects the jet mixing processes inside the chamber. Figure 11 presents the instantaneous
contour plots obtained from the numerical 2D simulations with the aforementioned injection
temperatures, 600 K (column-1), 658.2 K (column-2), and 736.9 K (column-3), at the time instant
t = 60 µs, corresponding to about 2.4 times FTT. The instantaneous contours display temperature,
density, pressure, dynamic viscosity, specific heat at constant pressure, mole fraction of nitrogen and
velocity fields, respectively. In the shear layer, the K-H instability is formed due to the relative velocity
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between the phases. The pressure oscillation is reduced with the increase of the injection temperature
of n-dodecane from 600 K to 736.8 K and the jet is quickly heated-up from a liquid-like transcritical state
to gas-like supercritical state. The present implicit LES results show qualitatively good agreement with
similar trends observed with coarser grids by Rodriguez et al. [13,57]. The spray boundaries become
more diffusive, but still liquid ligaments appear, at any level of temperature explored. Increasing the
jet temperature, of course, decreases density, so an analysis on mixing performance requires taking this
into account.
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Figure 11. Instantaneous contour plots obtained from simulations of n-dodecane injected at 200 m/s
into a supercritical hot nitrogen, 972.9 K and 11.1 MPa, for various injection temperatures: first column
600 K, second column 658.2 K, third column 736.9 K. Rows, from top to bottom, show instantaneous
fields of temperature T [K], density ρ [kg/m3], pressure p [Pa], dynamic viscosity µ [Pa·s], specific heat
at constant pressure cp [J/(kg K)], mole fraction of nitrogen xN2 [-], and velocity u [m/s].
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Therefore, to examine quantitatively the mixing processes, the flow variables are averaged for
about one flow-through time, and then normalized with respect to inlet conditions to make consistent
comparisons. The centerline non-dimensional profiles of density, temperature, and velocity along with
the normalized transverse mass flow rate are shown in Figure 12a–d, respectively. As for the cryogenic
nitrogen case, these results indicate that at different injection temperatures, in the laminar jet region
(x/d < 7) all the non-dimensional ratios present similar behavior. Beyond x/d = 8–10 the flow becomes
turbulent (see Figure 11), and the increase in the jet temperature leads to a decrease of the density ratio,
with a non-linear variation in the mass flow rate and slight fluctuations of the velocity profile.
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Figure 12. Centerline axial profiles of non-dimensional density, temperature, velocity, and normalized
transverse mass flow rate for different n-dodecane injection temperatures: 600 K, 658.2 K and 736.8 K.
Simulations of n-dodecane injected at 200 m/s into a supercritical hot nitrogen, 972.9 K and 11.1 MPa.

The supercritical jet temperature case, at 736.8 K, shows small temperature fluctuations compared
to the transcritical injection one at 600 K along the axial distance, as seen in Figure 12b. This is
mainly due to decrease in the temperature gradient with reduced sensible heat transfer that occurs
between the fuel jet and the surrounding hot nitrogen gas environment. The mixing index or
normalized transverse mass flow rate is a non-linear function of the injection temperatures, as shown
in Figure 12d, even if variations are rather small and maybe removable with a longer, but onerous,
time averaging. Overall, the jet injection temperatures on non-dimensional mixing rate, quantified by
the gas entrainment, show negligible effects, at least for the explored range of fluid temperatures.
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Radial profiles are shown in Figure 13, displaying non-dimensional mean density, temperature and
velocity at x/d = 20. These curves show a substantially independent width of the jets as the inlet
temperature is varied, confirming the previous observation.
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Figure 13. Radial profiles of non-dimensional density, temperature, and velocity ratios at fixed
axial distance x/d = 20, for different n-dodecane injection temperatures: 600 K, 658.2 K, and 736.8 K.
Simulations of n-dodecane injected at 200 m/s into a supercritical hot nitrogen, 972.9 K and 11.1 MPa.

3.3.2. Effect of Chamber Pressure

The effect of chamber gas density is explored though different simulations carried out at increasing
chamber pressure pch of 6 MPa, 11.1 MPa, and 30 MPa, with constant chamber temperature, Tch = 972.9 K,
and using fixed n-dodecane inlet temperature, Tinj = 658.2 K. Figure 14 shows the comparison for
the instantaneous contours of various flow variables for these cases. Results indicate that injecting
n-dodecane fuel into a supercritical chamber leads to the formation of liquid-like jet structures of
varying sizes. At low chamber pressure small scales are visible as in a pure atomization regime, while at
high chamber pressure a transition towards gas-like phenomena is observed with larger scales and
increased diffusive transport. In addition, an increased jet transverse spreading is also visible when
moving from low to high chamber pressures.

For a quantitative examination of the mixing processes, the non-dimensional profiles of averaged
properties in axial and radial directions are compared. The centerline non-dimensional profiles of
density, temperature, velocity and the normalized transverse mass flow rate are shown in Figure 15a–d.
Similar to the previous cryogenic cases, an intact jet core is observed for the n-dodecane injections,
with centerline profiles not affected by the chamber pressure up to x/d ≤ 5. In the fully developed
turbulent jet region, at axial distance x/d > 15, the increase of the supercritical chamber pressure level
shows large effects in the variations of non-dimensional quantities along the axial length. The growth
rate of the entrainment increases remarkably as chamber pressure levels increase, indicating a strong
enhancement in the mixing rate due to chamber pressure (and therefore density). This, ultimately,
means that higher chamber density promotes the multicomponent mixing process.

Figure 16 shows the radial variations of non-dimensional density, temperature and velocity
profiles at the axial distance x/d = 20. Evidently, the density profile for the 30 MPa chamber pressure
shows a broader spreading compared to 11.1 MPa and 6 MPa. Similarly, velocity radial profiles flatten
as the pressure increases. Both aspects confirm the enhanced mixing at high chamber pressures.
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Figure 14. Instantaneous contour plots obtained from simulations of n-dodecane injected at 658.2 K
and 200 m/s into nitrogen at 972.9 K, for three different chamber pressures: first column 6 MPa,
second column 11.1 MPa, third column 30 MPa. Rows, from top to bottom, show temperature T [K],
density ρ [kg/m3], pressure p [Pa], dynamic viscosity µ [Pa·s], specific heat at constant pressure
cp [J/(kg K)], mole fraction of nitrogen xN2 [-], and velocity u [m/s].
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Figure 15. Centerline axial profiles of non-dimensional density, temperature, velocity and normalized
transverse mass flow rate for different chamber pressures: 6 MPa, 11.1 MPa, and 30 MPa. Simulations of
n-dodecane injected at 658.2 K and 200 m/s into nitrogen at 972.9 K.
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Figure 16. Radial profiles of non-dimensional density, temperature and velocity at fixed axial distance
x/d = 20, for different chamber pressures: 6 MPa, 11.1 MPa, and 30 MPa. Simulations of n-dodecane
injected at 658.2 K and 200 m/s into nitrogen at 972.9 K.

3.3.3. Discussion

The investigations on the n-dodecane injection into nitrogen at trans- and supercritical conditions
show an enhancement of the mixing rate as the chamber density increases, while they display a modest
effect of the injected fuel properties variation. These results are in line with the previous investigation
on the cryogenic nitrogen injection, therefore this allows to strengthen the conclusions. In the present
case, the chamber pressure is varied by a large factor, up to 5 (30 MPa vs. 6 MPa), compared to the
cryogenic nitrogen study, and larger variations are correspondingly observed. Likewise, the variation
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of the injected fluid density (from 532.5 kg/m3 to 412.2 kg/m3), explored through temperature changes
(from 600.0 K to 736.8 K, respectively, at 11.1 MPa), causes minor effects on the injected mass based
normalized mixing rate.

Overall, these findings can be useful for guiding future model developments and research
directions, especially targeted towards 3D analysis of real supercritical combustors.

4. Conclusions

An advanced implicit LES model was developed to describe spray dynamics at trans- and
super-critical conditions. Numerical simulations were carried out to investigate the fundamental
characteristics of the evaporation, dispersion and multi-component species mixing processes,
with emphasis on the quantitative assessment of gas entrainment. The new developed model includes
real-fluid thermophysical properties and is implemented within the finite volume framework in the
opensource software OpenFOAM. A pressure-based solver, using an extended segregated PIMPLE
algorithm, proved to be able to handle large density ratios and highly non-linear thermophysical
properties. The solver demonstrated the capability to couple species, energy, mass and momentum
conservation equations in a stable manner.

The developed model was validated against the experimental studies of Mayer et al. [55] with
good agreement. Subsequently, the effects of both injection temperature and chamber operating
pressure conditions are evaluated through injections of cryogenic L-N2 and n-dodecane into a chamber
filled with quiescent G-N2 environment. Qualitative analysis is performed for instantaneous solution
fields, whereas quantitative aspects are discussed by examining non-dimensional averaged quantities,
such as density, temperature, and velocity along axial or radial profiles, and by comparing normalized
transverse mass flow rates along the axial distance. As a main finding of the study, for both cryogenic
and diesel-like fuel injections, different chamber pressure conditions are found to affect the supercritical
mixing processes more significantly than the injection temperatures. The present numerical study
provides an insight of the jet behavior and the mixing processes at both trans- and super-critical
conditions. Furthermore, the present numerical models demonstrated the capability to handle
multicomponent species turbulent mixing processes with real-fluid thermophysical properties.
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