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Resumen

Esta Tesis Doctoral se centra en el desarrollo de sistemas de seguimien-
to y posicionamiento avanzados basados en el uso de señales electromagné-
ticas emitidas por sensores o dispositivos de propósito general, así como en
el desarrollo de aplicaciones electromagnéticas avanzadas apoyadas en dichos
sistemas de posicionamiento. En concreto, en la primera parte de esta Tesis se
explota la tecnología de identificación por radiofrecuencia (RFID) para el desa-
rrollo de sistemas que permiten estimar la posición y orientación de objetos
equipados con etiquetas RFID, así como de realizar su seguimiento. Por otro
lado, en la segunda parte de la Tesis se emplean sistemas de posicionamiento
externos como base para el desarrollo de sistemas versátiles para aplicaciones
de inspección no destructiva y caracterización de antenas. En consecuencia, la
Tesis Doctoral se ha estructurado en tres capítulos principales, además de un
primer capítulo en el que se revisa el estado del arte y de un capítulo final que
recoge las conclusiones y las líneas futuras de trabajo.

De este modo, el segundo de los capítulos está dedicado al desarrollo de
dos sistemas que hacen uso de la tecnología RFID para la automatización de
procesos logísticos. El primero de dichos sistemas permite la estimación de
la orientación de mercancías empleando una agrupación de etiquetas RFID
pasivas. El segundo de los sistemas proporciona una solución económica, cuyo
despliegue es rápido y sencillo, para monitorizar el tránsito de mercancías en
puntos de control. En concreto, este sistema utiliza un conjunto de etiquetas
RFID pasivas, dispuestas en forma de rejilla sobre el suelo del punto de control
a monitorizar, y una única antena conectada a un lector RFID.

El siguiente capítulo recoge el desarrollo de un sistema manual para la ge-
neración de imagen electromagnética de interés en el ámbito de la inspección
no destructiva y en aplicaciones de seguridad. Dicho sistema se basa en el uso
de un módulo de radar integrado en un chip que se desplaza de forma ma-
nual describiendo una trayectoria arbitraria sobre la zona bajo investigación.
Además, la posición y orientación del módulo radar es monitorizada a lo largo
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Resumen

de su trayectoria de manera que las señales radar adquiridas son combinadas
de forma coherente mediante técnicas de radar de apertura sintética (SAR),
lo que permite generar imágenes de alta resolución en tiempo real. En con-
creto, el sistema propuesto fue validado en primer lugar usando una configu-
ración cuasi-monoestática y, posteriormente, su funcionamiento fue evaluado
empleando una arquitectura Multiple-Input Multiple-Output (MIMO). Asimis-
mo, se ha desarrollado de forma satisfactoria un método de calibración que
permite reducir los errores de posicionamiento.

Finalmente, el cuarto capítulo resume el desarrollo de un sistema manual
para el diagnóstico y caracterización de antenas. El sistema se basa en la ad-
quisición de medidas del campo radiado por la antena bajo medida (AUT)
empleando una antena sonda que se desplaza de forma manual frente a la
apertura de la misma. De forma análoga al sistema de generación de imagen
electromagnética, se realiza un seguimiento de la posición y orientación de la
antena sonda, de manera que es posible combinar las distintas medidas de
campo radiado para calcular una distribución de corrientes equivalentes en la
apertura de la antena bajo medida y, en última instancia, determinar su dia-
grama de radiación en campo lejano. En primer lugar, el sistema propuesto fue
implementado considerando la adquisición tanto de la amplitud como de la
fase del campo radiado por la AUT y, posteriormente, empleando únicamente
información de amplitud. El sistema desarrollado es de gran interés en distin-
tas aplicaciones como para la caracterización rápida de antenas en condiciones
de laboratorio o para la medida de antenas ya desplegadas y en condiciones
operativas o de antenas embarcadas. Asimismo, cabe destacar que el sistema
propuesto se ha validado en un rango de frecuencias notablemente amplio,
desde banda X hasta frecuencias submilimétricas, lo que le confiere una gran
versatilidad y constituye una característica muy ventajosa del mismo, especial-
mente en el contexto actual, en el que se está desarrollando un gran número de
aplicaciones que hacen uso de estas bandas de frecuencia (como por ejemplo
para comunicaciones de alta capacidad).
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Conclusiones

Esta tesis, presentada como compendio de publicaciones, se basa funda-
mentalmente en el trabajo desarrollado en las publicaciones [I]-[V], que se re-
sumen en el presente documento. En primer lugar, en el capítulo 1 se presenta
una revisión del estado del arte relacionado con los sistemas diseñados. El ca-
pítulo 2 describe los sistemas desarrollados basados en el uso de tecnología
RFID y su validación. El capítulo 3 recoge el diseño y validación de un sis-
tema manual para la generación de imagen electromagnética y, por último, el
capítulo 4 presenta un sistema manual para el diagnóstico y caracterización de
antenas.

El primero de los sistemas desarrollados basado en tecnología RFID permite
la estimación de la orientación de objetos mediante una agrupación de etique-
tas RFID [xviii], [xvii], [II]. En concreto, el sistema propuesto emplea la fase de
las señales dispersadas por las etiquetas RFID del array [I], cuya dirección de
llegada al mismo se estima mediante el algoritmo Multiple Signal Classifica-
tion (MUSIC) y, posteriormente, se calcula la orientación del objeto etiquetado.
Aquí cabe destacar la importancia de la geometría de la agrupación de etique-
tas. En particular, el uso de una agrupación lineal con etiquetas RFID separadas
de manera uniforme (ULA) permite realizar estimaciones en azimuth, mientras
que el uso de una agrupación circular con etiquetas distribuidas de forma an-
gularmente uniforme (UCA) permite tanto estimaciones de azimuth como de
elevación. En esta tesis se han considerando las dos alternativas, habiéndose
realizado un estudio del impacto en la precisión del sistema de imperfecciones
en la geometría de la agrupación de etiquetas y una validación experimental
en ambos casos. Los resultados obtenidos muestran que el sistema permite es-
timar con precisión la orientación de objetos en un amplio margen angular. El
sistema propuesto, que permite mejorar el nivel de automatización de procesos
logísticos, también puede usarse para obtener información de posicionamiento
[xvi].

El segundo de los sistemas basados en el uso de etiquetas RFID permite
la monitorización del tránsito de mercancías en puntos de control [xi], [III].

IX



Conclusiones

Este sistema se basa en el uso de un conjunto de etiquetas RFID pasivas de
referencia, dispuestas en forma de rejilla, que se colocan en el suelo de la zona
a monitorizar y una única antena conectada a un lector RFID. En este caso, la
estimación de la dirección de movimiento de las mercancías se realiza en base
al efecto sombra que tiene lugar cuando la carretilla o máquina elevadora que
las transporta bloquea las etiquetas de referencia. Dicha sombra se cuantifica en
términos de etiquetas no leídas durante una ventana temporal y en términos de
una reducción del número de lecturas de una etiqueta. La determinación de la
dirección de movimiento de las mercancías se realiza en base a la información
anterior, que se emplea como atributos de entrada de una red neuronal. El
sistema propuesto fue validado mediante una campaña de medidas realizada
en las instalaciones de la Universidad de Pisa. Entre las ventajas del sistema
cabe destacar su robustez y la sencillez del equipo necesario, lo que hace que
el sistema sea económico y fácil de desplegar.

Por otro lado, el sistema manual de generación de imagen electromagnética
[v], [IV] constituye el primer sistema capaz de generar imágenes electromagné-
ticas aplicando técnicas de radar de apertura sintética empleando las medidas
adquiridas durante un escaneo manual en 3D con un dispositivo de bolsillo. En
concreto, el sistema utiliza un módulo de radar integrado en chip a frecuencias
milimétricas que se desplaza sobre el área a inspeccionar. Durante el escaneo
del área a inspeccionar se realiza el seguimiento de la posición y orientación del
módulo radar, de forma que es posible generar imágenes de alta resolución en
tiempo real. Las imágenes obtenidas se muestran al operador del sistema a me-
dida que se realizan más adquisiciones radar, lo que permite adaptar el escáner
del área a inspeccionar de acuerdo a las mismas. El sistema propuesto fue va-
lidado en primera instancia empleando una configuración cuasi-monoestática,
habiéndose obtenido buenos resultados. Posteriormente, el sistema se extendió
a una configuración MIMO, consiguiéndose una mejora en la velocidad de es-
caneo y en la calidad de las imágenes obtenidas. Asimismo, se ha propuesto un
método de calibración para reducir errores de posicionamiento, lo que redunda
en una mayor calidad de las imágenes obtenidas.

Por último, el sistema manual para el diagnóstico y caracterización de an-
tenas se basa en la adquisición del campo radiado por la antena bajo medida
mediante el uso de una antena sonda que es desplazada manualmente frente
a la apertura de la misma. La posición y orientación de la antena sonda se
monitoriza de forma que es posible combinar las distintas medidas del campo
radiado para estimar una distribución de corrientes equivalentes en la apertura
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de la antena bajo medida y, posteriormente, calcular su diagrama de radiación
en campo lejano resolviendo las integrales de radiación correspondientes. Ini-
cialmente, el sistema propuesto fue implementado considerando la adquisición
tanto de la amplitud como de la fase del campo radiado [x], [ix], [V]. Posterior-
mente, el sistema fue adaptado para emplear únicamente medidas de amplitud
del campo radiado, lo que conlleva una simplificación del equipo necesario pa-
ra la adquisición del campo radiado y evita la necesidad de una referencia de
fase [iv]. En concreto, el uso exclusivo de información de amplitud permite
realizar el diagnóstico y la caracterización de antenas en condiciones operati-
vas, reducir el coste del sistema y extender la frecuencia máxima de operación
del mismo, que se ha validado hasta frecuencias submilimétricas. Debido a su
versatilidad, el sistema propuesto es de gran interés en múltiples aplicaciones
como la evaluación rápida de antenas en laboratorio o la caracterización de
antenas desplegadas o embebidas en otros dispositivos.
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Abstract

This dissertation focuses on the development of advanced positioning and
tracking systems using electromagnetic signals emitted by sensors or general
purpose devices, as well as on the design of systems for advanced electro-
magnetic applications built on positioning systems. In particular, under the
common nexus of positioning techniques, the first part of this thesis leverages
Radio Frequency IDentification (RFID) technology for the localization, attitude
determination and tracking of tagged objects. On the other hand, the second
part of this dissertation exploits state-of-the-art external positioning systems to
develop flexible measurement systems for Non-Destructive Evaluation (NDE)
and antenna characterization. In addition to the first chapter describing the
state of the art and the last chapter, where the conclusions and the future lines
of work are drawn, the dissertation is structured in three main chapters.

Thus, the second chapter is devoted to the development of two advanced
RFID systems aiming to optimize the automation of logistic processes. The first
system was designed for the estimation of the attitude of tagged goods using
an array of passive RFID tags. The second system provides a cost-effective
and easy-to-deploy solution to monitor the transit of goods at checkpoints. In
particular, this system employs a reference grid of RFID tags deployed on the
floor of the checkpoint being controlled and a single antenna connected to a
RFID reader.

The next chapter is devoted to the development of a handheld imaging sys-
tem, which can be of great interest for security and NDE applications. This
system is based on freely moving a compact radar-on-chip module over the
inspected area, while its position and attitude are being tracked. This allows
to coherently combine the acquired measurements using Synthetic Aperture
Radar (SAR) techniques, yielding real-time, high-resolution images. Specifi-
cally, the proposed system was first evaluated using a quasi-monostatic ap-
proach and, afterwards, its performance was assessed considering a Multiple-
Input Multiple-Output (MIMO) configuration. In addition, a calibration me-
thod to reduce positioning errors has been successfully tested.
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Finally, the fourth chapter summarizes the design and development of a
handheld antenna diagnosis and characterization system. It is based on ac-
quiring samples of the field radiated by the Antenna Under Test (AUT) by
moving a handheld probe antenna in front of its aperture. The position and
attitude of the probe antenna is tracked so that the acquired field samples
can be combined to compute an equivalent currents distribution on the AUT
aperture and, ultimately, to retrieve its Far-Field (FF) radiation pattern. First,
the proposed system was implemented considering both amplitude and phase
measurements and, afterwards, employing amplitude-only acquisitions. The
system is of great interest for different applications such as the quick perfor-
mance evaluation of antennas in laboratory conditions, or the characterization
of already deployed antennas and on-board antennas. In particular, the wide
operational frequency range of the proposed system, validated from X band to
sub-mmWave frequencies, is a significant advantage as there is a growing num-
ber of applications (for example for high-capacity communications) exploiting
these bands.
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1
Introduction

1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 State of the art . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2.1 Advanced RFID applications . . . . . . . . . . . . . . . 3

1.2.2 Radar imaging . . . . . . . . . . . . . . . . . . . . . . . 4

1.2.3 Antenna diagnosis and characterization . . . . . . . . . 6

1.3 Research objectives and contributions . . . . . . . . . . . . . 9

1.4 Innovation and applicability . . . . . . . . . . . . . . . . . . . 10

1.5 Outline of the thesis . . . . . . . . . . . . . . . . . . . . . . . . 11

1.1 Motivation

The tracking and localization of goods across the supply chain, i.e., its trace-
ability, is of great importance. In this regard, RFID is a key technology, which
allows the remote identification of objects. The development of this technology
has yielded to its adoption for different applications in multiple sectors such as
retail [1, 2], healthcare [3, 4] or anti-counterfeiting [5]. In particular, the devel-
opment of positioning systems has been of great interest [6–14]. Besides position
estimations, the attitude of items, which can be obtained using extra sensors apart
from the RFID tags, provides complementary information that can be useful for
several applications. In this context, an innovative system to estimate the attitude
of tagged goods using arrays of RFID tags, presented in Patent (a), was developed
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1. Introduction

within this dissertation. In addition, a cost-effective and easy-to-deploy system to
monitor the transit of goods at checkpoints and docking gates was also proposed.

On the other hand, the advances of positioning systems in terms of afford-
ability and accuracy have enabled the development of many applications that can
take advantage of these features [15, 16]. In this regard, in the field of electromag-
netic imaging there is a growing interest in portable imaging devices, although
current solutions are still rather bulky [17–21] or have low resolution [22]. In con-
trast, the real-time handheld imaging system developed in the framework of this
thesis overcomes the low resolution limitation of previously presented compact
imaging systems. In particular, the proposed system achieves that by tracking
a mm-Wave radar-on-chip module with a high-accuracy positioning system to
apply SAR techniques.

Analogously, the increase of high capacity communications and the deploy-
ment of the Fifth Generation (5G) mobile network is driving the use of mmWave
and sub-mmWave frequencies. Although several systems have been proposed to
assess the performance of already deployed antennas at lower frequencies [23, 24],
in these frequency bands the fast and accurate in-situ diagnosis and characteri-
zation of antennas remains a challenge. In this regard, a handheld system for
antenna diagnosis and characterization, protected in Patent (b), was developed
within this thesis. For this purpose, the system exploits the same tracking system
that is used for the handheld imaging system, so that the information from the
acquired samples of the field radiated by the AUT can be combined. It should
be remarked that, although less accurate than conventional antenna measurement
ranges, the proposed system provides good results and an enormous flexibility.

Finally, among the challenges derived from handheld measurements, it should
be remarked that, in both of the proposed handheld systems, the processing al-
gorithms must be able to deal with non-uniformly spaced data.

1.2 State of the art

The use of electromagnetic signals to build positioning systems is of great
interest, and a wide-variety of systems based on different technologies have been
developed. In particular, the use of Bluetooth [25, 26], WiFi [27, 28], Ultra Wide
Band [29], ZigBee [30] and RFID [31, 32] signals has been evaluated for different
applications. On the other hand, the use of positioning systems enables to build
advanced electromagnetic applications, especially in the fields of electromagnetic
imaging [20, 33] and antenna measurement [23, 34]. In this dissertation both
approaches, from electromagnetic signals to positioning systems and vice versa,
were adopted. In particular, for the first approach it was decided to use passive
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1.2 State of the art

RFID technology due to its cost-effectiveness and its ease of integration in the
supply chain processes. Regarding the second approach, flexible measurement
systems for NDE and antenna characterization were developed.

This section is devoted to provide a review of the state of the art in the fields
of advanced RFID applications (Section 1.2.1), radar imaging (Section 1.2.2) and
antenna diagnosis and characterization (Section 1.2.3).

1.2.1 Advanced RFID applications

The architecture of RFID systems is based on two different elements. On the
one hand, RFID systems comprise RFID tags, which can be either active, semi-
passive or passive [35], being the former of special interest due to their lack of
batteries and their significantly low cost. On the other hand, the second basic
component of an RFID system is the RFID reader, which interrogates or queries
the RFID tags. Although there are several RFID standards for different frequency
bands and applications, one of the most relevant and widespread is the EPC UHF
Gen2 [36]. This standard, which was the one used within this thesis, is defined for
RFID systems comprising readers and passive tags, operating in the 860 MHz −
960 MHz Ultra High Frequency (UHF) range (reduced to 865.6 MHz − 867.6 MHz
under the European Telecommunications Standards Institute (ETSI) regulations).

Under the EPC UHF Gen2 protocol, the RFID reader sends an interrogation
signal to a passive RFID tag, which is powered up and backscatters the signal
sent by the reader including its identification code. In addition to the identifica-
tion code of the tag, some RFID readers are also capable of extracting physical
information from the backscattered signals such as the Received Signal Strength
Indicator (RSSI) or their phase. Although the read range of passive tags is re-
duced to less than 10 m, their low-cost and practically lack of maintenance have
contributed to the development of a wide range of RFID-based applications in
multiple sectors such as retail [1, 2], healthcare [ii] or supply chain and logistics
[37].

In particular, the development of positioning systems has been of great inter-
est. Most of them are based on RSSI measurements of the signal backscattered by
RFID tags, as this is the parameter provided by most of the commercial readers
[6–8]. However, there are other recent developments based on phase information
of the backscattered signal such as [9–13], where tag positions are estimated using
measurements from several antennas, or [14], where the trajectory of the tagged
item is known and only one antenna is used. Apart from position estimations, the
knowledge of the attitude of goods provides complementary information, which
can be used to automate logistic processes or when handling fragile cargo. This
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1. Introduction

information can be obtained with inertial sensors (although they are more expen-
sive than RFID tags and require batteries), using RFID tags and antennas with
high directivity as proposed in [38], or by means of a computer vision system,
which requires line of sight conditions and may raise privacy concerns [39]. In
this regard, a system to estimate the attitude of goods based on phase measure-
ments of an array of RFID tags is proposed within this thesis [II].

In contrast, in some applications it is not necessary to accurately measure the
position of tagged items, but rather to identify specific actions such as entering
or exiting from a warehouse area. For this purpose, different approaches were
proposed to implement UHF-RFID control gates in the points of interest across
the supply chain. Some of them are based on creating controlled reading zones
isolated from their surroundings by using tunnel gates [40], while others rely on
extra hardware (e.g. motion sensors or cameras) to determine when a cargo was
crossing a point of interest [41, 42]. However, although effective, those solutions
require extra space, cost and complexity, which in case of using cameras may also
result in privacy concerns, as in the previous example in the context of attitude
determination. Other alternatives employ the signature captured from different
reader antennas to estimate the movement direction of tagged goods [43] or use
machine learning techniques and low-level parameters, such as the RSSI or the
amount of time passed until a tag first replies to the reader’s interrogation signal
[44]. Alternatively, the phase of the tag backscattered signal can be employed by
taking advantage of the movement of items carried by a forklift [45] or which
move along a conveyor belt [46]. In this context, based on the concept of shad-
owing in RFID systems, which was previously used in device-free localization
[47, 48], a simple and easy-to-deploy system to monitor the transit of goods at
checkpoints or docking gates from a warehouse was developed during this thesis
[III].

1.2.2 Radar imaging

Electromagnetic imaging [49] enables the formation of camera-like images in
low visibility conditions such as fog, clouds, smoke or during the night, and to
inspect the inner composition of different objects or beings as it provides some
penetration capabilities.

It relies on processing the electromagnetic waves acquired by one or multiple
receivers. The interaction of these waves with the media modifies their proper-
ties. Therefore, the measured electromagnetic waves can be processed to extract
information of the scenario that is being imaged.
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1.2 State of the art

Electromagnetic imaging can be employed, under different implementations,
for NDE of materials [50, 51], medicine [52], defense and security [53–55], food
inspection [56, 57] or obstacle detection [58], among other applications.

The number of technologies to perform electromagnetic imaging is vast; each
of them exhibiting several advantages and disadvantages. Passive imaging is
carried out by capturing the radiation emitted by a given scene. Usually, the goal
of passive imaging is to capture spontaneous radiation and, therefore, high-gain
antennas are required, making the size of these systems large [59]. Moreover, the
contrast of the achieved electromagnetic images depends on the illumination of
the scenario, with outdoor scenarios outperforming indoor ones. On the other
hand, sometimes the goal of passive imaging is to capture the radiation emitted
by specific sources, such as a circuit boards in order to evaluate Electromagnetic
Interference (EMI) [15]. In these cases, antenna gain requirements can be relaxed
but the system is limited to detect strong electromagnetic sources.

In contrast to passive imaging, active imaging is based on artificially illumi-
nating the scenario using transmistters. There are several approaches to perform
active imaging. One is to resort to inverse scattering techniques, which try to
estimate the dielectric permittivity of an object (i.e., its composition) from its scat-
tered field by inversely solving the Maxwell equations. These techniques are
usually used at relatively low frequencies as the computational burden quickly
becomes prohibitive depending on the electrical size of the object under test [51].
Other systems rely on high directivity antennas (reflectors or lenses) whose beam
is mechanically steered to scan a target [33]. Due to their working principles,
these systems can only provide focused images on a limited range. Moreover, the
stand-off distance is usually large, which can be a useful feature or a handicap
depending on the application. Lastly, other systems are based on SAR methods.
In these systems, the range resolution depends on the bandwidth, which does
not impose a specific size limitation. On the other hand, the lateral resolution is
proportional to the size of the (either real or virtual) aperture of the system.

Consequently, although a single transmitter and receiver system can be rel-
atively small, high resolution imaging needs a dense set of transmitters and re-
ceivers or relatively large structures to do raster scanning along well-known paths
[53]. The required number of transmitters and receivers can be reduced by lever-
aging MIMO (also known as multistatic) schemes [60, 61]. Alternatively, other
systems use the movement of targets to apply inverse SAR techniques [62].

A balance between system size and resolution has been presented in [17] im-
plementing a portable microwave camera operating from 20 to 30 GHz. Moreover,
this kind of system can take advantage of multiview approaches to increase both
the imaged area and the image quality [18–21]. In addition, a different microwave
camera of reduced size based on chaotic excitation SAR, which has low resolution
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but can be used in applications where high-fidelity images are not necessary, has
been presented in [22].

On the other hand, the quick development of mm-Wave technology has en-
abled very compact and affordable on-chip radar systems at the expense of re-
duced penetration capabilities and low resolution due to their small aperture
[63–65]. Nonetheless, a much larger synthetic aperture can be achieved by track-
ing the radar modules. In this context, the system developed within this thesis
leverages modern advances in position tracking [15, 16] to build large synthetic
apertures by moving the radar module performing freehand trajectories over the
area being imaged. Freehand scanning constrained to two dimensions has also
been demonstrated in [66] by implementing a system in the X-band and using
a railway system to track the position and in [67] by indirectly mapping elec-
tromagnetic sources resorting to backpropagation. However, to the best author’s
knowledge, the system developed within this thesis [IV] is the first that performs
SAR imaging with a completely Three-Dimensional (3D) freehand scanning and
such a compact device. Among the different challenges that had to be overcome,
it should be remarked that the potential SAR processing techniques to be used
in this system were limited by the irregular sampling of the data obtained with
a freehand scan. In particular, a quasi-monostatic approach was first adopted
and, afterwards, the system was extended to a MIMO configuration yielding a
significantly faster scanning speed and higher-quality images.

1.2.3 Antenna diagnosis and characterization

Antennas are a key element in any telecommunication system and, as such, it
is necessary to characterize their behavior. A fundamental property of an antenna
is its FF radiation pattern, which can be measured using different approaches.

One way is to directly measure the antenna under test in the far-field region
(r ≥ 2D2

AUT/λ and r ≫ λ, where DAUT is the diameter of the minimum sphere
that encloses the AUT and λ is the wavelength in free space). The main draw-
back of these facilities (either in indoor anechoic chambers or outdoor elevated
ranges) is that the FF distance may be more than several meters [68]. The Com-
pact Antenna Test Range (CATR) overcomes this limitation creating a plane wave
illumination in a quiet zone (where the AUT is placed) by using a reflector to
collimate the spherical waves from the feed antenna. On the other hand, CATRs
require complex and costly infrastructure as the reflector should be at least three
times the size of the AUT. Moreover, its surface must be very accurate in order
to achieve good performance and usually additional structures (e.g., serrations)
have to be added to mitigate diffraction [68, 69].
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Another option is to retrieve the AUT radiation pattern indirectly from ampli-
tude and phase Near-Field (NF) measurements (acquired at a distance from the
AUT aperture from several wavelengths -to avoid the reactive coupling- to the
FF region). There are three typical near-field measurement topologies depending
on the acquisition surface: spherical, cylindrical and planar [70, 71]. In spherical
measurements the probe always points towards the AUT and the closed spherical
scan surface ensures that all radiation from the antenna under test is measured
[72]. In cylindrical acquisitions, the AUT is usually rotated about a single axis
while the probe is moved along a line parallel to the rotation axis [73]. This ap-
proach is useful for fan-beam antennas whose pattern is directional in one axis
and broad in the orthogonal one. Lastly, in NF planar measurement setups the
acquisition plane is defined in front of the antenna aperture and the probe head-
ing is constant and orthogonal to the acquisition plane [69]. This technique is
best suited for antennas with high directivity since almost all the radiated energy
passes through the planar acquisition surface. It should be remarked that using
both cylindrical and planar configurations, in contrast to spherical measurements,
the scanning surface does not completely encloses the AUT, yielding to trunca-
tion errors. As a consequence, the far-field radiation pattern retrieved from those
measurements is only valid in an angular margin, which depends on the AUT
size, its distance to the scan surface, the size of the scan surface and its shape
(planar or cylindrical) [71, 74]. Wider angular margins can be obtained in pla-
nar ranges by means of the poly-planar approach (perform several planar scans
at different orientations to the AUT) [69]. A detailed description of other error
sources such as probe and AUT misalignments, reflections or positioning errors
can be found in [71, 75]. The accurate alignment and positioning of antennas
becomes more challenging as the frequency increases [76]. In this regard, most
of the state-of-the-art mm-Wave antenna characterization systems resort to one
[77–81] or more [82] robotic arms for antenna positioning, which are sometimes
supported by additional positioning equipment such as laser trackers [77].

In many cases, it is preferable to use amplitude-only data instead of perform-
ing a full-acquisition of the field radiated by the AUT. The main reasons for adopt-
ing such approach are: i) the use of flexible cables to guarantee the same phase
reference is not always possible (e.g, antennas under operational conditions); ii)
amplitude-only acquisitions are significantly less demanding than full acquisi-
tions in terms of hardware and, therefore, the overall cost of the measurement
equipment is reduced; and iii) despite the continuous development of technol-
ogy, the acquisition of phase information at high frequencies (e.g., submm-Wave
band) is challenging as cable bending before frequency multiplication can have
a significant impact in the phase results and, moreover, equipment is not always
commercially available beyond the submm-Wave band [83]. For this purpose,
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different phase retrieval schemes have been proposed. On the one hand, inter-
ferometric techniques are based on mixing the measured signal with a reference
signal, whose radiated fields are well-known [84–86]. On the other hand, phase
information can also be retrieved using different probes [87–89], which encode
the phase information by means of providing the output of several linear combi-
nations of the field at different points, or by using multiple acquisition surfaces
[90–94].

It is also relevant that there are situations in which it is necessary to assess
the correct operational conditions of an antenna. In this regard, antenna diagno-
sis aims to detect malfunctions on radiating systems. Several antenna diagnosis
methods have been proposed with different scopes.

On the one hand, a large family of antenna diagnosis techniques is devoted to
the detection of faulty elements by analyzing the impact of one or more failures in
the FF pattern [95, 96]. Since the number of faulty elements is usually expected to
be low, this kind of problem can be formulated as a compressed sensing problem
taking advantage of the benefits of this technique with respect to sampling [97].
In addition, similar techniques exploiting NF rather than FF observations are also
available [98]. Although the number of techniques in this family is large, the
general advantages are that they can operate with a small number of samples and
that they are computationally efficient. The drawbacks are: i) a limited amount of
information is provided by these techniques as they only give information about
the status of elements, which is usually reduced to a binary observation (i.e.,
healthy or not); and ii) a potential relatively wide angular scan may be required
when operating in the FF, which is not always possible.

On the other hand, another large family of techniques exploits the Huygens’
principle to reconstruct an equivalent currents distribution at a surface enclosing
the AUT. These equivalent currents radiate the same fields as the AUT at any
point outside the surface enclosing it [99–101]. In addition, in some cases (e.g.
planar antennas, aperture antennas) the surface enclosing the AUT can be trun-
cated to a finite size plane, as most of the energy radiated by the AUT is contained
in such plane [102].

In contrast to faulty element detection methods, the equivalent currents-based
techniques provide information about both the amplitude and phase of the fields
around the antenna. Moreover, the FF radiation pattern can be calculated from
the reconstructed equivalent currents by means of a near-field to far-field trans-
formation. Consequently, these techniques are able to detect the amplitude and
phase of each element of the antenna as well as other undesired effects such as
unwanted reflections in the antenna itself or its neighborhood, which can be ef-
ficiently removed [103, 104]. This insightful information comes at the expense
of computationally intensive algorithms to solve the system of equations. How-
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ever, this last point has been alleviated by means of several approaches such as
the Fast Multiple Method (FMM) [105, 106], the Adaptive Cross Approximation
(ACA) [107] or the use of Graphics Processing Units (GPUs) [108].

Although equivalent currents-based techniques can be employed for antenna
diagnosis using arbitrary-geometry measurement and reconstruction domains
[100, 109], most of sources reconstruction methods are intended to work with
data coming from regular grid acquisitions such as planar [110], cylindrical or
spherical [100, 111] acquisitions. However, it is relevant to observe that irregu-
larly sampled data has been recently considered by some diagnosis methods to
take into account possible deviations from a regular grid, i.e., positioner errors
that can be tracked. In particular, quasi-cylindrical, -spherical and -planar data
has been studied for diagnosis and near-field to far-field transformations based
on plane or spherical wave expansions [112–114], which can also be formulated in
terms of a linear system of equations but relating electromagnetic modes rather
than equivalent currents (see [115] for a detailed comparison). In the specific
framework of sources reconstruction, irregular sampling has been considered on
systems based on a large gondola-positioner in which accurate position control is
not possible [34] and on systems based on Unmanned Aerial Vehicles (UAVs) [23].
It should be remarked that the use of amplitude-only data is also of great interest
in the context of antenna diagnosis [83]. In particular, a modified version of the
Sources Reconstruction Method (SRM) [99], the Phaseless Sources Reconstruction
Method (pSRM) [116] has been successfully tested for arbitrary acquisitions ob-
tained with a UAV-mounted probe [23]. In this context, a handheld system which
provides fast diagnosis and characterization of antennas, both in laboratory con-
ditions for quick testing and for in-situ measurements (to assess the performance
of already deployed antennas), was developed within this thesis [V]. In partic-
ular, the proposed system considers both a full-acquisition and amplitude-only
measurements. It should be remarked that this system faces similar challenges in
terms of the irregular distribution of the acquired samples as the aforementioned
freehand imaging system developed within this dissertation.

1.3 Research objectives and contributions

The overall goal of this thesis is to explore the development of advanced po-
sitioning and tracking systems using electromagnetic signals emitted by sensors
or general purpose devices, as well as the design of systems for advanced electro-
magnetic applications built on positioning systems.

In particular, the specific goals defined in this thesis and the relative contribu-
tions are:
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1. Introduction

• Design of a cost-effective system capable of providing attitude information
of tagged items. This is a achieved by using the phase of the signal backscat-
tered by the passive RFID tags of an array attached to the tracked items
[xviii], [xvii], [II]. The use of the proposed system for localization purposes
was evaluated in [xvi] and a technique to retrieve the phase of the signal
backscattered by a RFID tag in a bistatic configuration was developed in [I].

• Development of a simple and easy-to-deploy system to monitor the transit
of tagged goods based on RFID technology. A system based on a reference
array of passive RFID tags deployed at the checkpoint going to be monitored
was proposed and validated under laboratory conditions [xi], [III].

• Implementation of a strategy to ensure a proper sampling when using a
handheld scanner. The proposed technique, presented in [IV] and [V], is
based on defining an acquisition volume resembling a planar acquisition
domain, which is discretized in cells where the number of samples is lim-
ited.

• Development and validation of a real-time handheld imaging system able
to provide high-resolution images. The concept of freehand radar imaging
using a handheld scanner was presented and validated in [v] and [IV]. In
particular, the impact of positioning and calibration errors was evaluated,
considering both a quasi-monostatic scheme and a MIMO configuration.

• Development and validation of a handheld system for antenna diagnosis
and characterization considering both full-acquisitions and amplitude-only
measurements. The concept of freehand antenna diagnosis and characteri-
zation using a handheld probe was introduced and validated in [x], [ix] and
[V] considering full-acquisitions. The use of amplitude-only measurements
was tested in [iv].

1.4 Innovation and applicability

The systems developed in the framework of this dissertation exhibit several
novelties and advances compared to existing state of the art systems.

Regarding the RFID-based systems, on the one hand the retrieval of the atti-
tude of tagged goods can be used to improve the automation of logistic processes
or when handling fragile cargo, complementing already available positioning sys-
tems. On the other hand, the system proposed to monitor the transit of goods at
checkpoints can be employed to enhance the traceability across the supply change
in a cost-effective and simple way.
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Concerning the handheld imaging system, the proposed solution is able to
provide real-time, high-resolution electromagnetic images of the inspected areas.
In particular, the presented system, which stands out for its compactness and
flexibility, can be used for security and NDE applications, among others.

Finally, the proposed handheld system for antenna measurement allows the
fast diagnosis and characterization of antennas. This is of great interest in differ-
ent applications such as the quick performance evaluation of antennas in labora-
tory conditions, or the characterization of already deployed and on-board anten-
nas. In particular, the wide operational frequency range of the proposed system,
validated from X band to sub-mmWave frequencies, is a significant advantage as
there is a growing number of applications (for example for high-capacity commu-
nications) exploiting these bands.

1.5 Outline of the thesis

The following chapters of this dissertation are organized according to the pre-
viously described contributions. Thus, Chapter 2 covers the development of the
RFID-based systems to track the position and attitude of goods. Next, the design
and validation of the freehand imaging system is explained in Chapter 3. Follow-
ing a similar structure to the previous chapter, the freehand systems for antenna
diagnosis and characterization are presented in Chapter 4, including the results
obtained across different frequency bands. Finally, conclusions and future lines
are drawn in Chapter 5.
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2. Radiofrequency Identification technology for localization

This chapter is devoted to summarize the results presented in the publications
composing this dissertation in the field of RFID technology applied to positioning
systems. The development and the increasing use of RFID technology have led
to its adoption in multiple sectors. In particular, it is an essential technology for
supply chain management and logistics applications, where it can be used for
the tracking and localization of goods. In this regard, a system which provides
attitude information of tagged goods, complementary to position estimations,
based on the use of an array of passive tags is presented in Section 2.1. In addition,
a system to monitor the transit of goods at checkpoints and docking gates is
introduced in Section 2.2.

2.1 Attitude estimation using arrays of passive RFID tags

This section is devoted to summarize the system developed within this thesis
to estimate the attitude of an object using arrays of passive RFID tags. The pro-
posed system is based on acquiring phase measurements from the passive RFID
tags that form the array attached to the object that is being tracked using a single
antenna connected to an RFID reader. After a set of phase samples from each
tag of the array is acquired, a direction finding algorithm is used to estimate the
attitude of the object.

In particular, two different array topologies, Uniform Linear Arrays (ULAs)
and Uniform Circular Arrays (UCAs), were studied. The basic scheme of a ULA,
in which there is a constant inter-element spacing, formed by N = 3 tags is de-
picted in Figure 2.1a. Using a ULA and the proposed method, discussed in Sec-
tion 2.1.1, unambiguous azimuth estimations in the range α ∈ [−90◦, 90◦] can be
obtained. The basic scheme of a UCA, in which all the elements are uniformly
spaced over a circumference of radius R, formed by N = 8 tags is shown in Fig-
ure 2.1b. In this case, both azimuth estimations in the range α ∈ [−90◦, 90◦] and
elevation estimations in the range β ∈ [−90◦, 90◦] can be retrieved.

2.1.1 Attitude estimation method

As previously stated, the proposed system employs a direction finding algo-
rithm to retrieve the attitude of an array of passive RFID tags based on the phase
measurements acquired from a single antenna connected to an RFID reader. In
particular, the Multiple Signal Classification (MUSIC) algorithm [117], which is a
high-resolution algorithm based on the eigendecomposition of the covariance ma-
trix of the input data, has been selected. This algorithm requires the knowledge of
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2.1 Attitude estimation using arrays of passive RFID tags

(a) (b)

Figure 2.1: Scheme of the proposed setup to retrieve the attitude of an object using
a ULA (a) and and a UCA (b).

the array geometry (theoretically or by calibration) to compute the array steering
vectors, which are the phase shifts between each of the elements of the array and a
reference when an incident plane wave impings the array from a given direction.
At this point it should be noted that, if two different incident angles result in the
same phase distribution along the elements of the array, i.e. the RFID tags, then
an ambiguity in the azimuth and elevation will occur. Therefore, it is necessary
to select an appropriate array geometry and to impose constraints if needed to
avoid unambiguities.

In this regard, in [118] it was demonstrated that only 3D arrays can have
linearly independent steering vectors for every possible incident direction. A
sufficient condition for that linear independence is that the array must have at
least 4 non-coplanar elements such that if the first element is placed at the origin
of coordinates and each of the rest elements are located in a different reference
axis, the distance between the first element and the remaining ones is less than
λ/2. However, as previously introduced, we will focus on planar arrays, which
are simpler to manufacture than 3D arrays and can be easily used in a practical
application, and roll estimations will not be considered.

In [118], it was demonstrated that in planar arrays, such as a UCA, which have
at least three non-colinear elements such that if one element is at the origin of co-
ordinates and each of the two remaining ones is in a different axis of the array
plane and the distance between them and the first one is less than λ/2, only pairs
of directions have the same steering vectors. Hence, if the previous condition is
satisfied, the steering vectors are unique within each of the two subspaces sepa-
rated by the array plane, making possible to obtain unambiguously the Direction
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2. Radiofrequency Identification technology for localization

of Arrival (DoA) of the signals impinging the planar array restraining the search
space to one of those two subspaces. In addition, an equivalent condition is given
for One-Dimensional (1D) DoA estimations using ULAs: the inter-element spac-
ing should be less than λ/2. However, in the context of RFID, as it is necessary
to account for the round-trip of the signals, the distance requirement has to be
reduced to λ/4.

Once the DoA of the impinging signals has been estimated, it is only necessary
to find its relationship with the azimuth and elevation angles of the array, α and
β, respectively. In order to derive the expressions that relate the DoA of the
impinging signals with the azimuth and elevation angles of the array, a Global
Coordinate System (GCS), with coordinates x, y and z, denoted in black in Figure
2.1a and Figure 2.1b, is defined. Without loss of generality, the center of the
array will be considered the origin of the GCS and the transmitter antenna will
be placed at the x-axis, i.e., rant = (xant, 0, 0), and pointing towards the origin of
the GCS.

In addition, an Array Coordinate System (ACS), denoted by the primed coor-
dinates x′, y′, z′ and depicted in red in Figure 2.1a and Figure 2.1b, is also defined.
The array plane, i.e., where the RFID tags are placed, lies on the x’-y’ plane and
the z’-axis points outwards. Hence, when both the azimuth and the elevation are
zero (α = 0◦ and β = 0◦) the axes of the ACS can be identified with those of the
GCS as follows: x′ = −y, y′ = −z and z′ = x. The relationship between the GCS
and the ACS as a function of the azimuth and the elevation angles is given by

x′ = −R(α, β) · y

y′ = −R(α, β) · z

z′ = R(α, β) · x











(2.1)

where

R(α, β)=Ra(α)Re(β)=





cos(α) − sin(α) 0
sin(α) cos(α) 0

0 0 1









cos(β) 0 sin(β)
0 1 0

− sin(β) 0 cos(β)



 , (2.2)

is the rotation matrix to perform two sequential rotations: first in azimuth, Ra(α),
and then in elevation, Re(β).

On the other hand, the direction of arrival of the RFID signals impinging the
array is given by the angles φ, measured counterclockwise from the x’-axis in the
x’-y’ plane, and θ, which is the polar angle measured from the z’-axis. Therefore,
taking into account that the direction of arrival of the signals is always the x-axis,
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2.1 Attitude estimation using arrays of passive RFID tags

in order to compute the azimuth and elevation from the direction of arrival it
is only necessary to express the x-axis in terms of the axes of the ACS and to
identify its coordinates with the direction of arrival in terms of φ and θ, yielding
the following equations:

sin(α) = cos(φ) sin(θ)

cos(α) sin(β) = sin(φ) sin(θ)

cos(α) cos(β) = cos(θ)











(2.3)

Finally, the azimuth and elevation angles can be computed with the following
equations:

α = arcsin(sin(θ) cos(φ))

β = arctan(tan(θ) sin(φ))

}

(2.4)

The DoA estimation considering a ULA and a UCA is discussed in Section
2.1.1.1 and in Section 2.1.1.2, respectively.

2.1.1.1 Uniform Linear Array

In MUSIC algorithm [117], the general model of the input data, y = [y1 . . . yN ],
for an array of N elements and a single impinging signal is







y1
...

yN






= a(θ, φ)s + n , (2.5)

where s is the incident signal to the array transmitted by the reader, n is a vector
modeling the noise at each tag and a(θ, φ) is the array steering vector of the
incident signal, which has direction of arrival (θ, φ). In the case of a ULA, it is
assumed that the array can only rotate about the z-axis and, thus, β = 0◦, φ = 0◦

and α = θ. This is a common situation as when a box or a pallet are stored, they
are usually placed upwards but they may be rotated about the axis orthogonal
to the plane where they were laid down. Therefore, the array steering vectors,
considering the first element of the array as reference, far-field conditions and
taking into account the round-trip of the signals, are given by

a(α) =
[

1 . . . e−j 4π
λ d sin(α)(N−1)

]

, (2.6)

where λ is the wavelength of the signal and d is the inter-element spacing (see
Figure 2.1a). Taking this into account, the direction of arrival of the impinging
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signals can be obtained from the peak of the MUSIC pseudospectrum, whose
expression is

PMUSIC(θ, φ) =
1

a(θ, φ)HVNV H
N a(θ, φ)

, (2.7)

where VN is the matrix which contains the eigenvectors of the noise subspace.

2.1.1.2 Uniform Circular Array

In the case of an UCA, the array steering vectors of the incident signal, which
has direction of arrival (θ, φ) can be particularized to

a(θ, φ) =







e−2jkR cos(φ−γ1) sin(θ)

...
e−2jkR cos(φ−γN) sin(θ)






, (2.8)

where k is the wavenumber, γn is the angle of the n-th element of the array mea-
sured counterclockwise from the x’-axis, and R is the radius of the array (see
Figure 2.1b). This expression of the steering vectors corresponds to the traditional
equation for a standard angle of arrival problem [119], but a factor of 2 has been
introduced in the exponent due to the round-trip of the backscattered signal. It
is relevant to remark that, as the positions of the elements of the array have ori-
gin symmetry, if the number of elements is even, the array steering vector of the
n + N/2-th element is the conjugate of the steering vector of the n-th element.
Therefore, as shown in [II], if a RFID tag of the array is not read but the opposite
tag is, it would be possible to estimate the phase of the missing backscattered
signal, increasing the robustness of the system.

2.1.2 Impact of positioning errors

The impact of positioning errors in the attitude estimations retrieved with the
proposed system was studied through several simulations. In particular, the effect
of discrepancies between the expected and the actual inter-element spacing of a
ULA and between the expected and the actual radius of a UCA is analyzed. The
impact of slightly misplaced RFID tags due to the array manufacturing process,
both for the ULA and the UCA case, was assessed in [II], where it was concluded
that for positioning errors below 5 cm, the errors of the estimated attitude an-
gles were below 5◦. All these simulations were performed using MatLab® and
considering a frequency in the European RFID band: f = 866.3 MHz. In these
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2.1 Attitude estimation using arrays of passive RFID tags

simulations, the phase of the received field, which was used to compute the atti-
tude of the simulated array, was set to be proportional to the round-trip distance
from the reader to each tag.

2.1.2.1 Uniform Linear Array

The impact of discrepancies between the expected and the actual inter-element
spacing, d, of a ULA was evaluated simulating an array of N = 5 tags with an
expected inter-element spacing of d = λ/8. The proposed system was tested for
azimuth values of the simulated array within the interval [−90◦, 90◦] and for a
true inter-element spacing of d = λ/7, d = λ/8 and d = λ/9.

Figure 2.2: Estimated azimuth using a ULA of N = 5 tags with a expected inter-
element spacing of d = λ/8 and a true value of d = λ/7 (black “x”), d = λ/8
(blue asterisks) and d = λ/9 (red circumferences).

The obtained results are depicted in Figure 2.2. As it can be seen, there is a
good agreement between the estimated and the true azimuth when the expected
and the true inter-element spacing are the same (blue asterisks), except for az-
imuth angles close to ±90◦, for which the incident signals are almost parallel to
the array of tags. In contrast, when the inter-element spacing is greater than ex-
pected, in this case d = λ/7, i.e., an error of 6.1 mm, the estimated azimuth is
greater (in absolute terms) than its real value (black “x”). It should be pointed
out that, in this case, for approximately |α| < 60◦ the estimated azimuth is ±90◦.
This is due to the fact that the maximum of the pseudospectrum is out of the vis-
ible region. Analogously, when the inter-element spacing is less than expected,
in this case d = λ/9, i.e., an error of 4.8 mm, the estimated azimuth is smaller (in
absolute terms) than its real value (red “circumferences”).
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2.1.2.2 Uniform Circular Array

In a similar fashion to the tests performed in Section 2.1.2.1, several simula-
tions were carried out in order to study the impact of errors in the radius of a
UCA in the the performance of the proposed system. For this purpose, an array
of N = 8 tags with a expected radius of R = 12 cm was considered. The pro-
posed system was tested for azimuth and elevation values of the simulated array
within the interval [−90◦, 90◦], and for a true radius of R = 10 cm, R = 12 cm and
R = 14 cm.

(a) (b)

Figure 2.3: Retrieved azimuth, (a), and elevation, (b), for β = 20◦ and α ∈
[−90◦, 90◦] when the expected radius of the UCA was equal to its true value (blue
asterisks), smaller than expected (red circumferences) or greater (black “x”).

The retrieved azimuth and elevation for β = 20◦ and α ∈ [−90◦, 90◦] are
shown in Figure 2.3a and in Figure 2.3b, respectively. As it can be observed, there
is a good agreement between the estimated azimuth and elevation and their true
values when the expected radius was equal to its true value (blue asterisks). In
contrast, when the expected radius is smaller than its real value, the absolute
value of the estimated azimuth is larger than the true azimuth value (red cir-
cumferences), and the same happens to the estimated elevation values. It should
be remarked that the difference between estimated and true attitude values is
greater as the azimuth of the UCA increases. Also, the discrepancies between
the retrieved elevation values and the real ones increase as the true elevation an-
gle is larger. When the expected radius is greater than the real one, as opposed
to the previous case, the absolute estimated attitude values are smaller than the
true ones (black “x”). It should be noted that this behavior is analogous to the
one studied in Section 2.1.2.1 for errors in the expected inter-element spacing in
ULAs.
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2.1 Attitude estimation using arrays of passive RFID tags

2.1.3 Impact of couplings and the electromagnetic properties of the
material under the array

In order to study the effect of couplings between RFID tags, a ULA of N = 5
tags, shown in Figure 2.4, was simulated in Feko® for several values of inter-
element spacing d. The simulated tag model was based on the one proposed in
[120], the simulated azimuth ranged from −70◦ to 70◦ and the frequency was
set to f = 866.3 MHz. To compute the phase of the signals backscattered by a
given tag, the activated tag was loaded to the complex conjugate impedance of
the antenna and the rest of the tags of the array were short-circuited [121].

Figure 2.4: Model of the simulated array of tags.

The obtained results are summarized in Table 2.1, where ǫrms is the Root Mean
Square (RMS) error of the estimated azimuth and σ is its standard deviation. As
can be seen, as the distance between elements decreases, i.e, there are more cou-
plings between elements, the RMS error increases. It should be remarked that the
retrieved azimuth for the different orientation angles of the simulated array had
the same trend as the one observed in Section 2.1.2.1 when the true inter-element
spacing was greater than the expected one. Therefore, it was decided to compute
the azimuth of the simulated ULA considering an expected inter-element spacing
greater than its true value. In particular, the expected inter-element spacing was
increased by the correction term ∆, which is also included in Table 2.1. The RMS
error and the standard deviation of the estimated azimuth obtained considering
the correction term, ǫrms,∆ and σ∆, respectively, are summarized in Table 2.1. As it
can be seen, when the correction term is included, the effect of couplings between
elements is compensated. In addition, it must be noted that the simulated tag
model is very simple and it was not optimized and, thus, the effect of couplings
is expected to be lower in the well-designed commercially available RFID tags.
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ǫrms (◦) σ (◦) ∆ (mm) ǫrms,∆ (◦) σ∆ (◦)

No coupling 1.3 0.6 — — —
d = λ/4 3.9 1.9 3 2.0 1.5
d = 3λ/16 7.5 4.4 4 3.5 2.2
d = 5 cm 11.0 6.0 6 5.1 3.5
d = λ/8 15.1 8.9 7 6.8 4.5

Table 2.1: RMS error and standard deviation with and without correction of the
estimated azimuth retrieved with the simulated ULA of N = 5 tags for different
values of inter-element spacing.

The effect of the electromagnetic properties of the material below the array
of RFID tags was also evaluated by adding a substrate of dielectric material un-
derneath the simulated array. The simulated relative permittivities were not very
high as the array of tags would be usually placed above cardboard or plastics
with low infill percentage. The results are shown in Table 2.2. As it can be seen,
the higher the permittivity is, the higher the effect of couplings is, which, again,
can be compensated after a calibration process as previously discussed.

ǫrms (◦) σ (◦) ∆ (mm) ǫrms,∆ (◦) σ∆ (◦)

ǫr = 1 7.5 4.4 4 3.5 2.2
ǫr = 1.1 8.2 4.5 4.5 4.2 2.9
ǫr = 1.2 9.1 4.8 5 5.1 4.0
ǫr = 1.4 11.6 6.1 6 6.6 5.5

Table 2.2: RMS error and standard deviation with and without correction of the
estimated azimuth retrieved with the simulated ULA of N = 5 tags for different
values of permittivity of the material below the array.

2.1.4 Measurement results

The performance of the system was experimentally evaluated through mea-
surements in the facilities of the University of Oviedo in a controlled environment
and in an indoor scenario. All measurements were performed with the commer-
cial reader Speedway Revolution Reader of Impinj®. It must be pointed out that
this reader randomly introduces an ambiguity of 180◦ on its phase measurements,
i.e, it is not possible to know if the phase value provided by the reader is the true
value or that value plus 180◦. The phase jumps were corrected with two different
approaches (one for the ULA and one for the UCA) as detailed in the following
sections. It should be noted that, although not all of the commercially available
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2.1 Attitude estimation using arrays of passive RFID tags

RFID readers provide the phase of the signals backscattered by RFID tags, a me-
thod to compute its value, considering a multistatic configuration, was proposed
in [I].

2.1.4.1 Measurements with a ULA

In order to assess the performance of the proposed system employing a ULA,
an array of N = 5 tags was considered. The selected tag model was the Smar-

trac ShortDipole RFID Paper Tag with the Monza 5 chip [122] and the antenna
connected to the RFID reader was the WIRA 30 model of KATHREIN [123]. In
addition, the measured azimuth of the array ranged from −90◦ to 90◦. Initially,
the inter-element spacing was set to λ/8 in order to overcome the phase ambi-
guity introduced by the RFID reader at the expense of higher couplings between
tags (if d = λ/8, the maximum phase difference between consecutive tags is 90◦

and, thus, the phase ambiguity can be solved). However, after a calibration stage
[II], in which the phase offset of each tag was measured, it was concluded that
the effective separation separation between the tags of the array was greater than its
physical separation, i.e., λ/8, due to the electromagnetic properties of the surface
below the array [122, 124]. As a consequence, in order to compensate this effect,
the inter-element spacing was reduced to 3.4 cm (λ/10).

The results of the first measurements, performed inside the anechoic chamber
of the University of Oviedo with the setup shown in Figure 2.5a, after the cali-
bration, are depicted in Figure 2.5b. As it can be seen, the retrieved azimuth (red
circumferences) is in good agreement with the true azimuth of the array, shown
with blue asterisks. In particular, the accuracy of the system is high among a wide
angular range, approximately for |α| ≤ 75◦, with errors below 5◦ (the dashed blue
lines enclose a ±5◦ tolerance region with respect to the true azimuth values).

After the tests performed in a controlled environment, the proposed system
was evaluated in an indoor scenario with the setup shown in Figure 2.6a and the
same ULA. In this case, the azimuth of the array was modified using a manual
positioner. The estimated azimuth values are shown in Figure 2.6b. Analogously
to the results obtained inside the anechoic chamber, after the calibration the pro-
posed system shows a good performance within a wide angular range (|α| ≤ 75◦),
with a maximum error of ǫα,max = 10.6◦ and a RMS error of ǫα,rms = 4.7◦.

2.1.4.2 Measurements with a UCA

The second set of tests was devoted to assess the performance of the proposed
system employing a UCA of N = 8 tags and R = 12 cm, and considering both
azimuth and elevation estimations. In particular, the selected RFID tag model
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(a) (b)

Figure 2.5: Measurement setup in the anechoic chamber of the University of
Oviedo (a) and retrieved azimuth for α ∈ [−90◦, 90◦] considering a ULA of
N = 5 tags (b).

(a) (b)

Figure 2.6: Measurement setup in an indoor scenario (a) and retrieved azimuth
for α ∈ [−90◦, 90◦] considering a ULA of N = 5 tags (b).

for this measurements was the Smartrac Dogbone [125] with the Monza R6 chip
[126] and the antenna connected to the reader was the WANTENNAX019 model
of CAEN RFID [127]. In this case, the phase ambiguity introduced by the reader
is solved making a reference measurement at the initial position and attitude
and, then, tracking the phase values to correct the 180◦ increments. As in the
measurements presented in Section 2.1.4.1, the UCA was calibrated following the
procedure described in [II].
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(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k)

Figure 2.7: Retrieved azimuth and elevation for α ∈ [−90, 90] with 10◦ steps and
β = 20◦ (a) and (b), respectively; for β = 10◦ (c) and (d), respectively; for β = 0◦

(e) and (f), respectively; for β = −10◦ (g) and (h), respectively; and for β = −20◦

(i) and (j), respectively. The measurement setup is depicted in (k).

The first set of measurements was also performed in the anechoic chamber of
the University of Oviedo with the setup depicted in Figure 2.7k. In this case, the
RFID tags of the UCA were placed on a piece of cardboard which was attached to
a 3D printed plastic support structure. This structure was mounted on a metric
goniometer on top of a rotary stage diameter to allow for precise angular adjust-
ment in both azimuth and elevation. The measured attitude ranged from −90◦ to
90◦ in azimuth and from −20◦ to 20◦ in elevation (the maximum travel range of
the goniometer).

The obtained results after the calibration are depicted from Figure 2.7a to
Figure 2.7j. As it can be seen, the estimated azimuth values are very accurate
even for grazing angles. The error of the retrieved elevation is also low, but in this
case the accuracy is degraded for grazing angles, |α| > 60◦. In particular, the RMS
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error for the azimuth and elevation estimations for |α| < 70◦ was ǫα,rms = 3.9◦

and ǫβ,rms = 3.1◦, respectively.

(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k)

Figure 2.8: Retrieved azimuth and elevation for α ∈ [−90, 90] with 10◦ steps and
β = 20◦ (a) and (b), respectively; for β = 10◦ (c) and (d), respectively; for β = 0◦

(e) and (f), respectively; for β = −10◦ (g) and (h), respectively; and for β = −20◦

(i) and (j), respectively. The measurement setup is depicted in (k).

After the proposed system was validated employing a UCA in a controlled
environment, its performance was tested in an indoor scenario. The measurement
setup is displayed in Figure 2.8k. In this case the RFID tags of the UCA were
placed on a 3D printed plastic plate instead of on a piece of cardboard. The rest
of the structure used to modify the attitude of the UCA remained the same. In
addition, for these tests a reference RFID tag placed at the center of the UCA
was included to obtain more information without increasing the size of the array,
which was recalibrated [II].

The obtained results, considering the phase measurements of the eight tags of
the original UCA (N = 8) and using all the available data (N = 9), are shown from
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Figure 2.8a to Figure 2.8j. As it can be observed, although the performance using
N = 8 tags is good or acceptable for a wide attitude range, there are some values
(for example in the β = −20◦ cut) for which the results are very poor. In contrast,
the accuracy of the proposed system using a central RFID tag is significantly
improved. In particular, the RMS error for the azimuth and elevation estimations
for |α| < 70◦ was ǫα,rms = 5.1◦ and ǫβ,rms = 4.6◦, respectively.

2.2 Goods transit control at checkpoints using RFID tags

This section is devoted to summarize the system developed within this thesis
to estimate if there are goods in transit at a checkpoint and, if so, to estimate
their movement direction. This is common problem in warehouses, where the
correct discrimination of goods or pallets transiting through a gate or between
two warehouse areas is key.

2.2.1 System description

The proposed system relies on the use of a single RFID reader antenna and
several passive RFID reference tags. The latter are deployed below the antenna,
i.e., in the floor of the checkpoint which is going to be monitored, and arranged
in a regular grid as depicted in Figure 2.9. The working principle of the system
is based on the fact that when a transpallet, a metallic cart or a forklift moves
through the checkpoint being monitored, the tags of the grid below it are shad-
owed, i.e., they are not read, producing a specific signature for each movement
direction, which can be identified. The shadowing of the RFID tags is due to
the block of the line-of-sight between them and the antenna of the reader by the
metallic parts of the transpallet carrying the goods.

During the operation of the system, the RFID reader performs continuous in-
ventories of the deployed RFID tags. In addition, in order to monitor the complete
grid of reference tags over time to extract movement patterns, it is necessary to
define time slots in which the reader must be able to read all the tags of the grid.
As a consequence, it is possible to build a series of snapshots with information of
the whole reference grid which can be used to estimate the movement direction
of a transpallet carrying goods. Two important design considerations are the size
of the reference grid and the duration of the time slots, twin.

The size of the grid should be comparable to the size of the checkpoint being
monitored. For the sake of clarity, the setup depicted in Figure 2.9 will be consid-
ered to explain the factors that must be taken into account during the design of
the grid of tags. In Figure 2.9, the proposed system is used to monitor a docking
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Figure 2.9: Basic scheme of the proposed system. Incoming, outgoing and passing
movements are displayed in red, blue and green arrows, respectively.

gate of a warehouse. Therefore, the width of the grid, in this case the number
of columns, should be similar to that of the docking gate (six in the example of
Figure 2.9). The other dimension, the length of the grid, in this case the number of
rows, should contain at least three or four lines of tags, so that when a transpallet
moves over the grid it causes a consecutive shadowing of tags in different rows,
which can be used to estimate its movement direction. Regarding the distance
between the reference tags that form the grid, it should be large enough to re-
duce the couplings between them, while ensuring the tag shadowing during the
transpallet motion. However, it should be remarked that the number of the RFID
tags of the grid should not grow indefinitely as the reader must be able to read
all of them within the duration of the time slots. In this regard, it should also be
considered that other tags will be in the gate surroundings identifying different
goods stored in the warehouse.

On the other hand, the duration of the time slots, twin, should be adjusted so
that the transpallet or forklift movements can be captured. This means that, if the
time slot duration is too long with respect to the transpallet moving speed, some
movements could be filtered out. In contrast, if the duration of the time slots is
too short, the reader will not be able to read all the tags of the grid in the same
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time slot, which would be misinterpreted as a shadowing effect caused by the
movement of a transpallet or a forklift.

The shadowing of the tags of the reference grid caused by the movement
of a transpallet or a forklift can be monitored through several parameters. In
particular, the movement over the grid of tags can manifest in terms of an RSSI
reduction, a decrease in the number of readings of each tag within each time slot
or, analogously, the appearance of missed tags within a time slot, i.e., tags that
were not read at all during a time slot. In this case, the use of RSSI was discarded
as this parameter is more dependent from the specific scenario where the system
is deployed than the other two (for example it can be influenced by the distance
from the reader antenna to the grid, the material of the floor under the tags or the
multipath effect typical of indoor scenarios).

During the development of this system, both the evolution of the number of
readings of each tag within each time slot, and the binary information of whether
a tag was read or missed during a time slot, were used as the input features of two
types of neural networks used to estimate the movement direction of a transpallet.
In particular, in [III], for each tag of the reference grid, the binary attribute read-
/missed was used to build sequences that were used to feed a Long Short-Term
Memory (LSTM) network [128], which is a particular kind of Recurrent Neural
Network (RNN). On the other hand, in [xi], the number of times each tag of the
reference grid was read during different time slots was used to create images that
were classified using a Convolutional Neural Network (CNN) [129].

2.2.2 Experimental analysis

In order to validate the proposed system, laboratory tests were conducted
at the research facilities of the Department of Information Engineering of the
University of Pisa.

The measurement setup, depicted in Figure 2.10, comprised a reference grid of
24 tags arranged in a 4 × 6 matrix form with a spacing between tags of 30 cm. The
size of the grid was selected so that it could be used to monitor the transpallet mo-
tion throughout a gate of width less than 2 m, a typical size for many warehouse
and docking area doors. The reader antenna was fixed at the ceiling above the
grid at a height of 2.6 m, and a 38 cm wide metallic cart, which was also tagged,
was employed to emulate a transpallet. It should be noted that, in a warehouse
scenario, usually the width of the transpallet or forklift carrying goods would
be larger than 38 cm, yielding a more visible signature as more tags would be
shadowed during its movement. In addition, it should be remarked that the ar-
chitecture of the proposed system exploits the shadowing effect of the transpallet
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Figure 2.10: Measurement setup at the facilities of the University of Pisa. The
numbering of the reference tags is shown to ease the interpretation of the results.

on the reference tags close to it, which is predominant with respect to the multi-
path phenomena, increasing the robustness of the proposed system with respect
to other alternatives.

During the measurements, a total of 159 trajectories were performed while
recording data from the tags of the reference grid. Among those trajectories, 50
had an incoming direction, 49 had an outgoing direction, and the last 60 were
passing trajectories, i.e., in those trajectories the metallic cart did not cross the
reference grid and, instead, it was moved in the orthogonal direction (see Fig-
ure 2.10). During each trajectory, the reference tags were queried continuously
(before, during and after the metallic cart was moved over the grid), resembling
the practical operation of the proposed system. The obtained data was divided
in two groups: the first one with 60% of the data to train the neural networks,
and the second one with the other 40% to test them. It should be noted that the
different measurements were randomly assigned to one of the two groups. The
same procedure was followed to train and test both the LSTM network and CNN.

As previously stated, it was decided to use the binary attribute read/missed in
a time slot for each tag of the reference grid to feed the LSTM network. Therefore,
the data input for the LSTM network are a set of Ntags sequences of length M
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(a) (b) (c) (d)

(f) (g) (h) (i)

Figure 2.11: Number of readings of each tag of the reference grid during a time
slot at four different snapshots of an incoming movement of the metallic cart from
its beginning (a) to its end (d). Missed tags are depicted in red. A schematic
representation of the metallic cart position within the setup corresponding to the
snapshots presented from (a) to (d) is shown from (e) to (h), respectively.

containing read/missed information, where Ntags is the number of tags of the
reference grid and M = ⌊T/twin⌋ is the number of complete time slots within the
acquisition time of the trajectory, T. In this regard, it should be remarked that the
system can be activated when a tagged transpallet is detected in the surroundings
of the gate being monitored. The evolution of the number of readings of each tag
of the grid within a time slot at four different snapshots of an incoming trajectory
is illustrated from Figure 2.11a to Figure 2.11d. As it can be seen, as the metallic
cart crosses the grid of reference tags the number of missed tags grows until the
cart starts moving out of the grid. As a consequence, from the pattern extracted
from consecutive snapshots of the trajectory of the metallic cart it is possible to
infer its movement direction. In particular, as detailed in [III], the network was
trained for different LSTM parameters and several values of the time slot duration,
reaching a 100% accuracy for twin = 400 ms. These results are encouraging and
pave the way for the deployment of the proposed system in a warehouse to carry
out a more extensive validation campaign.

The proposed system was also tested using a CNN. In this case, as previously
explained, the number of readings of tag of the reference grid during each time
slot was used to build images that were used as the input of the CNN. An ex-
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ample of these images for an incoming movement, an outgoing trajectory and a
passing one are depicted in Figure 2.12a, Figure 2.12b and Figure 2.12c, respec-
tively. Analogously to the previous example, there is a significant reduction in the
number of readings of the reference tags when the metallic cart moves over them
(dark-blue pixels of the images), which is followed by an increase of the readings
as the metallic cart continues its movement outside the checkpoint defined by the
reference grid of RFID tags. It should be remarked that, as it can be observed,
each movement direction produces a different pattern. In a similar fashion to the
LSTM case, as explained in [xi], the CNN was trained for different parameters
and several values of the time slot duration, reaching also a 100% accuracy for
twin = 400 ms, showing a promising performance.

(a) (b) (c)

Figure 2.12: Number of readings of each tag of the reference grid within each
time slots of an incoming trajectory (a), an outgoing trajectory (b) and a passing
trajectory (c) of the metallic cart considering twin = 400 ms.

Finally, once the movement direction of the transpallet is classified, it is nec-
essary to determine which goods were being transported. In order to do so, it is
possible to track the phase history of tagged goods and compare it with the one
of the tag of the transpallet. With the purpose of validating this approach, during
the measurements a set of static tags was deployed to resemble static goods in
the surroundings of the checkpoint. In addition, as depicted in Figure 2.10, two
tags were attached to the metallic cart to simulate a tagged transpallet and the
transported goods.

The phase history of the tags deployed in the metallic cart and of the static
tags during an outgoing trajectory is shown in Figure 2.13. As it can be observed,
the phase history of the static tags is approximately flat whilst the phase history
of the tags attached to the cart shows two clear stages. First, the phase grows as
the cart moves towards the RFID antenna over the reference grid of tags. Second,
it decreases as the cart leaves the antenna behind. Therefore, static goods can
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Figure 2.13: Phase history of the three static RFID tags deployed in the surround-
ings of the reference grid of tags and of the two tags attached to the moving
metallic cart during an outgoing trajectory.

be distinguished from the goods on a tagged transpallet crossing a checkpoint
comparing the phase history of their tags.

2.3 Concluding remarks

In this chapter two different RFID-based systems, designed for localization
and tracking purposes, have been presented.

The first system was designed for the estimation of the attitude of tagged
goods using an array of RFID tags [xviii], [xvii], [II]. The system employs the
phase of the signals backscattered by the RFID tags of the array [I]. In particular,
the use of a ULA and of a UCA was considered to retrieve azimuth, and both az-
imuth and elevation estimations, respectively. The impact of array imperfections
on the performance of the system was evaluated by means of simulations. In
order to assess the accuracy of the system, both approaches have been validated
in a controlled environment and in an indoor scenario, showing a good accuracy
in a wide angular range. Finally, the use of the proposed system to also obtain
position estimations was studied in [xvi].

The second system relies on the use of a reference grid of passive RFID tags
and a single antenna connected to a reader to monitor the transit of goods at
checkpoints [xi], [III]. In order to estimate the movement direction of goods, the
system leverages the shadowing effect produced when the RFID tags are blocked
by the transpallet or forklift which carries the goods. In particular, the shadow-
ing effect is measured both in terms of missed tags (i.e., tags that were not read
in a time slot) and in terms of a reduction in the number of readings of tags.
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This information is then used as the input features of a neural network, which
determines the movement direction of the tagged goods. The system was evalu-
ated processing the data acquired during a measurement campaign performed at
the facilities of the University of Pisa, yielding promising results. In contrast to
other alternatives, the required hardware infrastructure of the proposed system is
cost-effective and easy-to-deploy.
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This chapter is devoted to summarize the results presented in the publications
composing this dissertation in the field of freehand radar imaging. The concept
of freehand radar imaging is illustrated in Figure 3.1, which shows a potential
application of the developed system. As it can be seen, the operator of the system
is holding with their hand a compact device, which is moved in front of the per-
son under screening describing a freehand trajectory while radar acquisitions are
performed. The position of the handheld device is tracked during its movement
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so that the acquired radar measurements can be combined in real-time to retrieve
high-resolution electromagnetic images of the inspected areas. Among other ap-
plications, the proposed system, which increases the flexibility with respect to
other existing solutions (costly and bulky), can also be used in the field of NDE.

The rest of the chapter is organized as follows. First, the general architecture
of the system is presented in Section 3.1. Second, the processing technique to
retrieve high-resolution images is summarized in Section 3.2. Next, the impact
of a non-uniform sampling distribution in the image quality is studied in Section
3.3 and the proposed calibration method to enhance the quality of the obtained
images is explained in Section 3.4. Finally, some of the results obtained for a
quasi-monostatic and a MIMO configuration are presented in Sections 3.5 and
3.6, respectively.

Figure 3.1: Scheme of the proposed freehand radar imaging system.

3.1 System architecture

The original idea behind the system was to develop a handheld scanner able
to retrieve high-resolution electromagnetic images in real-time. These features
impose several challenges that were necessary to address before building a pro-
totype. First, the reduced size of the system makes necessary to resort to high-
frequency devices. In this regard, mm-Wave technology offers a good trade-off
between compactness and penetration capabilities. Second, in order to obtain
high-resolution images with a compact device (i.e., a small aperture), the acquired
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measurements should be coherently combined, resulting in very demanding po-
sitioning accuracy requirements. Third, as the scanner will be moved by hand,
the acquisitions are not expected to be uniformly spaced, limiting the processing
techniques that can be applied to compute the images. Finally, the measurements
must be processed on-the-fly to update the image as more measurements are ac-
quired, giving the operator the ability to dynamically choose the areas where to
spend more time scanning to refine the image. In order to provide the previ-
ous functionalities, the scanning system was structured in three subsystems (See
Figure 3.2) which are described in the following subsections.

Figure 3.2: Flowchart of the proposed freehand imaging system.

3.1.1 Control and processing subsystem

The control and processing subsystem is the core of the system. Their main
functions are summarized over the green background in the general flowchart of
the scanning system depicted in Figure 3.2. First, this subsystem sets up the scan-
ning system establishing the communication with the two other subsystems and
defining the investigation domain, which will be denoted as volume under test.
The volume under test is discretized in a grid where the reflectivity will be com-
puted during the scan to form the electromagnetic images. During the operation
of the scanning system the control subsystem is responsible for triggering both
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the radar and position acquisitions and for gathering the obtained data. Finally,
the newly obtained information is processed so that the reflectivity of the vol-
ume under test is updated, generating a set of electromagnetic images at different
depths. The retrieved results are displayed in real-time so that the operator can
dynamically choose the areas where to spend more time scanning to refine the
image, or decide if enough information has been acquired. The operator can also
interactively change the plane whose reflectivity is being depicted so as to focus
the electromagnetic image on the desired target.

The acquired information is processed in two steps. First, a strategy to en-
sure a proper sampling to cope with the freehand operation of the scanner is
implemented. Second, the resulting data is used to compute the reflectivity of the
volume under test according to the method described in Section 3.2.

This subsystem was formed by a conventional laptop for both controlling the
scanner and processing the acquired data. This laptop was equipped with an
Intel® i7-7700HQ (2.8 GHz), 16 GB of RAM and a NVIDIA® GeForce GTX 1050
graphic card.

As previously explained, since the scanner is moved by hand while continu-
ously new data is acquired, the measurements are not expected to be uniformly
spaced. Moreover, the non regular hand movements will result in an uneven
sampling distribution. For example, if the operator stops (or moves slowly) at a
certain area, the system would keep sampling, yielding a high number of samples
for a small region. This kind of locally oversampled areas could result in parts
of the image with reflectivity levels higher than other areas just because of this
imbalance in the sample density. On the other hand, it is necessary to ensure a
proper sampling of the volume under test. Therefore a strategy to avoid electri-
cally large gaps between adjacent samples must be implemented. The impact of
a non-uniform sampling distribution is studied in Section 3.3.

The proposed solution to overcome these two challenges consists of defining
an observation volume from a canonical surface (i.e. a plane) over the volume un-
der test to mimic a traditional imaging system and filtering acquisitions within it
(see Figure 3.3). During the measurements with the proposed imaging system the
observation volume was defined from a plane and discretized in cubic cells of size
d × d × t as shown in Figure 3.3. In addition, in order to avoid strong imbalances
between the sample density of different areas, a maximum of Q acquisitions per
cell is allowed (Q = 2 in the example of Figure 3.3). After Q samples are acquired
within a cell, if additional measurements are performed the extra acquisitions are
discarded. An example of this situation is shown in Figure 3.3, where the extra
acquisitions are depicted in orange circumferences.
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Figure 3.3: Scheme of the observation volume, which is discretized in cubic cells,
defined over the volume under test. Within each cell of the observation volume the
number of valid acquisitions, depicted in green, is limited (to two in this example).
Acquisitions outside the cells are discarded.

On the one hand, the horizontal dimensions d of the cubic cells are intended
to play the role of the conventional sampling steps and, therefore, they should be
in the order of λ/2. However, this requirement can be relaxed if more than one
sample per cell is considered, i.e. Q > 1.

On the other hand, the vertical cell size t provides the necessary flexibility with
respect to the canonical surface (e.g., the plane) to the operator of the system, so
a handheld scanning can be performed. The parameter t is usually chosen up
to λ/2 to avoid electrically large gaps between adjacent samples. It should be
pointed out that when Q > 1, the effective sampling step in the vertical dimension
would be smaller than the value of the tolerance, t, and, thus, the requirement of
t < λ/2 can be relaxed. Measurements outside the cubic cells, depicted in Figure
3.3 in orange squares, are discarded.

It should be remarked that even though the previously explained techniques
mitigate the effect of freehand scanning on the obtained results, some impact of
the non-uniformly spaced acquisitions along a non-flat surface is expected on the
image quality. In particular, while a lower value of t results in higher quality
images, it also entails an increase of the scanning time since many samples would
be discarded. Hence, the height of the cubic cells t establishes a trade-off between
image quality and acquisition speed.

In order to help the operator of the system during the scan, a visual aid is
included in the interface so that the operator knows the distance to the cells bot-
tom and top in order to move the scanner to the corresponding area. In addition,
the number of acquired samples per cell is displayed to the operator in a Bi-
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Dimensional (2D) image similar to a heat map so the operator can easily check
the amount of available data across the observation volume.

Finally, in order to set an upper bound of the radar movement during an
acquisition (if the operator is moving the radar too fast), the position of the radar
is queried before and after each acquisition is performed and, if the difference is
higher than a threshold (1 mm), the sample is discarded.

3.1.2 Radar subsystem

The radar subsystem comprises a commercially available Frequency-Modulated
Continuous-Wave (FMCW) mm-wave radar-on-chip module. In particular, the
radar module BGT60TR24B manufactured by Infineon® was selected [63].

This subsystem transmits and receives radar signals on demand of the control
subsystem enabling the acquisition of the IF signal for further processing. The
frequency waveform of the signal transmitted by the radar has an up-chirp saw
tooth pattern centered at fc = 60 GHz with a bandwidth of BW = 6 GHz and a
chirp duration of Ts = 512 µs. The radar module has two transmitting antennas
that are sequentially activated and four independent receivers, which perform
dechirp-on-receive operations concurrently (See Figure 3.2). The first tests of the
system were performed using only one transmitter and one receiver consider-
ing a quasi-monostatic configuration as detailed in Section 3.5. After the first
proof-of-concept of the system, a MIMO configuration using all the transmitters
and receivers of the radar module was evaluated. The obtained results, which
are discussed in Section 3.6, show that the MIMO configuration outperforms the
quasi-monostatic setup in terms of scanning speed and image quality.

The radar module was embedded in a 3D-printed enclosure designed ad-hoc
for the system to ease the manipulation of the radar module as well as to help in
the placement of the reflective markers of the positioning system, which will be
described below. The top and bottom views of the radar module and the reflective
markers embedded in the 3D-printed enclosure can be seen in Figures 3.4a and
3.4b, respectively.

3.1.3 Positioning subsystem

The positioning subsystem estimates the position and the attitude of the radar
module. In the prototype developed within this thesis, this subsystem was formed
by an optical tracking system. In particular, the motion capture system of Opti-
track ® was used [130]. This system, which can be easily deployed and calibrated
in a matter of minutes, employs infrared cameras (at least four) to track a rigid
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(a) (b)

Figure 3.4: Radar module and reflective markers of the positioning system em-
bedded in the 3D-printed enclosure: top view (a) and bottom view (b). A one
euro-cent coin is included for scale purposes.

body formed by a group of reflective markers (See Figure 3.4a). The position
retrieved by the system, which is the centroid of the rigid body defined by the de-
ployed markers, must be corrected to match the position of the radar as described
in Section 3.4.

3.2 Imaging method

From the point of view of the imaging technique, the presented system faces
two major challenges in contrast to conventional SAR imaging as was previously
introduced. First, the scanner is freely moved by hand and, consequently, the
acquired data will not be equally spaced along a canonical geometry as it is usu-
ally assumed in standard SAR techniques for either monostatic [53] or multistatic
setups [54, 60]. Second, it is convenient to perform an on-the-fly update of the
reflectivity of the volume under test to provide a visual feedback to the opera-
tor moving the handheld radar. Taking into account the previous considerations,
a delay-and-sum algorithm, adapted to FMCW radar signals, is used to retrieve
real-time images with the proposed system. In this section, the general formula-
tion of this algorithm, considering a multistatic configuration with ntx transmit-
ters and nrx receivers, is reviewed. The particularization of the algorithm for the
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3. Freehand radar imaging system

quasi-monostatic configuration used in Section 3.5 is straightforward considering
ntx = nrx = 1 and assuming that both the transmitter and the receiver are at the
same position.

The signal generated by the n-th transmitter of the radar module, expressed
in complex form, it given by

stx,n(t) = ej2π( fct+ BW
2Ts

t2) , (3.1)

where |t| < Ts/2 and the instantaneous frequency is given by

f (t) = fc +
BW

Ts
t, (3.2)

where BW is the bandwidth of the signal and Ts is the chirp duration. The com-
plex form of the signal received by the p-th receiver and transmitted by the n-th

transmitter at the m-th radar position, rm, assuming a point target and omitting
amplitude variations, is a delayed version of the transmitted signal and is given
by

srx,m,p,n(t) = stx,m,n(t − τm,p,n) = ej2π( fc(t−τm,p,n)+
BW
2Ts

(t−τm,p,n)2), (3.3)

where τm,p,n is the propagation delay, which is proportional to the distance from
the n-th transmitter at the m-th radar position to the point target, Rm,n, and from
the point target to the p-th receiver at the m-th radar position, Rm,p. Therefore,
the signal transmitted by the n-th transmitter and dechirped by the p-th receiver
when the radar module is at position rm is given by:

sIF,m,p,n(t) = ej2π( fbt+ fcτm,p,n−
BW
2Ts

τ2
m,p,n), (3.4)

where the beat frequency is fb = BW
Ts

τm,p,n [131, 132]. It should be noted that,
using a multistatic configuration, for each position rm of the scanner, a set of
ntx × nrx radar acquisitions will be performed and, thus, the same number of IF
signals will be retrieved:

sIF,m(t) = [sIF,m,1,1(t) . . . sIF,m,nrx,ntx(t)]. (3.5)

For distributed targets both the received and the IF signals can be expressed
as a superposition of 3.3 and 3.4, respectively. However, the radar module radar
does not return the complex signal in 3.4 as it lacks an IQ mixer. Nonetheless,
thanks to the wideband nature of the signal, the analytic signal can be retrieved
by means of an efficient Hilbert transform [133].
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3.3 Impact of non-uniform sampling

To retrieve the images of the volume under test, the reflectivity, ρ, of each
point r′ in which it is discretized is computed. For this purpose, the contributions
of each radar measurement must be coherently combined.

The first step to achieve that is to compensate the extra phase term, which can
be approximated by fcτm,p,n −

BW
2Ts

τ2
m,p,n ≈ fcτm,p,n for close targets. After that, a

range compression is done by making a Fourier transform in the time domain:

sc,m,p,n(r′, f ) = F

{

sIF,m,p,n(t)e
−j2π fcτm,p,n

}

, (3.6)

where F {·} denotes the Fourier transform operator and

τm,p,n =

∥

∥r′ − rm,p
∥

∥

2 + ‖r′ − rm,n‖2

c
=

Rm,p + Rm,n

c
, (3.7)

where rm,p and rm,n are, respectively, the position of the p-th receiver and the n-th

transmitter when the radar is at rm. Finally, in a similar fashion to other standard
time-domain techniques [134, 135], the used delay-and-sum algorithm to compute
the reflectivity at each point r′ after the m-th acquisition can be expressed as

ρm(r′) =
m

∑
i=1

nrx

∑
p=1

ntx

∑
n=1

sc,i,p,n

(

r′,
BW

Ts

Rm,p + Rm,n

c

)

. (3.8)

This formulation allows the use of non-uniformly spaced data at the expense
of an efficiency reduction when compared to Fast Fourier Transform (FFT) based
methods [54, 136]. Moreover, the information of new acquisitions can be directly
included in the reflectivity computation by adding additional terms to the exter-
nal summation in (3.8) to enable real-time updates during the scan.

3.3 Impact of non-uniform sampling

This section is devoted to the assessment of the impact of non-uniform sam-
pling in the image quality. For that purpose, several simulations were conducted
using the IF signal model given by 3.4, considering a radar module with one
transmitter and one receiver (ntx = nrx = 1) and defining an ideal target with
the shape of the letter “T”. During these simulations no positioning errors were
included. First, in order to obtain a reference image, an initial simulation con-
sidering a regular acquisition grid of 5.8 × 7 cm and a total of 4200 samples was
performed. The retrieved reference image is depicted in Figure 3.5a. Next, 3D
random variations to the regular sampling positions were generated using a nor-
mal distribution for several variance values. The images obtained after modifying
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 3.5: Reflectivity image of the simulated target without positioning errors
obtained with uniform sampling (a) and modifying the regular acquisition grid in
the three dimensions using a normal distribution of σx = σy = 1 cm and σz = 0 cm
(b), σx = σy = 2 cm and σz = 0 cm (c), σx = σy = 0 cm and σz = 1 cm (d),
σx = σy = σz = 1 cm (e), σx = σy = 2 cm and σz = 1 cm (f), σx = σy = 0 cm and
σz = 2 cm (g), σx = σy = 1 cm and σz = 2 cm (h) and σx = σy = σz = 2 cm (i).
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the regular acquisition grid with a 3D normal distribution of σx = σy = 1 cm
and σz = 0 cm, σx = σy = 2 cm and σz = 0 cm, σx = σy = 0 cm and σz = 1 cm,
σx = σy = σz = 1 cm, σx = σy = 2 cm and σz = 1 cm, σx = σy = 0 cm and
σz = 2 cm, σx = σy = 1 cm and σz = 2 cm and σx = σy = σz = 2 cm are depicted
from Figure 3.5b to Figure 3.5i, respectively.

As can be observed, after modifying the flat and regular original acquisition
grid, the image is noisier and some artifacts appear. Moreover, as can be observed
from the evolution of the image quality from Figure 3.5a to Figure 3.5i, when the
non-uniformity of the acquisition grid increases, the impact in the image quality
becomes higher. In order to quantify the image quality degradation, the Target-
to-Clutter Ratio (TCR) [137, 138] is used. The TCR is given by

TCR = 10 log

(

Nc ∑(x,y)∈At
|ρ(x, y)|2

Nt ∑(x,y)∈Ac
|ρ(x, y)|2

)

, (3.9)

where At is the region corresponding to the target (i.e. the pixels where the tar-
get is located), Ac is the rest of the image, Nt is the number of pixels of At and
Nc is the number of pixels of Ac. The results, including the quality loss with
respect to the reference image, L, are summarized in Table 3.1. In a similar fash-
ion as previously concluded when qualitatively observing the images, when the
non-uniformity of the acquisition grid increases, the image quality degradation
becomes higher. However, the quality of the retrieved images, though degraded,
still enables to clearly recognize the test target. In addition, it should be remarked
that the proposed strategy to mitigate the effect of freehand scanning in the im-
age quality presented in Section 3.1 limits the maximum non-uniformity of the
acquisitions distribution performed during a scan.

σx = σy = 0 cm σx = σy = 1 cm σx = σy = 2 cm

σz (cm) 0 1 2 0 1 2 0 1 2

TCR (dB) 22.3 17.3 16.9 16.9 16.1 16.1 16.3 15.4 15.2
L (dB) 0 5 5.4 5.4 6.2 6.2 6 6.9 7.1

Table 3.1: TCR of the reference image computed using a regular acquisition grid
and TCR of the images obtained after modifying the original acquisition grid
using different 3D normal distributions.

3.4 System calibration

In order to retrieve electromagnetic images of the volume under test process-
ing the IF signal of each channel (i.e., a transmitter-receiver pair) according to
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3. Freehand radar imaging system

(3.8), it is necessary to accurately know the position of each transmitter and re-
ceiver. However, as introduced in Section 3.1, the optical tracking system used
in the proposed system only provides the position of the centroid of the (virtual)
rigid body defined by the (three or more) reflective markers attached to the radar
module, and its attitude, (ϕ, θ, ψ), the yaw, pitch and roll angles. Although the
relative positions between the radar antennas can be accurately found from the
layout, the position and attitude offsets with respect to the rigid body are un-
known and must be estimated. A general scheme to illustrate the problematic of
the position and attitude offsets between the data provided by the optical tracking
system and the actual position of the radar transmitters and receivers is depicted
in Figure 3.6. The position provided by the tracking system, ORB, is the centroid
of the rigid body defined by the reflective markers attached to the radar module.
The position offset, ω, is equal to the difference between ORB and a reference
point of the radar module, Oradar, from which the position of each transmitter
and receiver is computed. The attitude offset, given by the angles ϕerr, θerr and
ψerr, is the difference (misalignment) between the attitude of the rigid body in the
tracking system coordinate frame, defined by the axes xRB, yRB and zRB, when
(ϕ, θ, ψ) = (0, 0, 0)◦ and the actual attitude of the radar module, which can be
computed from the three angular rotations required to rotate the radar module
coordinate frame, defined by the axes xradar, yradar and zradar, to the ω shifted
optical tracking system coordinate frame, defined by the axes x′RB, y′

RB and z′RB.

Figure 3.6: General scheme of a situation in which there is a position and attitude
offset, ω and (ϕerr, θerr, ψerr), respectively, between the position and attitude given
by the tracking system and actual position and attitude of the radar module.
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It is worth noting that any calibration error (i.e., ω 6= (0, 0, 0) or the existence
of angular misalignment, that is, ϕerr 6= 0, θerr 6= 0 or ψerr 6= 0) will result in
positioning errors for each transceiver of the radar module. This calibration error
for the u-th radar transceiver, is given by

ǫcal,u = R(ϕ, θ, ψ)[w + Rerr(ϕerr, θerr, ψerr)ru − ru], (3.10)

where R (ϕ, θ, ψ) is the rotation matrix obtained using the pose of the rigid body
(yaw, pitch and roll angles) given by the optical tracking system, ru is a vector
containing the relative position of the u-th transceiver of the radar module with
respect to the reference point Oradar, and Rerr (ϕerr, θerr, ψerr) is the rotation matrix
given by the angular misalignment: ϕerr, θerr and ψerr. The impact of calibration
errors in the image quality and the proposed calibration method will be discussed
in the next two sections.

3.4.1 Impact of calibration errors

The impact of calibration errors in the image quality was studied through
several simulations. In particular, an ideal test target consisting of six metallic
strips of size 20 mm × 4 mm with a gap between them of 6 mm (three in vertical
position and three in horizontal position) was defined. The considered radar
model comprised ntx = 2 transmitters and nrx = 4 receivers with the same
layout as the commercial radar used in the developed system. First, a reference
image of the test target, considering a regular acquisition grid and no offsets,
was computed (see Figure 3.7a). For the rest of the simulations, the same non-
uniform acquisition distribution, which was generated by modifying the regular
acquisition grid with a 3D normal distribution of σx = σy = σz = 1 cm, was
considered. In addition, the maximum height variation was set to 1 cm, i.e. t =
1 cm, and the horizontal dimension of the considered cells was d = 2 mm. The
distribution of the samples, projected into a plane parallel to the test target and
considering a maximum of Q = 5 samples per cell, is depicted in Figure 3.7b.
The image of the test target obtained for the previous non-uniform acquisition
distribution, ω = (0, 0, 0)mm, and (ϕerr, θerr, ψerr) = (0, 0, 0)◦ is depicted in Figure
3.9a. During the simulations several values of position and attitude offsets, ω and
(ϕerr, θerr, ψerr), respectively, were considered.

At this point, it is relevant to observe that the attitude of the radar, (ϕ, θ, ψ),
plays a relevant role in this study as the magnitude of the positioning error for
each transceiver of the radar module depends on its value (See (3.10)). In particu-
lar, if the attitude angles are constant along the scan, then the difference between
the position estimated by the tracking system and the actual position of the radar
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3. Freehand radar imaging system

module would be constant (even for high errors in the estimation of ω) and the
image quality would be less affected. On the contrary, the more the attitude of
the radar module during a scan varies, the more the value of the positioning error
for each transceiver across different acquisition positions changes. This would
greatly degrade the coherence of the measured data and, therefore, the quality of
the retrieve image would decrease significantly.

(a) (b)

Figure 3.7: Reflectivity image of the test target considering a regular acquisition
grid and no offsets (a). Distribution of the acquisition positions considered in
the simulations projected into a plane parallel to the test target and using cells of
2 × 2 × 10 mm (b).

An example of how the positioning error of the transceivers of a radar module
changes for different acquisition points as a function of how much the attitude of
the radar module is modified during a scan can be observed in Figure 3.8a. Each
curve of Figure 3.8a depicts a histogram of the positioning errors in the x-axis

of the six transceivers of a radar module for different attitude variation ranges.
The same layout as that of the commercial radar module used in the proposed
system was considered. The positioning errors were computed evaluating (3.10)
for ω = (1, 1, 1)mm, (ϕerr, θerr, ψerr) = (0, 0, 0)◦ and a total of 105 triplets of
attitude angles generated using a uniform distribution U ∈ [−θ◦max, θ◦max]. As
it can be seen, as for greater attitude variation ranges, i.e. as θmax increases,
the change of the positioning error of each transceiver for different acquisition
points becomes larger, which causes a greater coherence degradation. The same
happens for the positioning errors in the other two dimensions. The results of an
analogous analysis considering ω = (1, 1, 1)mm and U ∈ [−10◦, 10◦] for different
attitude offsets is depicted in Figure 3.8b. In this case, each curve was obtained
considering ϕerr = θerr = ψerr = atterr . As it can be observed, the greater the value
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of the attitude offset is, the greater the positioning errors for different observation
points spreads.

(a) (b)

Figure 3.8: Histogram of the positioning errors in the x-axis due to calibra-
tion errors of the six transceivers of a radar module for ω = (1, 1, 1)mm,
(ϕerr, θerr, ψerr) = (0, 0, 0)◦ and different attitude variation ranges (a) and for
ω = (1, 1, 1)mm, U ∈ [−10◦, 10◦] and different attitude offsets (b).

The impact of this problematic in the image quality, considering several values
of ω, (ϕerr, θerr, ψerr) and different attitude variation ranges, was evaluated com-
paring the image obtained for each set of parameters with the reference image
and the reflectivity image shown in Figure 3.9a, retrieved considering the non-
uniform acquisition distribution, ω = (0, 0, 0)mm and (ϕerr, θerr, ψerr) = (0, 0, 0)◦.
As previously stated, the existence of a position offset, when keeping constant
the attitude of the radar module, does not significantly degrade the quality of
the image. This can be observed comparing Figure 3.9a with Figure 3.9b, ob-
tained for ω = (2, 2, 2)mm, (ϕerr, θerr, ψerr) = (0, 0, 0)◦ and a constant attitude.
On the other hand, comparing Figures 3.9c, 3.9d and 3.9e, retrieved for ω =
(2, 2, 2)mm, (ϕerr, θerr, ψerr) = (0, 0, 0)◦ and U ∈ [−5◦, 5◦], U ∈ [−10◦, 10◦] and
U ∈ [−15◦, 15◦], respectively, it can be clearly seen that, as expected, as the atti-
tude range of variation increases, the image quality decreases progressively due
to the coherence degradation of the simulated acquisitions. Of course, if the posi-
tion offset, ω, decreases, the image quality is less affected by these errors, as it can
be observed comparing Figure 3.9e and Figure 3.9f. Both images were obtained
considering (ϕerr, θerr, ψerr) = (0, 0, 0)◦ and U ∈ [−15◦, 15◦], but for the former, of
less quality, ω = (2, 2, 2)mm, whilst for the latter image, significantly enhanced,
ω = (1, 1, 1)mm. The effect of an attitude offset can be observed comparing Fig-
ures 3.9f, 3.9g, 3.9h and 3.9i, all of them obtained considering ω = (1, 1, 1)mm and

49



3. Freehand radar imaging system

U ∈ [−15◦, 15◦], and for (ϕerr, θerr, ψerr) = (0, 0, 0)◦, (ϕerr, θerr, ψerr) = (1, 1, 1)◦,
(ϕerr, θerr, ψerr) = (3, 3, 3)◦ and (ϕerr, θerr, ψerr) = (5, 5, 5)◦, respectively. As it
can be seen, an attitude offset of (1, 1, 1)◦ has little effect on the image quality.
However, as its value increases, the impact in the image quality becomes more
noticeable.

In a similar fashion to the analysis performed in Section 3.3, in order to
quantify the image quality degradation due to calibration errors the TCR of the
previous images was computed. In particular, the results for ω = (0, 0, 0)mm,
ω = (1, 1, 1)mm and ω = (2, 2, 2)mm for different attitude ranges of variation
are summarized in Table 3.2. The TCR of the reference image, computed consider-
ing a regular acquisition grid was 18.7 dB. Analogously to the qualitative analysis
of the retrieved images, it can be concluded that the quality of the image is not
significantly affected when the attitude of the radar module is constant or when
its variation is reduced. However, as the attitude range of variation increases, the
quality of the images is progressively degraded.

ω = (0, 0, 0) cm ω = (2, 2, 2) cm ω = (1, 1, 1) cm

Urange (◦) ±0 ±0 ±5 ±10 ±15 ±15

TCR (dB) 16.3 16.3 16.0 14.8 12.6 15.4
L (dB) 2.4 2.4 2.7 3.9 6.1 3.1

Table 3.2: TCR of the images of the test target computed for different position off-
sets and attitude ranges of variation, and quality loss with respect to the reference
image.

The results for ω = (1, 1, 1)mm and U = [−15◦, 15◦] for different attitude off-
sets are summarized in Table 3.3. As it can be seen, although for (ϕerr, θerr, ψerr) =
(1◦, 1◦, 1◦) the impact in the image quality is limited, the image becomes more af-
fected when the value of the attitude offset increases.

ω = (1, 1, 1) cm, U ∈ [−15◦, 15◦]

(ϕerr, θerr, ψerr) (0, 0, 0)◦ (1, 1, 1)◦ (3, 3, 3)◦ (5, 5, 5)◦

TCR (dB) 15.4 15.5 15.1 14.4
L (dB) 3.1 3.2 3.5 4.2

Table 3.3: TCR of the images of the test target computed for ω = (1, 1, 1)mm,
U = [−15◦, 15◦] and different attitude offsets, and quality loss with respect to the
reference image.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 3.9: Reflectivity image obtained without calibration errors (a), with a posi-
tion offset of ω = (2, 2, 2)mm and a constant attitude (b), with ω = (2, 2, 2)mm
and attitude values according to a uniform distribution in the interval U =
[−5◦, 5◦] (c), with ω = (2, 2, 2)mm and U = [−10◦, 10◦] (d), ω = (2, 2, 2)mm and
U = [−15◦, 15◦] (e), ω = (1, 1, 1)mm and U = [−15◦, 15◦] (f), ω = (1, 1, 1)mm,
U = [−15◦, 15◦] and an angular misalignment of (ϕerr, θerr, ψerr) = (1◦, 1◦, 1◦)
(g), ω = (1, 1, 1)mm, U = [−15◦, 15◦] and (ϕerr, θerr, ψerr) = (3◦, 3◦, 3◦) (h) and
ω = (1, 1, 1)mm, U = [−15◦, 15◦] and (ϕerr, θerr, ψerr) = (5◦, 5◦, 5◦) (i).
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3.4.2 Calibration method

As previously explained, in order to achieve high-quality images, it is nec-
essary to estimate the offsets between the position and attitude provided by the
optical tracking system and the actual position and attitude of the radar mod-
ule. For that purpose, during the development of the handheld imaging system
a calibration was proposed. A first version of the calibration procedure, consid-
ering a quasi-monostatic configuration, was first presented in [IV]. However, an
enhanced calibration method for a multistatic radar configuration, which will be
described here, was later developed to exploit the full capacity of the used radar
module.

The proposed calibration procedure entails two steps. The first step aims
to find the attitude offset, which is accomplished by taking advantage of the
symmetric architecture of the transmitting and receiving antennas of the Radio
Frequency (RF) front-end, which are in-phase at 60 GHz according to the manu-
facturer specifications.

A sketch of the calibration setup to correct the attitude offset is depicted in
Figure 3.10a. The sketch shows the radar module, including a basic scheme of
its layout, embedded in its enclosure on top of a two stage goniometer and a
rotary stage which allows the controlled change of the radar module’s attitude.
In addition, there is a calibration plane (a flat metal plate), which is aligned with
the tracking system coordinate frame (i.e. with the xRB, yRB and zRB axes), placed
in front of the radar. As it can be seen, if the radar module is perfectly aligned
with the calibration plate (θerr = ψerr = 0◦), the signal transmitted by TX1 and
received by RX2 will be in-phase with the signal transmitted by TX2 and received
by RX1. The same holds for other TX-RX pairs such as TX1-RX4 and TX2-RX3 or
TX1-RX1 and TX2-RX2. In order to correct rotations about the z-axis (i.e. to correct
ϕerr) a polarizer could be used. However, in this case, this offset was corrected by
visual inspection since the impact of this offset, once θerr and ψerr are corrected, is
minor. Finally, when this process is completed, the pose of the rigid body is reset
in the motion capture software so that it matches the one of the radar module.

The complete calibration setup is depicted in Figure 3.10b. In order to cali-
brate the attitude of the radar module, it was programmed to perform continuous
data acquisitions while the signals from each transmitter-receiver pair were moni-
tored. Then, as previously explained, the attitude of the radar was modified until
the signals from the corresponding transmitter-receiver pairs were in phase. The
dechirped signals, before and after the calibration, are shown in Figure 3.11a and
Figure 3.11b, respectively. As it can be seen, none of the previously mentioned
transmitter-receiver pairs were in-phase before the calibration (vertical lines show
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(a) (b)

Figure 3.10: Sketch of the proposed calibration setup (a) and realized calibration
setup (b).

the maximum of the IF signal retrieved by each receiver). On the other hand, after
the calibration, all TX-RX pairs are in-phase.

(a) (b)

Figure 3.11: Dechirped signals of each transmitter-receiver pair of the radar mod-
ule before (a) and after the calibration (b).

The second step of the calibration process is to estimate the position offset, ω.
For that purpose, several reflective markers are deployed in a plane as a target
to be scanned. After the scan is performed, the electromagnetic image of the
markers is systematically computed for different values of ω. The optimum value
of ω is obtained when the position of the markers in the electromagnetic image
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matches the position of the markers given by the optical tracking system. This
means that when the reflectivity image (xy-plane) is computed at the z-coordinate

of the reflective markers given by the tracking system, the high reflectivity areas
corresponding to the markers are located at the same positions in the xy-plane as
those provided by the tracking system and their reflectivity reaches its maximum
value. Finally, it should be remarked that the calibration must be done only once
after the radar module its embedded in its enclosure with the reflective markers.

3.5 Quasi-monostatic results

The first tests conducted to assess the performance of the proposed system
were performed considering a quasi-monostatic configuration, i.e. ntx = nrx = 1.
During these tests, the size of the cubic cells in which the observation volume
was discretized was 1 × 1 × 20 mm and the maximum number of acquisitions per
cell was set to Q = 3. In addition, the attitude range of variation was limited to
±5◦ to mitigate calibration errors. In every experiment, the volume under test
was discretized in a 3D grid to compute the reflectivity, as explained in Section
3.2. During the scan, the current reflectivity values of one of the planes of the
3D grid, which can be interactively changed during the measurement process, is
shown to the operator. In addition, the distribution of the acquisitions, projected
in a plane parallel to the volume under test, is displayed so that undersampled
or oversampled areas can be easily observed. The distance to the volume under
test and the attitude of the radar module are also shown during the scan to the
operator as a visual aid. During all the measurements, the control and processing
subsystem was formed by a laptop with the specifications summarized in Section
3.1.

The first measurements were performed using the letter “T” foiled with metal
depicted in Figure 3.12a as test target. For the scan the target was hidden in a
cardboard box. In this case, the volume under test was divided in eight planes
of 22 × 10 cm2 separated 2 mm. During the scan a total of Nacq = 3904 measure-
ments were acquired during 297 s at an average distance to the target of 5.27 cm.
The distribution of the acquisitions can be observed in Figure 3.12c. The image
update rate was 25.2 frames per second. The computed reflectivity of the target is
depicted in Figure 3.12b, where the contour of the target is plotted with a solid-
white line. As it can be seen, the test target is well-reconstructed, being clearly
distinguishable from the background.

As previously explained in Section 3.1, in order to set an upper bound of the
radar movement during an acquisition, the position of the radar is queried before
and after each acquisition is performed and, if the difference is higher than 1 mm
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(a) (b)

(c) (d)

Figure 3.12: Image of the scanned “T” target (a), obtained reflectivity image (b),
distribution of the positions of the acquisitions (c) and histogram of the upper
bound of the radar movement during each acquisition for each axis (d).

the sample is discarded. This difference was studied for the measurements ac-
quired during this test. In particular, the histogram of the difference between the
position of the radar module before and after each acquisition, for each axis, is
depicted in Figure 3.12d. As it can be observed, the upper bound is significantly
lower for the y-axis, with a difference value below 0.2 mm for 96.6% of the data,
and the z-axis, with a difference value below 0.2 mm for 98.0% of the data, than
for the x-axis. This is because the scan was performed moving the radar module
describing an s-shape, being the x-axis the main movement direction. Nonethe-
less, as it can be seen looking at Figure 3.12b, setting a maximum upper bound
of the radar movement during an acquisition of 1 mm mitigates the impact of
positioning errors in the image quality.
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(a) (b) (c)

Figure 3.13: Image of the scanned hand wrench (a), obtained reflectivity image
(b) and distribution of the positions of the acquisitions (c).

Another example to illustrate the capabilities of the proposed system with a
quasi-monostatic configuration was performed using the hand wrench depicted
in Figure 3.13a as test target. In this case, the wrench was also covered with a card-
board box during the scan. The volume under test was divided in seven planes of
11×22 cm2 separated 2 mm and the image update rate was 26.2 frames per second.
During the scan a total of Nacq = 5249 measurements, whose distribution is shown
in Figure 3.13c, were acquired during 269 s at an average distance to the target of
7.8 cm. The obtained reflectivity image is depicted Figure 3.13b. As it can be seen,
the handle of the wrench and both of its open ends are well-reconstructed. In
addition, it is worth noting that there is a lower reflectivity value in the central
part of the handle, where the thickness of the wrench is lower.

The last example considering a quasi-monostatic configuration consisted of
scanning a mannequin and a gun, resembling a security application. The mea-
surement setup, comprising the mannequin and the gun, is depicted in Figure
3.14a and a zoomed view of the imaged gun is shown in Figure 3.14b. As it can
be seen, the mannequin is covered by aluminum foil as it provides a fair repre-
sentation of the human skin at mm-wave frequencies. In addition, it should be re-
marked that this is a worse situation than using a more realistic model of the skin

56



3.5 Quasi-monostatic results

since the contrast between the body and the metal of the gun would be higher. In
this case, the volume under test was divided in eleven planes of 18.6 × 12.7 cm2

separated 2 mm and the image update rate was 15.5 frames per second. The lower
update rate is caused by the increase of the volume under test (more than 50%
bigger than in the wrench case). During the scan a total of Nacq = 24100 measure-
ments, whose distribution is shown in Figure 3.14c, were acquired during 1162 s
at an average distance to the target of 5.8 cm. The obtained results are plotted in
Figure 3.14d. In this case, the color of each pixel of Figure 3.14d is proportional to
the depth of the point with the highest reflectivity within all the planes in which
the volume under test was divided. Moreover, the brightness of each pixel was
weighted by the magnitude of the reflectivity corresponding to it [20]. As it can be
observed, although the trigger is not detected (it is closer to the mannequin than
the rest of the gun, i.e., the height difference between the background and the
trigger is smaller, and its size is lower), the shape of the gun is well-reconstructed.

(a) (b)

(c) (d)

Figure 3.14: Image of the mannequin with the attached gun (a), zoommed image
of the gun (b), distribution of the radar acquisitions (c), and reflectivity image
obtained after the scan (d).
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Finally, it should be remarked that the scanning time could be drastically
reduced using more transmitters and receivers, as it will be demonstrated in Sec-
tion 3.6. In addition, the acquisition speed and the image update rate could be
increased by further optimizing the implementation of the system, currently pro-
grammed in MatLab®.

3.6 MIMO results

This section is devoted to the assessment of the performance enhancement
achieved when switching from a quasi-monostatic scheme to a MIMO, also known
as multistatic, configuration exploiting all the transceivers of the radar module. In
addition, the impact in the image quality of the use of the calibration procedure
described in Section 3.4 is emphasized. During these tests, the size of the cubic
cells in which the observation volume was discretized was 1 × 1 × 20 mm and the
attitude range of variation was limited to ±15◦ to mitigate calibration errors.

For the first test a two euro coin, a two euro cent coin and a door key, depicted
in Figure 3.15a, were used as targets. In a similar fashion to the tests with the letter
and the wrench, the coins and the key were covered by a cardboard box during
the scan. In this case only one sample per cell was considered. During the scan
a total of Nacq = 679 measurements, whose distribution is shown in Figure 3.15b,
were acquired during 88 s at an average distance to the target of 8.4 cm. All the
results include the attitude offset calibration.

The computed reflectivity images considering only one transmitter and one
receiver of the radar module, before and after the position offset calibration, are
depicted in Figure 3.15c and Figure 3.15d, respectively. As it can be seen, the
image before calibration is clearly noisy and full of artifacts due to the poor
coherency. In particular, the shape of the key is fuzzy and, although the two
areas of the image corresponding to the coins exhibit high reflectivity, they are
barely distinguishable from clutter. Also, it should be remarked that objects in
the image before calibration appear shifted with respect to their actual positions,
depicted with solid-white lines. In contrast, the quality of the image after cali-
bration clearly improves, with the shape of the key better defined and being the
coins more distinguishable from clutter. Nonetheless, the resolution is still low
due to the relatively low number of acquisitions.

The images computed considering the two transmitters and the four receivers
of the radar module, before and after the calibration, are shown in Figure 3.15e
and Figure 3.15f, respectively.
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(a) (b)

(c) (d)

(e) (f)

Figure 3.15: Picture of the coins and key used as targets (a), distribution of the
positions of the acquired measurements (b), reflectivity image obtained using one
TX and one RX before (c), and after the calibration (d), and image using the two
TXs and the four RXs of the radar module before (e), and after the calibration (f).
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The differences between these two images compared to those obtained con-
sidering one TX and one RX can be observed at a glance. In particular, using a
MIMO scheme all the targets can be detected and the energy is more confined
in the areas corresponding to them. However, without the calibration the targets
appear shifted and the energy is more spread, resulting in more artifacts than
after the calibration. As it can be seen, in the image obtained after applying the
calibration, the shape of all the targets is well-reconstructed, even the small hole
of the handle of the door key. In summary, after the calibration the quality of the
retrieved images is improved. Also, using a multistatic setup the scanning time is
reduced, as more information is gathered for a fixed amount of acquisition points.
In a similar fashion, a scan of a given time yields higher-quality images using a
multistatic setup.

The TCR of the retrieved images was computed in order to quantify the im-
age quality improvement achieved when switching to a MIMO configuration and
when applying the calibration. The obtained results are summarized in Table 3.4.
As previously discussed from a qualitative point of view, the maximum TCR is
obtained for the image computed with the MIMO configuration and after the cal-
ibration, which is used as reference to compute the TCR loss of the other images.
Analogously to the previous analysis, the TCR values show an image quality
enhancement when switching to a MIMO configuration and when applying the
calibration.

1 TX 1 RX 2 TX 4 RX

Pre-Cal Post-Cal Pre-Cal Post-Cal

TCR (dB) 7.8 9.2 12.4 14.3
L (dB) 6.5 5.1 1.9 0

Table 3.4: TCR of the images of the coins and the key computed considering a
different number of transmitters and receivers, before and after the calibration,
and quality loss with respect to the image obtained after the calibration using the
two transmitters and the four receivers of the radar module.

Finally, a test was conducted in order to assess the impact of the number of
considered transmitters and receivers of the radar module in the performance
of the scanner. For this test the scissors shown in Figure 3.16a, covered by a
cardboard box, were used as target. In this case a maximum of two samples per
cell was considered. During the scan a total of Nacq = 2640 measurements, whose
distribution is shown in Figure 3.16b, were acquired during 183 s at an average
distance to the target of 5.1 cm.

The computed reflectivity images, considering only one transmitter and one
receiver, one transmitter and two receivers, one transmitter and four receivers
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(a) (b)

(c) (d)

(e) (f)

Figure 3.16: Picture of the scanned scissors (a), distribution of the positions of the
acquired samples (b) and computed reflectivity image of the volume under test
using one TX and one RX (c), one TX and two RXs (d), one TX and four RXs (e),
and the two TXs and the four RXs of the radar module (f).

and all of the radar module transceivers (two transmitters and four receivers), are
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depicted in Figure 3.16c, Figure 3.16d, Figure 3.16e and Figure 3.16f, respectively.
As it can be observed, the quality of the retrieved image is significantly improved
as more transmitters and receivers are considered. In particular, when considering
one transmitter and four receivers (Figure 3.16e) the blades and the handles of the
scanned scissors can be clearly recognized. In addition, when exploiting all the
transceivers of the radar module (Figure 3.16f) the clutter is reduced.

3.7 Concluding remarks

In this chapter a handheld imaging system, capable of providing real-time
high-resolution images has been presented [v], [IV]. It is based on using a com-
pact radar-on-chip module which is freely moved by an operator while its po-
sition and attitude are tracked by a high-accuracy positioning system. The data
acquired with the radar is coherently combined using SAR techniques yielding
high-resolution images, which are updated in real-time. As a consequence, based
on that feedback, the operator of the system is able to decide if it is necessary to
scan a specific part of the area under scan more thoroughly, or whether enough
information has already been acquired and the scanning process can be finished.
During this chapter, the impact of positioning errors in the quality of the retrieved
images has been studied and a calibration procedure to reduce them has been
proposed. The performance of the system, both considering a quasi-monostatic
scheme and a MIMO configuration, has been evaluated through several measure-
ments. In particular, it has been shown that using a MIMO configuration the
quality of the retrieved images is significantly improved while the scanning time
is greatly reduced.
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4. Freehand antenna diagnosis and characterization system

This chapter is devoted to summarize the results presented in the publica-
tions composing this dissertation in the field of freehand antenna diagnosis and
characterization. The concept of freehand antenna diagnosis and characterization
is illustrated in Figure 4.1, which shows a potential application of the developed
system. As it can be seen, the operator of the system is holding with their hand
a compact device, which is moved in front of the AUT describing a freehand
trajectory while the field radiated by the AUT is measured. The position of the
handheld device is tracked during its movement so that the acquired field samples
can be combined to retrieve an equivalent currents distribution on the AUT aper-
ture, which provides insightful information for antenna diagnosis. Afterwards,
the far-field radiation pattern is computed by means of a near-field to far-field
transformation from the obtained equivalent currents distribution. First, in order
to validate the proposed approach, the acquisition of both amplitude and phase
was considered. In a second step, amplitude-only acquisitions were considered,
avoiding the need of a phase reference and simplifying the hardware required
to perform the field acquisition. This enables the diagnosis of antennas under
operational conditions and reduces the overall cost of the equipment.

Figure 4.1: Scheme of the proposed freehand antenna diagnosis and characteriza-
tion system.

Using both of the aforementioned approaches, the proposed system allows
the fast diagnosis and characterization of antennas, both in laboratory conditions
for quick testing and in-situ to assess the performance of already deployed anten-
nas. This system bypasses the need of heavy positioners, providing great flexi-
bility, which becomes particularly useful in those situations in which mechanical
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4.1 System architecture

structures cannot be easily deployed as for example when analyzing on-board
antennas. Additionally, although several tests at different frequency bands have
been performed during the development of the system, as it will be shown in the
following sections, it is particularly useful at mm-wave frequencies and beyond
because at those frequencies the probe antennas are light and the reflections with
the operator are limited.

It should be noted that the proposed system, due to its freehand nature, is
not expected to reach the accuracy of conventional antenna measurement ranges.
Nonetheless, it enables fast antenna diagnosis and characterization with a good
accuracy and with enormous flexibility due to its ease of deployment.

The rest of the chapter is organized as follows. First, the general architec-
ture of the system is presented in Section 4.1. Second, the antenna diagnosis and
characterization, both considering full-acquisitions and amplitude-only measure-
ments, is discussed in Section 4.2. Finally, some of the obtained results, employing
both approaches of the proposed system, are presented in Section 4.3.

4.1 System architecture

There are many analogies between this system and the freehand radar ima-
ging system presented in Chapter 3. First, acquisitions will not be uniformly
acquired as the probe antenna used to measure the field radiated by the AUT is
moved by hand. Second, the gathered samples also have to be combined, impos-
ing a frequency-dependent positioning accuracy requirement. In this case, this
combination results in an equivalent currents distribution on the AUT aperture.

4.1.1 General architecture

The general architecture of the system is summarized in Figure 4.2. As it can
be seen, the system was structured in three subsystems in a similar fashion to the
freehand radar imaging system. Each subsystem is described in the following sec-
tions, emphasizing the specific features of each subsystem that are modified from
the full-acquisition based system to the phaseless approach. In addition, the gen-
eral architecture summarized in Figure 4.2 is particularized for the full-acquisition
and the phaseless approach in Section 4.1.2 and in Section 4.1.3, respectively.

4.1.1.1 Control and processing subsystem

The control and processing subsystem is the core of the system, analogously
to the freehand radar imaging system. Their main functions are summarized over
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4. Freehand antenna diagnosis and characterization system

Figure 4.2: General architecture of the proposed freehand antenna diagnosis and
characterization system.

the green background in Figure 4.2. This subsystem is in charge of setting up the
system, establishing the communication with the RF subsystem and the position-
ing subsystem and defining the region where the equivalent currents distribution
will be computed. During the operation of the system, the control subsystem is
responsible for triggering both the field and position acquisitions and for gath-
ering the obtained data. Finally, the obtained information is processed so that
an equivalent currents distribution on the AUT aperture is computed, providing
diagnosis information and from which the far-field radiation pattern of AUT can
be retrieved by means of the corresponding radiation integrals, which correspond
to a NF-FF transformation.

This subsystem was formed by the same laptop used for the freehand radar
imaging system. The main equipment of this laptop was the following: Intel®

i7-7700HQ (2.8 GHz), 16 GB of RAM and a NVIDIA® GeForce GTX 1050 graphic
card.

In a similar fashion as for the imaging system, a strategy to ensure a proper
sampling, dealing with the freehand operation of the system, must be imple-
mented. In this case, the same idea proposed for the previous system was adopted.
Thus, as illustrated in Figure 4.3, at least one acquisition volume, denoted as Si,
is defined in front of the AUT aperture (at least two in the phaseless case). Each
acquisition volume is defined from a canonical surface (in this case a plane) and
is discretized in cubic cells of size d × d × t, within which the number of field
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acquisitions is limited to a maximum value of Q (Q = 2 in the example of Figure
4.3). After the limit is reached, or if the field sample was acquired outside the
cubic cells, the sample is discarded. As previously explained in Section 3.1, this
approach is designed to ensure a proper sampling while allowing a comfortable
movement of the probe and avoiding highly oversampled areas.

Figure 4.3: Scheme of the proposed acquisition balance strategy to mitigate the
effect of an unbalanced sampling distribution.

In addition, as well as in the imaging system, a visual aid is displayed in the
interface so that the operator knows the distance to the top and bottom of the
cubic cells in order to move the probe antenna to a valid area. The distribution
of the field acquisition points, in terms of number of samples per cell, is depicted
in a 2D image in the interface shown to the operator. In addition, the amplitude
of the acquired field samples (and their phase in the full-acquisition approach) is
also depicted in the interface of the system.

Finally, in order to set an upper bound of the probe antenna movement during
a field acquisition, the position of the probe is queried before and after each
acquisition and, as in the freehand radar imaging system, if the difference is
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higher than a frequency-dependent threshold (e.g., 1 mm), the field sample is
discarded.

4.1.1.2 Radiofrequency subsystem

The RF subsystem comprises both the probe antenna and the equipment to
perform the acquisitions of the field radiated by the AUT.

The probe antenna is independent of the followed field acquisition approach
(full-acquisition or amplitude-only measurements). However, the used of electri-
cally long Open-Ended Waveguides (OEWGs) is recommended in order to reduce
the coupling between the probe antenna and the person who is holding it. This
coupling is expected to be similar to the one taking place between the supporting
structures and the probe antenna in conventional antenna measurement facilities
(e.g., an anechoic chamber). It should be also taken into account the coupling the
AUT and the probe antenna. In this regard, the coupling follows the same rules
as in conventional planar measurements and, therefore, it is considered that the
near-field acquisition can be successfully performed as long as a distance of a few
wavelengths is considered [69]. It is relevant to consider that, as in conventional
planar range measurements, the distance between the AUT and the acquisition
plane (in this case the acquisition volume) also has an impact on the plane trun-
cation error [69].

On the other hand, the equipment required to perform the field acquisi-
tions depends on the measurement approach. In particular, when using the full-
acquisition approach it is necessary to acquire both the amplitude and phase of
the field radiated by the AUT and, as a consequence, a Vector Network Ana-
lyzer (VNA) should be used. The VNA, which can be a portable one, should be
connected both to the probe antenna and to the AUT. In contrast, only a power
detector or a spectrum analyzer connected the probe are required for amplitude-
only measurements.

4.1.1.3 Positioning subsystem

The positioning subsystem is devoted to track the movement of the probe
antenna during the scan of the field radiated by the AUT. This subsystem must
be compatible with the probes, meaning that significant modifications should not
be required. In addition, the accuracy of the positioning system should be much
higher than the working wavelength of the AUT and it should provide real-time
position and attitude information. During the development of this system, the
same motion capture system as the one used for the freehand radar imaging was
used [130]. In particular, the used motion capture system comprises four infrared
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cameras, which can be easily deployed and calibrated in a few minutes, and four
reflective markers with a diameter of 6.5 mm. These markers are attached to
the probe antenna considered for each measurement by means of a custom 3D-
printed structure.

Figure 4.4: Architecture of the full-acquisition based proposed freehand antenna
diagnosis and characterization system.

4.1.2 Full-acquisition based system architecture

For the full-acquisition approach the general architecture of the system, de-
picted in Figure 4.2, was structured in two processes, namely acquisition and
diagnosis, with the client-server architecture shown in Figure 4.4. The two pro-
cesses are run concurrently as the operator of the system performs field acquisi-
tions. The obtained results are updated in real-time and displayed to the operator.
As previously stated, during the measurements performed within this thesis both
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processes were run on the same laptop. However, this architecture makes possible
to run each process on a different machine.

The acquisition process is in charge of the synchronous acquisition of the
position and field samples and of balancing their distribution as described in
Section 4.1.1.1. Non-discarded acquisitions are buffered until a certain amount of
samples is gathered and, after that, the samples are sent to the diagnosis process.
The sample buffer avoids an unnecessary computational burden associated to
recomputing the equivalent currents for each new acquisition as the operator
usually does not require an update rate so high.

The diagnosis process receives and stores the position and field samples. Af-
ter receiving each set of samples, it computes an equivalent currents distribution
and the radiation pattern of the AUT while more data is acquired by the operator.
As previously introduced, the retrieved information, currents distribution and ra-
diation pattern of the AUT, is updated and displayed in real-time, alongside with
the distribution of the acquired measurements and their amplitude and phase.
Once again, it should be remarked that all the previous real-time information is
intended to help the operator during the scan. For example, the operator can
dynamically change from scanning a certain area to a different one based on the
achieved sample density, the lack of impact of new samples in the final result or
the field strength of the samples of a given area.

4.1.3 Phaseless system architecture

For the amplitude-only approach, the general architecture of the system, de-
picted in Figure 4.2, was also structured in two stages as shown in Figure 4.5:
acquisition and diagnosis.

In contrast to the full-acquisition based approach, the stages take place se-
quentially. First, all the nacq.vol. acquisition volumes are scanned (nacq.vol. > 1)
and, afterwards, the diagnosis of the AUT is performed. In this case, the dis-
tribution of the acquired samples is updated and displayed to the operator in
real-time, alongside with their amplitude and the previously mentioned visual
aids. An equivalent currents distribution and the radiation pattern of the AUT
are computed after the acquisition stage is completed to perform the phase re-
trieval of the field distribution, as it will be discussed in Section 4.2.2. After that,
an equivalent currents distribution and the radiation pattern are computed in a
similar fashion to the full-acquisition based system. Nonetheless, this approach
still provides a flexible and fast antenna diagnosis and characterization as, once
the data from the acquisition volumes is gathered, the equivalent currents dis-
tribution and the FF radiation pattern of the AUT are retrieved in a matter of
seconds.
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Figure 4.5: Architecture of the amplitude-only based proposed freehand antenna
diagnosis and characterization system.

4.2 Antenna diagnosis and characterization method

As previously introduced, the proposed system retrieves an equivalent cur-
rents distribution of the AUT from which its far-field radiation pattern is com-
puted, achieving both diagnosis and characterization of the AUT. The SRM [99]
and its modified version considering amplitude-only acquisitions, the pSRM [116],
are discussed in Section 4.2.1 and in Section 4.2.2, respectively.

4.2.1 Sources reconstruction method (SRM)

Based on the electromagnetic equivalence principle [139], if an antenna is en-
closed by a surface S′, namely the reconstruction surface, it is possible to find an
equivalent electric and/or magnetic currents distribution so that it radiates the
same fields outside the reconstruction surface as the antenna bounded by it. The
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SRM solves the inverse radiation problem of computing that equivalent currents
distribution over S′ from the field samples acquired in the observation surface, S.
The electric and magnetic equivalent currents distribution at the reconstruction
surface, Jeq(r

′) and Meq(r′), respectively, are related to the field acquired at the
reconstruction surface by means of a set of integral equations derived from the
Maxwell equations. As explained in [110], both Jeq(r

′) and Meq(r′) can be com-
puted from either magnetic field or electric field observations. Nonetheless, most
of antenna diagnosis and characterization systems are based on electric field mea-
surements, which is also the case for the system proposed within this thesis. The
expressions which relate the electric fields EJeq(r) and EMeq(r) at position r ∈ S

to the electric and magnetic currents distributions, Jeq(r
′) and Meq(r′), which are

defined over the surface S′ that radiate those fields are given by the following
radiation integrals

EJeq(r) =
−jη

4πk0

∫

S′
k2

0 Jeq(r
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where k0 is the wavenumber and η is the intrinsic impedance of the medium. The
total electric field can be found by superposition:

E = EJeq + EMeq . (4.3)

The previous integral equations can be expanded into a matrix form and
numerically solved to obtain the equivalent currents distribution. In the pre-
sented implementation, a planar reconstruction domain (usually placed at the
antenna aperture) is chosen and, therefore, only the equivalent magnetic currents
are needed [102]. Therefore, the magnetic currents are discretized by means of
known basis functions yielding the following linear system of equations:
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where bn is the weight of the n-th basis function and EMeq,m is the electric field

sample at the m-th considered position. The matrix A has dimensions M × N

where N is the number of basis functions and M is the number of considered
field samples. The elements at row m and column n of matrix A relate the field
at the m-th position radiated by the n-th basis function with the corresponding
evaluation of the Green’s function [99].

The previous system of equations, which is usually overdetermined, is solved
by means of an iterative solver, such as the conjugated gradient method, providing
the minimum error and energy solution to (4.4). After that, the far-field radiation
pattern is computed by using the corresponding radiation integrals [139].

4.2.2 Phaseless sources reconstruction method (pSRM)

The modified version of the SRM considering amplitude-only data requires, as
previously stated, at least two independent acquisition volumes. In this context,
independent means that the spatial variation of the field distribution with distance
provides enough information for the phase retrieval.

For that purpose, the system of equations of (4.4) has to be reformulated to
relate the amplitude of the measured field with the one radiated by the equivalent
currents distribution. This yields the following non-linear system of equations, in
contrast to the conventional SRM, which can be solved using a non-linear mini-
mization method such as Levenberg-Marquardt solver [140]:
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where an initial guess of the equivalent currents distribution must be provided.
This guess can be obtained from the knowledge of the physical geometry of the
AUT assuming a uniform distribution of the currents over the antenna aperture,
i.e., bi = 1 over the antenna aperture and bi = 0 elsewhere. It should be remarked
that, as previously explained, in the presented implementation a planar recon-
struction domain is selected and, as a consequence, only the equivalent magnetic
currents are considered [102]. It should be noted that, if linear field components
are considered, the integral equations relating the measured field samples and the
aperture fields can be decoupled. Once minimization of (4.5) is completed, the
obtained equivalent currents distribution is used to estimate the phase of the field
samples acquired at each acquisition volume, which are then processed using the
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original SRM described in Section 4.2.1 in order to obtain a better estimation.
Once the equivalent currents distribution is computed, the far-field radiation pat-
tern of the AUT can be obtained by means of a NF-FF transformation [139].

4.3 Measurement results

The proposed system was tested by means of several measurements at differ-
ent frequency bands. First, the full-acquisition approach was validated and, after-
wards, the performance of the amplitude-only approach was assessed comparing
the obtained results with those obtained with a standard measurement range and
with those retrieved using the proposed system considering both amplitude and
phase acquisitions.

4.3.1 Full-acquisition based system validation

The performance of the proposed system using both the amplitude and phase
of the measured field was assessed through several measurements at X band and
at Ka band.

4.3.1.1 Measurements in X band

The leaky-wave antenna depicted in Figure 4.6 was measured at 12 GHz with
the proposed system and also in a conventional planar range [141] in order to
have a reference result. The AUT was measured using an open-ended waveguide
WR90 as probe antenna and a VNA (Keysight PNA-X) to measure the radiated
signal.

Figure 4.6: Image of the measured leaky-wave antenna.

The setup used to measure the leaky-wave antenna using the proposed sys-
tem is depicted in Figure 4.7a. The size of the cubic cells used to balance the
distribution of the acquisitions was set to 1 × 1 × 1 cm. During the acquisition a
total of 937 NF samples were measured at an average distance of 11 cm from the
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AUT covering a surface of 27 × 33 cm2. Regarding the measurements using the
planar range, the setup is shown in Figure 4.7b. In this case, a planar acquisition
grid covering an area of 1 × 1 m2 with a sampling step of 1 cm both in the x- and
in the y- axes was defined at 30 cm from the AUT.

(a) (b)

Figure 4.7: Measurement setup using the proposed system (a) and using a con-
ventional planar range.

The normalized amplitude of the equivalent currents distribution obtained
with the SRM from the samples acquired using the proposed system and employ-
ing the planar range is depicted in Figure 4.8a and Figure 4.8b, respectively. As
it can be seen, both distributions are in good agreement. The phase of the equiv-
alent currents distribution retrieved using the proposed system and employing
the planar range is shown in Figure 4.8c and Figure 4.8d, respectively. For a bet-
ter comparison, only the phase where the normalized amplitude of the equivalent
currents distribution is above −15 dB is plotted. As it can be observed, both phase
profiles are in good agreement.

Finally, the far-field pattern was computed from the equivalent currents dis-
tribution by means of a NF-FF transformation. In particular, the results of the
E-plane cut obtained using the proposed system and the planar range are de-
picted in Figure 4.9. It should be noted that position of the maximum of the field
pattern, which is at θ = 22◦, is well estimated using the proposed system. In
addition, the −15 dB sidelobe at θ = 20◦ is also predicted and the rest of the ra-
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(a) (b) (c) (d)

Figure 4.8: Normalized amplitude and phase of the equivalent currents distribu-
tion obtained using the proposed system (a) and (c), respectively, and employing
the planar range (b) and (d), respectively.

Figure 4.9: E-plane cut of far-field pattern of the leaky-wave antenna.
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diation pattern within the angular margin of validity [69] (denoted with vertical
dashed lines) is in a fair agreement with the planar range reference results despite
the freehand measurements not being performed in an anechoic environment.

4.3.1.2 Measurements in Ka band

For the Ka band tests the two-horn antenna array depicted in Figure 4.10a was
measured. The distance between the antennas was 2.1 cm and an open-ended
waveguide WR28 was used as probe. In addition, as for the X band measure-
ments, a PNA-X was used to measure the amplitude and phase of the radiated
signal.

(a) (b)

Figure 4.10: Measurement setup using the proposed system (a) and using a con-
ventional planar range.

For the first test the AUT was deployed in the planar range and it was mea-
sured both with the planar range and using the proposed system. The measure-
ment setup is depicted in Figure 4.10b, where it is possible to see the infrared
cameras attached to the planar range. For the reference measurement the probe
was mounted on the planar range positioner. Employing the proposed system the
operator moved the probe in front of the AUT inside the planar range. The VNA
was configured to measure 201 frequency points between 24 and 32 GHz, being
the sweep time 1.45 ms.

During the freehand scan, a total of 4091 samples were acquired in an area of
19.6× 23.3 cm2 at an average distance of 7.1 cm from the AUT in 984 s. In addition,
the size of the cubic cells used to balance the distribution of the acquisitions was
set to λ/2 × λ/2 × λ/2 at 32 GHz and the maximum number of samples per cell
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(a) (b) (c)

(d) (e) (f)

Figure 4.11: Normalized amplitude and phase of the computed equivalent cur-
rents distribution obtained using the proposed system (a) and (b), respectively,
and employing a standard planar range (d) and (e), respectively. UV representa-
tion of the retrieved antenna radiation pattern obtained using the proposed system
(c) and employing a standard planar range (f).

was set to 5. Using the planar range, a total of 3135 acquisitions were performed
in a regular grid of 24.3 × 25.2 cm2 at 10 cm from the AUT using a λ/2 step at
32 GHz. The step between consecutive samples was λ/2 at 32 GHz and the total
acquisition time was 6173 s.

The normalized amplitude of the reconstructed equivalent currents distribu-
tion at 32 GHz obtained with the proposed system and with the planar range is
depicted in Figure 4.11a and Figure 4.11d, respectively. As it can be seen, although
small artifacts below −20 dB appear when using the proposed system, the results
are similar. The same holds for the phase of the reconstructed equivalent currents
distribution, which is shown in Figure 4.11b and Figure 4.11e using the proposed
system and the planar range, respectively. The UV representation of the far-field
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radiation pattern computed from the equivalent currents distribution estimated
using the proposed system and the planar range is depicted in Figure 4.11c and
Figure 4.11f, respectively. As it can be observed, although the pattern obtained
with the proposed system is noisier than the one measured with the planar range,
the main and the secondary lobes are well-reconstructed, which demonstrates the
accuracy of the proposed system.

For the second test the same two-horn antenna array was deployed outside
the planar range and was scanned using the proposed system considering two
different sizes of the cubic cells used to balance the distribution of the acquisitions.
In particular, during both tests the horizontal size of the cells was set to d = 2 mm.
However, during the first test the value of the vertical size was set to t = 5 mm,
i.e., slightly less than λ/2 at 32 GHz, whilst during the second test this value
was relaxed to t = 20 mm, i.e., almost 4λ at 32 GHz. The maximum number of
samples per cell was set to Q = 5 during both measurements. It should be noted
that some cables had to be replaced resulting in slightly different phase shifts and,
consequently, radiation patterns.

During the measurement considering t = 5 mm, a total of 6573 samples were
acquired during 892 s at an average distance of 3.5 cm from the AUT. The distri-
bution of the acquired samples is depicted in Figure 4.12a. The normalized am-
plitude and phase of the equivalent currents distribution, computed at 32 GHz,
is shown in Figure 4.12b and Figure 4.12c, respectively. During the measurement
considering t = 20 mm a total of 1766 samples were acquired during 223 s at an
average distance of 6.1 cm from the AUT. In this case, the distribution of the ac-
quired samples is depicted in Figure 4.12d and the normalized amplitude and
phase of the equivalent currents distribution, computed at 32 GHz, is shown in
Figure 4.12e and Figure 4.12f, respectively.

As it can be seen in Figure 4.12b and in Figure 4.12e, there are two areas where
the normalized amplitude of the equivalent currents distribution is high, each of
them corresponding the aperture of each horn of the array (the area correspond-
ing to the aperture of each horn is enclosed by a black dashed line). As expected,
the normalized amplitude of the two regions of the equivalent currents distribu-
tion corresponding to the aperture of each horn is similar. In particular, for the
measurement considering t = 5 mm the amplitude difference between the maxi-
mum of each horn was only 0.58 dB. In the case of the measurement considering
t = 20 mm, this difference was 0.12 dB. It should be remarked that both maxima
were separated 2.1 cm, matching the physical separation between the two horns.
Analogously, as it can be observed comparing Figure 4.12c and Figure 4.12f, the
maxima of the normalized amplitude corresponding to each horn are almost in
phase: 1.2◦ difference when t = 5 mm was considered and 4.4◦ when t = 20 mm
was used.

79



4. Freehand antenna diagnosis and characterization system

(a) (b) (c)

(d) (e) (f)

Figure 4.12: Distribution of the positions of the acquired samples (a) and normal-
ized amplitude (b) and phase (c) of the obtained equivalent currents distribution
during the measurement considering t = 5 mm. The same information for the
measurement considering t = 20 mm is displayed in (d), (f) and (e).

Finally, the H-plane cut of the far-field pattern obtained from both measure-
ments, which was computed performing a NF-FF transformation, is depicted Fig-
ure 4.13. In addition, the theoretical pattern, which was obtained considering an
array of two elements separated the same distance as the actual two-horn array,
fed with equal amplitude and phase and considering an element radiation pat-
tern of cos5(θ), is plotted in red. As it can be seen, in both cases the main lobe
(θ = 0◦) and the sidelobes (θ = ±22◦) are well-reconstructed, and the rest of the
H-plane cut within the angular margin of validity of the measurements presents
a fair agreement with the theoretical pattern.

From the results, it can be concluded that, as expected, although the accu-
racy is not as high as the one obtained in typical anechoic antenna measurement
ranges, the results obtained with the proposed system exhibit good accuracy, en-

80



4.3 Measurement results

Figure 4.13: H-plane cut of far-field pattern of the two-horn antenna array.

abling a fast diagnosis and characterization of an AUT outside a laboratory facil-
ity. In addition, although the results obtained after increasing the size of the cubic
cells are noisier than those obtained considering a lower value of t, relaxing the
control of the sampling allows for a much faster diagnosis and characterization
of antennas.

For the last test a variable attenuator was added to one element of the previous
two-horn antenna array as shown in Figure 4.14a. Thus, different amplitudes and
phases are applied to each element of the array. In this case the size of the cubic
cells to control the distribution of the acquisitions was set to 2 × 2 × 5 mm and
the maximum number of samples per cell was set to Q = 5. In addition, as in
the previous measurements, the VNA was configured to acquire 201 frequency
points between 24 and 32 GHz.

During the scan, a total of 7271 acquisitions were performed at an average dis-
tance of 3.6 cm from the AUT aperture. The distribution of the acquired samples
is depicted in Figure 4.14d. The normalized amplitude and phase of the obtained
equivalent currents distribution at 32 GHz is shown in Figure 4.14e and Figure
4.14f, respectively. As it can be seen, one of the two areas where the amplitude
of the equivalent currents distribution is high, corresponding to each horn, is at-
tenuated. In order to have a reference for the amplitude and phase difference be-
tween each horn caused by the attenuator (along the measured frequency band),
each branch of the feeding network was characterized using a VNA. This was
accomplished by measuring directly the S21 parameter of each branch, and then
computing the difference between the two branches. To compare this difference
(measured directly with the VNA) with the results obtained with the proposed
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(a) (b) (c)

(d) (e) (f)

Figure 4.14: Setup using an attenuator connected to one of the horns of the array
(a). Amplitude difference between each horn (b) and error of the phase difference
computed with the proposed system (c). Distribution of the positions of the ac-
quired samples (d) and normalized amplitude (e) and phase (f) of the obtained
equivalent currents distribution at 32 GHz.

system, an equivalent currents distribution was retrieved for each measured fre-
quency. Then, the difference between the normalized amplitude and the phase of
the equivalent currents distribution that corresponds to each horn was computed.
In particular, this difference was computed at the position of the maximum of the
normalized amplitude at the position of each horn. The amplitude difference be-
tween each horn, both obtained directly with VNA and employing the proposed
system is displayed in Figure 4.14b. As it can be seen, the amplitude difference is
very similar in both cases, with errors below 1 dB. Also, the curve obtained with
the proposed system presents a higher ripple, probably due to the presence of
reflections in the near environment. Regarding the phase difference, in this case
the absolute errors between the differences retrieved with the proposed system
and the reference values obtained with the VNA, |ǫ∆φ|, are depicted in Figure
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4.14c. As it can be observed, in 97% of the cases the error is below 5◦, being the
maximum error 7.8◦.

4.3.2 Amplitude-only system validation

This section is devoted to the assessment of the capabilities of the amplitude-
only approach of the proposed system, including measurements at different fre-
quency bands.

4.3.2.1 Measurements in Ka band

The first set of measurements is focused on checking the capabilities of the sys-
tem by comparing different full acquisition schemes versus the proposed phase-
less approach. In particular, during the measurements performed inside the pla-
nar range depicted in Figure 4.10b, the field radiated by the AUT (amplitude
and phase) was measured at two different acquisition volumes using the pro-
posed system. The results obtained employing the proposed system at 32 GHz,
considering phase information, are presented in Section 4.3.1.2, where they are
compared with the results retrieved using a standard planar range. In this section
the results obtained at 30 GHz using only the amplitude information acquired
during two measurements of the AUT using the proposed system are presented
and compared with the results achieved considering both amplitude and phase
information using the proposed system and the conventional planar range.

First, the main parameters of the two measurements presented in Section
4.3.1.2 (one acquisition volume with the proposed system and the measurement
with the planar range) are recalled in Table 4.1, where the parameters of the sec-
ond acquisition volume measured with the proposed system are also included.

Measurement # of samples Avg. dist. to
AUT (cm)

Time (s) Scanned
area (cm2)

Planar range 3135 10 6173 24.3 × 25.2
Prop. system S1 4091 7.1 984 19.6 × 23.3
Prop. system S2 2278 4.9 566 16 × 16

Table 4.1: Summary of the acquisitions performed at Ka band to assess the per-
formance of the amplitude-only approach of the proposed system.

The normalized amplitude of the samples acquired with the proposed system
within the acquisition volumes S1 and S2, is depicted in Figure 4.15a and Figure
4.15b, respectively. It should be noted that, as expected, the farther the acquisition

83



4. Freehand antenna diagnosis and characterization system

volume is from the AUT, the bigger the scanned area must be due to the field
spreading.

(a) (b)

Figure 4.15: Normalized amplitude of the acquired field samples within the ac-
quisition volume the farthest to the AUT, S1, (a) and within the closest one, S2,
(b).

The normalized amplitude and phase of the equivalent currents distribution
obtained applying the SRM to the samples acquired using the planar range, which
will be used as reference, are depicted in Figure 4.16a and Figure 4.16b, respec-
tively. The UV representation of the retrieved radiation pattern is shown in Figure
4.16c.

The same results obtained using the full-acquisition approach of the proposed
system, i.e. using the amplitude and phase of the measured field samples, and
computed with the acquisitions made within S1 are displayed in Figure 4.16d,
Figure 4.16e and Figure 4.16f, respectively. As it can be observed, although the
obtained results are noisier than the reference ones due to the freehand non-
uniform sampling, they accurately show the status of the antenna elements and
its radiation pattern.

Finally, the performance of the amplitude-only approach of the proposed sys-
tem was evaluated employing only the amplitude of the samples gathered within
both acquisition volumes, S1 and S2, which is depicted in Figure 4.15a and Fig-
ure 4.15b, to perform the diagnosis and characterization of the two-horn antenna
array. In particular, the normalized amplitude and phase of the computed equiv-
alent currents distribution, retrieved using the pSRM, are depicted in Figure 4.16g
and Figure 4.16h, respectively. In addition, the UV representation of the retrieved
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 4.16: Normalized amplitude and phase of the equivalent currents distri-
bution obtained using a standard planar range (a) and (b), respectively, and UV
representation of the retrieved radiation pattern (c). The same using the full-
acquisition approach of the proposed system is shown in (c), (d) and (f), respec-
tively, and using the phaseless approach in (g), (h) and (i), respectively.

radiation pattern is shown in Figure 4.16i. As it can be seen, the results obtained
using amplitude-only data are slightly noisier than the reference ones, in line
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with the results retrieved with the full-acquisition approach of the proposed sys-
tem, that is, using both amplitude and phase data. This is a consequence of the
freehand nature of the proposed system, which yields a non-uniform sampling
distribution. Nonetheless, the results achieved with both approaches of the pro-
posed system are similar to the reference ones. In particular, these results show
the capability of the proposed freehand phaseless system to provide an accurate
and fast diagnosis and characterization of an AUT.

4.3.2.2 Measurements in V band

The second set of measurements was performed at the facilities of the Institute
of Electronics, Microelectronics and Nanotechnology (IEMN) of the University of
Lille. In this case, the measurements were accomplished at 60 GHz using first
a VNA (Keysight E8361A PNA) to obtain a reference measurement using the
full-acquisition approach (employing both amplitude and phase information) of
the proposed system. Afterwards, the performance of the phaseless approach of
the proposed system was evaluated employing a spectrum analyzer (R&S FSU67)
to acquire amplitude-only measurements while the VNA was configured as a
source to feed the AUT. In this case, the size of the cubic cells used to balance
the distribution of the acquisitions was set to λ/2 × λ/2 × λ/2 at 60 GHz and the
maximum number of acquisitions was set to 5. Again, four infrared cameras were
used to track the probe antenna as explained in Section 4.1.1.3.

(a) (b)

Figure 4.17: Measurement setup (a) and probe antenna (b) for the V band mea-
surements.
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The measurement setup is depicted in Figure 4.17a, where it is possible to
see the AUT: a PTFE plano-convex lens of 2.54 cm radius (5.1λ at 60 GHz) fed by
an open Double-Ridged Waveguide (DRWG) 2 × 2 array. Four reflective mark-
ers were attached to the probe antenna, which was another sample of the same
DRWG 2 × 2 antenna used to feed the lens, to track it with the infrared cameras
(See Figure 4.17b).

As previously explained, the AUT, shown in Figure 4.18a was first character-
ized using the full-acquisition approach of the proposed system, i.e., measuring
amplitude and phase of its radiated field. Then, the AUT was characterized using
the amplitude-only approach of the proposed system by acquiring amplitude
field measurements within two different acquisition volumes with the spectrum
analyzer. The main parameters of the full-acquisition measurement and of the
amplitude-only scan within each of the two acquisition volumes are summarized
in Table 4.2.

Measurement # of
samples

Avg. dist. to
AUT (cm)

Time (s) Scanned
area (cm2)

Amp. & Phase 2351 11.1 505 7.1 × 7.5
Amp. only S1 3444 8.8 373 8.4 × 7.1
Amp. only S2 4560 15.3 563 9.1 × 7.7

Table 4.2: Summary of the acquisitions performed to measure the AUT at V band.

The normalized amplitude of the computed equivalent currents distribution
obtained with the SRM and the full-acquisition approach of the proposed sys-
tem, depicted in Figure 4.18d, is compared with the one retrieved employing the
amplitude-only version of the proposed system, which uses the pSRM, and that
is shown in Figure 4.18g. The phase of the equivalent currents distribution ob-
tained with the full-acquisition approach and with the amplitude-only version of
the proposed system is depicted in Figure 4.19d and Figure 4.19g, respectively.
As it can be seen, the region of the computed equivalent currents distribution
where the amplitude is high matches the physical dimensions of the lens, whose
edge is illustrated with a solid-black line. It should be noted that, in a similar
fashion as for the Ka band measurements, although the results obtained with the
amplitude-only approach of the proposed system are slightly noisier than those
retrieved using phase information, they show a good accuracy.

In addition, several tests were performed in order to assess the diagnosis ca-
pabilities of the proposed system. For this purpose, two different defects were
introduced to the AUT using aluminum foil.
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First, an aluminum strip crossing the lens was used as shown in Figure 4.19b.
Once again, first a reference measurement using the full-acquisition approach of
the proposed system, acquiring both the amplitude and phase of the field radiated
by the AUT, was performed using the VNA. Afterwards, the AUT was measured
employing the amplitude-only version of the proposed system with a spectrum
analyzer. A summary of the parameters of each scan can be found in the first
three rows of Table 4.3.

Defect Measurement # of
samples

Avg. dist. to
AUT (cm)

Time
(s)

Scanned
area (cm2)

Al. strip
Amp. & Phase 2833 11.3 821 9.2 × 6.9
Amp. only S1 4860 8.8 467 8.8 × 7.9
Amp. only S2 5321 13.1 552 10.7 × 8.2

Al. patch
Amp. & Phase 3090 11.2 758 7.5 × 7.4
Amp. only S1 3941 8.9 526 8.3 × 6.7
Amp. only S2 4747 13.5 628 9.4 × 9.1

Table 4.3: Summary of the acquisitions performed to evaluate the diagnosis capa-
bilities of the proposed system.

The normalized amplitude of the equivalent currents distribution retrieved
with the full-acquisition approach of the proposed system and only considering
amplitude data is depicted in Figure 4.18e and Figure 4.18h, respectively. As it can
be seen, in both cases the amplitude of the retrieved equivalent currents distribu-
tion vanishes where the aluminum strip was placed. The phase of the equivalent
currents distribution computed with both approaches is displayed in Figure 4.19e
and in Figure 4.19h, for the full-acquisition scheme and for the amplitude-only
case, respectively. Analogously, the phase of the equivalent currents distribution
is disrupted where the aluminum strip was placed.

For the second set of experiments, the aluminum strip was replaced by an alu-
minum patch as shown in Figure 4.18c. As in the previous tests, the AUT with the
aluminum patch was measured first using the VNA and the full-acquisition ap-
proach of the proposed system. Afterwards, it was measured with the amplitude-
only version of the proposed system acquiring amplitude samples within two
different acquisition volumes employing the spectrum analyzer. A summary of
the parameters of each scan can be found in the last three rows of Table 4.3.

Once again, as it can be observed in Figure 4.18f and in Figure 4.18i, where the
normalized amplitude of the equivalent currents distribution retrieved with the
full-acquisition approach and computed considering amplitude-only measure-
ments are depicted, respectively, the normalized amplitude vanishes where the
aluminum patch was placed. Analogously, the phase of the equivalent currents
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(d) (e) (f)

(g) (h) (i)

Figure 4.18: Image of the AUT (a) and picture of the AUT with an aluminum
strip and with an aluminum patch to simulate an antenna malfunction, (b) and
(c), respectively. Normalized amplitude of the equivalent currents distribution of
the AUT retrieved with the full-acquisition approach of the proposed system and
with its phaseless version, (d) and (g), respectively. The same for the AUT with
the aluminum strip, (e) and (h), respectively, and for the AUT with aluminum
patch, (f) and (i), respectively.
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(d) (e) (f)

(g) (h) (i)

Figure 4.19: Image of the AUT (a) and picture of the AUT with an aluminum strip
and with an aluminum patch to simulate an antenna malfunction, (b) and (c),
respectively. Phase of the equivalent currents distribution of the AUT retrieved
with the full-acquisition approach of the proposed system and with its phaseless
version, (d) and (g), respectively. The same for the AUT with the aluminum
strip, (e) and (h), respectively, and for the AUT with aluminum patch, (f) and
(i), respectively.
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distribution is disrupted where the aluminum patch was placed in both cases (see
Figure 4.19f and Figure 4.19i, for the results obtained with the full-acquisition ap-
proach and for those obtained with the phaseless version of the proposed system,
respectively).

These results demonstrate the capability of the proposed system, both consid-
ering full-acquisition and also amplitude-only measurements, to provide fast (in
a matter of some minutes for a 81λ2 antenna) and accurate diagnosis of antenna
malfunctions at V band.

4.3.2.3 Measurements at 300 GHz

Several measurements were performed at 300 GHz, pushing to the limits of
the tracking system, to assess the performance of the proposed system. Due the
use of a sub-THz frequency, in this case only amplitude measurements were con-
sidered. These measurements were also performed at the facilities of the IEMN.
The measurement setup is depicted in Figure 4.20a. In this case the AUT was a
conical horn antenna. The transmitted signal was generated using a signal gen-
erator, whose output signal was upconverted using a signal generator extension
module. On the receiving side, the probe antenna, in this case an OEWG depicted
in Figure 4.20b, was connected to a spectrum analyzer extension module, which
was wired to the spectrum analyzer used for the amplitude-only measurements
presented in Section 4.3.2.2. The same tracking system as in the previous mea-
surements, which comprises four infrared cameras, was employed. In this case,
the size of the cubic cells used to balance the distribution of the acquisitions was
set to λ/2 × λ/2 × λ at 300 GHz and the maximum number of samples per cell
was set to 5.

As in previous amplitude-only measurements, amplitude samples were ac-
quired within two different acquisition volumes. The main parameters of each
scan are summarized in Table 4.4. It should be noted that, as the size of the cubic
cells used to balance the distribution of the acquisitions is smaller than in pre-
vious measurements due to the higher working frequency, the time required to
perform a scan grows as it is more difficult for the operator of the system to keep
the probe within each acquisition volume. Even so, the flexibility of the system
enables reliable results in a time which is significantly less than that needed when
using a conventional antenna measurement facility.

The normalized amplitude of the field samples acquired within each acquisi-
tion volume is depicted in Figure 4.21a and in Figure 4.21b, respectively.

The normalized amplitude and phase of the equivalent currents distribution
computed using the pSRM employing the amplitude measurements acquired
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(a) (b)

Figure 4.20: Measurement setup (a) and probe antenna (b) for the 300 GHz mea-
surements.

Measurement # of
samples

Avg. dist. to
AUT (cm)

Time (s) Scanned
area (cm2)

Amp. only S1 6020 4.7 1162 4.1 × 5.4
Amp. only S2 10314 7.6 2313 5.4 × 7.7

Table 4.4: Summary of the acquisitions performed to measure the AUT at
300 GHz.

using the proposed system is depicted in Figure 4.22a and Figure 4.22b, respec-
tively. As it can be observed, the area in which the normalized amplitude of the
retrieved equivalent currents distribution is high corresponds to the AUT aper-
ture, which is enclosed with a dashed black line in Figure 4.22a. The E-plane
cut and the H-plane cut of the retrieved radiation pattern are shown in Figure
4.22c and Figure 4.22d, respectively, along with the reference cuts obtained with
the conventional antenna measurement range of the IEMN [142]. As it can be
seen, in both cuts of the radiation pattern the main lobe is well-estimated. In
addition, the position of the secondary lobes in the H-plane cut within the angu-
lar margin of validity is also well-predicted, although the level of the secondary
lobes of the pattern retrieved with the proposed system are slightly higher than
in the reference pattern. Therefore, it can be concluded that using the proposed
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(a) (b)

Figure 4.21: Normalized amplitude of the acquired field samples within the ac-
quisition volume closest to the AUT, S1, (a) and within the farthest one, S2, (b).

system a good diagnosis and a fair characterization of antennas, even at sub-THz
frequencies can be performed in a fast and flexible manner.

4.4 Concluding remarks

This chapter summarizes the results in the field of freehand antenna diagnosis
and characterization. The proposed system is based on acquiring samples of the
field radiated by the AUT by moving a handheld probe in front of its aperture.
The position and attitude of the probe are tracked so that the acquired field sam-
ples can be combined to compute an equivalent currents distribution on the AUT
aperture. It should be noted that, analogously to the freehand imaging system,
in addition to the usage of a processing technique able to consider non-uniform
acquisitions, a methodology to balance the distribution of the irregularly acquired
samples had to be implement to avoid anomalous solutions during the equivalent
currents computation. Afterwards, the FF radiation pattern of the AUT can be
retrieved by means of the corresponding radiation integrals. The performance of
the proposed system was validated through several measurements. In particular,
the system was first evaluated considering full-acquisitions (i.e., amplitude and
phase) [x], [ix], [V]. In a second step, the performance of the system was assessed
considering amplitude-only measurements, avoiding the need of a phase refer-
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(a) (b)

(c) (d)

Figure 4.22: Normalized amplitude (a) and phase (b) of the computed equivalent
currents distribution of the AUT. E-plane (c) and H-plane (d) cut of the retrieved
FF pattern.

ence and simplifying the hardware required to perform the field acquisition [iv].
This enables the diagnosis of antennas under operational conditions, reduces the
overall cost of the equipment and extends the maximum working frequency of
the proposed system.
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5.1 Conclusions

This dissertation, presented by compendium of publications, is mainly based
in the publications [I]-[V], which are summarized in this document. First, chapter
1 presents a review of the state-of-the art related to the proposed systems. Chapter
2 describes the developed RFID-based systems and their validation. A handheld
imaging system is presented in Chapter 3 and Chapter 4 introduces a handheld
system for the diagnosis and characterization of antennas.

The first of the developed RFID-based systems was designed for the estima-
tion of the attitude of tagged goods using an array of RFID tags [xviii], [xvii], [II].
In particular, the system employs the phase of the signals backscattered by the
RFID tags of the array [I]. The direction of arrival of the RFID signals impinging
the array is computed employing the MUSIC algorithm and afterwards, the atti-
tude of the array is estimated. In this regard, the geometry of the array of RFID
tags plays an important role. In particular, the use of a ULA makes possible to
obtain azimuth estimations, whilst the use of a UCA allows the determination of
both the azimuth and the elevation of the array of tags. In this thesis both alterna-
tives have been considered. Specifically, the impact on the system performance of
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array imperfections was evaluated by means of simulations and the accuracy of
both approaches has been experimentally validated. Results show a good accu-
racy in a wide angular range, both in a controlled environment and in an indoor
scenario. In addition, the use of the proposed system, which can be used to im-
prove the automation of logistic processes, to also obtain position estimations was
studied in [xvi].

The second RFID-based system designed within this thesis is devoted to mon-
itor the transit of goods at checkpoints [xi], [III]. It relies on the use of a reference
grid of passive RFID tags placed on the floor and a single antenna connected
to a reader. For the estimation of the movement direction of goods, the system
leverages the shadowing effect produced when the RFID tags are blocked by the
transpallet or forklift that carries the goods. In this case, the shadowing effect is
quantified both in terms of missed tags (i.e., tags that were not read in a time slot)
and in terms of a reduction in the number of readings of tags. This information is
then used as the input features of a neural network, which determines the move-
ment direction of the tagged goods. A proof-of-concept of the proposed system
was validated during a measurement campaign performed at the facilities of the
University of Pisa. The main advantages of this system are its reduced hardware
complexity, making it cost-effective and easy-to-deploy, and its robustness.

Regarding the handheld imaging system [v], [IV], to the best author’s knowl-
edge, the proposed solution is the first that performs SAR imaging with a com-
pletely 3D freehand scanning and a pocket-size device. In particular, the proposed
system employs a compact mm-Wave radar-on-chip module, whose position and
attitude is tracked while it is moved over the area under scan, to generate real-time
high-resolution electromagnetic images. These images are shown to the operator
of the system as more data is acquired, who can adapt the scan of the inspected
area accordingly. Initially, the system was tested considering a quasi-monostatic
approach showing good results. Afterwards, the system was extended to a MIMO
configuration yielding a significantly faster scanning speed and higher-quality im-
ages. In addition, a calibration method to reduce positioning errors, which greatly
improves the quality of the obtained images, has been proposed.

The handheld system for antenna diagnosis and characterization is based on
acquiring samples of the field radiated by the AUT by moving a handheld probe
antenna in front of its aperture. The position and attitude of the probe antenna is
tracked so that the acquired field samples can be combined to compute an equiv-
alent currents distribution on the AUT aperture. Afterwards, the FF radiation
pattern of the AUT can be retrieved by means of the corresponding radiation in-
tegrals. Initially, the proposed system was implemented considering both ampli-
tude and phase measurements [x], [ix], [V]. In this case, the equivalent currents
distribution is retrieved using the SRM. Afterwards, the proposed system was
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modified to employ amplitude-only measurements, avoiding the need of a phase
reference and simplifying the hardware required to perform the field acquisition
[iv]. The use of amplitude measurements allows the diagnosis and characteri-
zation of antennas under operational conditions, reduces the overall cost of the
equipment and extends the maximum working frequency of the proposed sys-
tem, which has been tested up to sub-mmWave frequencies. Due to its flexibility,
the proposed system is of great interest in different applications such as the quick
performance evaluation of antennas in laboratory conditions, or the characteriza-
tion of already deployed and on-board antennas.

The research developed within this dissertation, performed in the framework
of seven national and regional research projects, has been published in high-
impact international journals and in contributions to international conferences.
In addition, it should be remarked that the research work has achieved signifi-
cant recognition in the scientific community. In particular, the doctoral candidate
received a grant from the company TICRA to attend to the European Confer-
ence on Antennas and Propagation (EuCAP) in 2020, and he was awarded with
the second place in the Best Student Paper Award in the 41st Annual Meeting
and Symposium of the Antenna Measurement Techniques Association (AMTA)
in 2019.

5.2 Future work

Both of the RFID-based developed systems have been tested in indoor scenar-
ios, although further improvements such as detecting roll changes can be inves-
tigated. In addition, an extensive validation campaign under operational condi-
tions, e.g., in a warehouse, can be of great interest.

Concerning the handheld imaging system, the use of an alternative position-
ing system, which could be integrated in the handheld device, replacing the mo-
tion tracking system, would increase the flexibility of the system. Furthermore,
the use of a radar module with a higher number of transmitters and receivers
would be of great interest to enhance the scanning speed and the image quality
of the retrieved images. In this regard, the development of a more efficient al-
gorithm capable of processing non-uniformly acquired data would also be very
valuable.

Finally, regarding the antenna diagnosis and characterization system, the de-
velopment of a sampling strategy to enable the retrieval of real-time results em-
ploying amplitude-only acquisitions would be helpful to assist the system oper-
ator. In addition, the use of the proposed system considering modulated signals
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could be useful for the characterization of antennas under fully-operational con-
ditions.
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❛❜✐❧✐t② t♦ tr❛❝❦ ✐ts ♣♦s✐t✐♦♥ ♣r♦✈✐❞❡ ❛ ❣r❡❛t ❛❞❞❡❞ ✈❛❧✉❡✳ ■♥ ♦r❞❡r t♦ ❛❝❤✐❡✈❡ t❤❛t✱ ✐t ✐s ♥❡❝❡ss❛r② t♦ ❞❡♣❧♦②✺

s❡♥s♦r ♥❡t✇♦r❦s ✐♥ t❤❡ ❛r❡❛ ♦❢ ✐♥t❡r❡st✳ ❚❤❡r❡ ❛r❡ ❞✐✛❡r❡♥t s❡♥s✐♥❣ ❞❡✈✐❝❡s ❜❛s❡❞ ♦♥ ✈❛r✐♦✉s ♣r✐♥❝✐♣❧❡s s✉❝❤

❛s ✈✐s✐❜❧❡ ❧✐❣❤t✱ ✐♥❢r❛r❡❞✱ ✉❧tr❛s♦✉♥❞s ♦r r❛❞✐♦❢r❡q✉❡♥❝②✱ ✇❤✐❝❤ ✐s ❛❜❧❡ t♦ ✇♦r❦ ✐♥ ♥♦♥✲❧✐♥❡ ♦❢ s✐❣❤t s✐t✉❛t✐♦♥s✳

❍♦✇❡✈❡r✱ ✐t ✐s ❞❡s✐r❛❜❧❡ t♦ ✉s❡ ❝♦st ❡✛❡❝t✐✈❡ ❤❛r❞✇❛r❡ t♦ ❡♥❛❜❧❡ t❤❡ ❞❡♣❧♦②♠❡♥t ♦❢ ❧❛r❣❡ s❡♥s♦r ♥❡t✇♦r❦s

✇✐t❤♦✉t ✈❡r② ❧❛r❣❡ ✐♥✈❡st♠❡♥ts✳

❆ t❡❝❤♥♦❧♦❣② t❤❛t s✉✣❝❡s t❤❡ ♣r❡✈✐♦✉s r❡q✉✐r❡♠❡♥ts ✐s ❘❛❞✐♦ ❋r❡q✉❡♥❝② ■❉❡♥t✐✜❝❛t✐♦♥ ✭❘❋■❉✮✱ ✇❤✐❝❤ ✐s✶✵

✇✐❞❡❧② s♣r❡❛❞ ❢♦r t❤❡ ✐❞❡♥t✐✜❝❛t✐♦♥ ♦❢ ❣♦♦❞s✳ ❆♠♦♥❣ t❤❡ ❞✐✛❡r❡♥t ❘❋■❉ st❛♥❞❛r❞s✱ t❤❡ ❊P❈❣❧♦❜❛❧ ●❡♥✷ ❬✶❪

✭❞❡✜♥❡❞ ❢♦r t❤❡ ❯❍❋ ❜❛♥❞✮ ✐s ✈❡r② ♠❛t✉r❡ ❛♥❞ ❛ ❧♦t ♦❢ r❡s❡❛r❝❤ ❜❛s❡❞ ♦♥ ✐t ❤❛s ❜❡❡♥ ❝❛rr✐❡❞ ♦✉t✳ ❚❤❡ ❜❛s✐❝

❛r❝❤✐t❡❝t✉r❡ ♦❢ t❤❡s❡ s②st❡♠s ❝♦♥s✐sts ♦❢ ❛♥ ❘❋■❉ r❡❛❞❡r✱ ✇❤✐❝❤ ✐♥t❡rr♦❣❛t❡s ♦r q✉❡r✐❡s t❤❡ ❘❋■❉ t❛❣s✱ ❛♥❞

❘❋■❉ t❛❣s✱ ✇❤✐❝❤ ❛♥s✇❡r t♦ t❤❡ r❡❛❞❡r✳ ❚❤❡r❡ ❛r❡ s❡✈❡r❛❧ t②♣❡s ♦❢ ❘❋■❉ t❛❣s ✭❛❝t✐✈❡✱ ♣❛ss✐✈❡ ♦r s❡♠✐✲♣❛ss✐✈❡

❬✷❪✮✱ ❜✉t t❤❡ ♣❛ss✐✈❡ t❛❣s ❛r❡ ♦❢ s♣❡❝✐❛❧ ✐♥t❡r❡st s✐♥❝❡ t❤❡② ❞♦ ♥♦t ❤❛✈❡ ❜❛tt❡r✐❡s ❛♥❞ t❤❡✐r ❝♦st ✐s ❡①tr❡♠❡❧②✶✺

∗❈♦rr❡s♣♦♥❞✐♥❣ ❛✉t❤♦r
❊♠❛✐❧ ❛❞❞r❡ss✿ ❣❛♥❛r❝✐❛♥❞✐❅ts❝✳✉♥✐♦✈✐✳❡s ✭●✉✐❧❧❡r♠♦ ❆❧✈❛r❡③✲◆❛r❝✐❛♥❞✐✮

Pr❡♣r✐♥t s✉❜♠✐tt❡❞ t♦ ❙❡♥s♦rs ❛♥❞ ❆❝t✉❛t♦rs ❆✿ P❤②s✐❝❛❧ ❆♣r✐❧ ✾✱ ✷✵✷✶



I

❧♦✇ ✭❡✉r♦ ❝❡♥ts✮✳ ❆❧t❤♦✉❣❤ t❤❡ r❡❛❞ r❛♥❣❡ ♦❢ ♣❛ss✐✈❡ t❛❣s ✐s r❡❞✉❝❡❞ t♦ ❧❡ss t❤❛♥ ✶✵ ♠✱ t❤❡② ❛r❡ ♣♦✇❡r❡❞

✉♣ ❛♥❞ ❜❛❝❦s❝❛tt❡r t❤❡ ✐♥❢♦r♠❛t✐♦♥ t♦ t❤❡ r❡❝❡✐✈❡r ✇✐t❤ t❤❡ ❡♥❡r❣② ♦❢ t❤❡ s✐❣♥❛❧ ♦❢ t❤❡ r❡❛❞❡r✳ ■♥ ❛❞❞✐t✐♦♥✱

t❤❡② ❤❛r❞❧② r❡q✉✐r❡ ♠❛✐♥t❡♥❛♥❝❡✳

■♥ t❤✐s ❝♦♥t❡①t✱ s❡✈❡r❛❧ ♣❛ss✐✈❡✲❘❋■❉ ❧♦❝❛t✐♦♥ s②st❡♠s ❤❛✈❡ ❜❡❡♥ ♣r♦♣♦s❡❞✳ ▼♦st ♦❢ t❤❡♠ ❛r❡ ❜❛s❡❞

♦♥ r❡❝❡✐✈❡❞ s✐❣♥❛❧ str❡♥❣t❤ ✭❘❙❙✮ ♠❡❛s✉r❡♠❡♥ts✱ ❛s t❤✐s ✐s t❤❡ ♣❛r❛♠❡t❡r ♣r♦✈✐❞❡❞ ❜② ♠♦st ❝♦♠♠❡r❝✐❛❧✷✵

r❡❛❞❡rs ❢♦r ♠♦♥♦st❛t✐❝ ❛s ✇❡❧❧ ❛s ♠✉❧t✐st❛t✐❝ ❝♦♥✜❣✉r❛t✐♦♥s✳ ❆♠♦♥❣ t❤❡s❡ s②st❡♠s✱ t❤❡r❡ ❛r❡ s♦♠❡ t❤❛t

❝♦♥s✐st ♦❢ ❞❡♣❧♦②✐♥❣ ❘❋■❉ t❛❣s ✐♥ t❤❡ t❡st s❝❡♥❛r✐♦ ❛♥❞ ♠♦✉♥t✐♥❣ ♦♥❡ ♦r ♠♦r❡ r❡❛❞❡rs ✐♥ t❤❡ ♠♦❜✐❧❡ ❛ss❡ts✳

❚❤❡ ❛❝❝✉r❛❝② ♦❢ s✉❝❤ s②st❡♠s ❞❡♣❡♥❞s ♠❛✐♥❧② ♦♥ t❤❡ ❞❡♥s✐t② ♦❢ ❞❡♣❧♦②❡❞ t❛❣s ❬✸❪✳ ■♥ ♦t❤❡r ❘❙❙✲❜❛s❡❞

s②st❡♠s✱ t❤❡ ♦❜❥❡❝ts t♦ ❜❡ tr❛❝❦❡❞ ❛r❡ ❡q✉✐♣♣❡❞ ✇✐t❤ ❘❋■❉ t❛❣s ❛♥❞ s❡✈❡r❛❧ r❡❛❞❡rs ❛r❡ ❞❡♣❧♦②❡❞ ❬✹✱ ✺✱ ✻❪✳

❍♦✇❡✈❡r✱ ❘❙❙ ♠❡❛s✉r❡♠❡♥ts✱ ❡s♣❡❝✐❛❧❧② ✐♥ ✐♥❞♦♦r ❡♥✈✐r♦♥♠❡♥ts✱ ❛r❡ s✉❜❥❡❝t t♦ ✢✉❝t✉❛t✐♦♥s ❞✉❡ t♦ ♠✉❧t✐♣❛t❤✷✺

♣r♦♣❛❣❛t✐♦♥ ✇❤✐❝❤ ❧❡❛❞ t♦ ❛♥ ❛❝❝✉r❛❝② r❡❞✉❝t✐♦♥✳ ❚❤❡r❡ ❛r❡ ♦t❤❡r s②st❡♠s ❜❛s❡❞ ♦♥ ♣❤❛s❡ ♠❡❛s✉r❡♠❡♥ts

♦❢ t❤❡ s✐❣♥❛❧ ❜❛❝❦s❝❛tt❡r❡❞ ❜② ❘❋■❉ t❛❣s✳ ❚❤❛t ✐♥❢♦r♠❛t✐♦♥ ❝❛♥ ❜❡ ✉s❡❞ t♦ tr✐❛♥❣✉❧❛t❡ t❤❡ ♣♦s✐t✐♦♥ ♦❢ t❤❡

t❛❣s ❬✼✱ ✽✱ ✾❪ ♦r t♦ ❝r❡❛t❡ s②♥t❤❡t✐❝ ❛♣❡rt✉r❡s s✉❝❤ ✉s ✐♥ ❬✶✵❪✱ ✇❤❡r❡ ❛ r❡❛❞❡r ✭✇❤♦s❡ tr❛❥❡❝t♦r② ♠✉st ❜❡

❦♥♦✇♥✮ ✐s ♠♦✈❡❞ ✇❤✐❧❡ ✐t q✉❡r✐❡s t❤❡ ❘❋■❉ t❛❣s t♦ ❜❡ ❧♦❝❛t❡❞✱ ♦r ✐♥✈❡rs❡ s②♥t❤❡t✐❝ ❛♣❡rt✉r❡s ❛s ♣r❡s❡♥t❡❞ ✐♥

❬✶✶✱ ✶✷❪ ✭✇❤❡r❡ ❛♥ ❘❋■❉ r❡❛❞❡r ✐s st❛t✐❝ ✇❤✐❧st ❛ t❛❣✱ ✇❤♦s❡ tr❛❥❡❝t♦r② ♠✉st ❜❡ ❦♥♦✇♥✱ ✐s ♠♦✈✐♥❣✮✳ ❚♦ t❤❡✸✵

❜❡st ❛✉t❤♦rs✬ ❦♥♦✇❧❡❞❣❡✱ t❤❡s❡ ♣❛r❛♠❡t❡rs ❛r❡ ♦♥❧② ♣r♦✈✐❞❡❞ ❜② s♦♠❡ ♦❢ t❤❡ ♠♦st ♠♦❞❡r♥ r❡❛❞❡rs ❛♥❞ ♦♥❧②

❛✈❛✐❧❛❜❧❡ ❢♦r ♠♦♥♦st❛t✐❝ s❡t✉♣s✳ ◆❡✈❡rt❤❡❧❡ss✱ ✐t ❤❛s ❜❡❡♥ s❤♦✇♥ t❤❛t t❤✐s ✐♥❢♦r♠❛t✐♦♥ ❝❛♥ ❜❡ ❡①♣❧♦✐t❡❞ t♦

✐♠♣r♦✈❡ ❛❧r❡❛❞② ❛✈❛✐❧❛❜❧❡ s❡t✉♣s✳ ■♥ ❛❞❞✐t✐♦♥✱ t❤❡ ♣❡r❢♦r♠❛♥❝❡ ♦❢ t❤❡s❡ s②st❡♠s ❝❛♥ ❜❡ ❡♥❤❛♥❝❡❞ ❜② ✉s✐♥❣

s❡✈❡r❛❧ ❝❛rr✐❡r ❢r❡q✉❡♥❝✐❡s✳

❖♥❧② ❧✐tt❧❡ r❡s❡❛r❝❤ ❤❛s ❜❡❡♥ ❞♦♥❡ ✉s✐♥❣ ❜✐st❛t✐❝ ❛♣♣r♦❛❝❤❡s ❜❛s❡❞ ♦♥ ❡✐t❤❡r ❘❙❙ ❬✶✸❪ ♦r ♣❤❛s❡ ♠❡❛s✉r❡✲✸✺

♠❡♥ts ❬✶✹✱ ✶✺❪✳ ❚❤✐s ❛♣♣r♦❛❝❤ ❝❛♥ ❜❡ ❛❞✈❛♥t❛❣❡♦✉s ✐♥ s♦♠❡ s✐t✉❛t✐♦♥s ✐♥ t❡r♠s ♦❢ ✢❡①✐❜✐❧✐t② ♦❢ t❤❡ s❡t✉♣✱

t❤❡ ♦❜t❛✐♥❡❞ ♣❤❛s❡ ♠❡❛s✉r❡♠❡♥ts ✭❝♦♠❜✐♥✐♥❣ ✐♥❢♦r♠❛t✐♦♥ ❢r♦♠ t❤❡ ❞✐r❡❝t ♣❛t❤ ❜❡t✇❡❡♥ ❛♥t❡♥♥❛s ❛♥❞ t❤❡

♣❛t❤ ❛♥t❡♥♥❛✲t❛❣✲❛♥t❡♥♥❛✮ ❛♥❞ t❤❡ ♣♦t❡♥t✐❛❧ ❛♣♣❧✐❝❛t✐♦♥ ♦❢ ♦t❤❡r t❡❝❤♥✐q✉❡s s✉❝❤ ❛s t♦♠♦❣r❛♣❤② t♦ ❡♥❛❜❧❡

❛❞✈❛♥❝❡❞ ❞❡✈✐❝❡✲❢r❡❡ ✉s❡r ❧♦❝❛❧✐③❛t✐♦♥✱ ✇❤❡r❡ t❤❡ ✉s❡rs ❞♦ ♥♦t ❝♦♦♣❡r❛t❡ ✇✐t❤ t❤❡ ❧♦❝❛t✐♦♥ s❡♥s✐♥❣ ♥❡t✇♦r❦✱

✐✳❡✳✱ t❤❡② ❞♦ ♥♦t ❝❛rr② ❛♥② ❞❡✈✐❝❡ ♦❢ t❤❡ s②st❡♠ s✉❝❤ ❛s ❛♥ ❘❋■❉ t❛❣✳✹✵

❆ ❞✐✛❡r❡♥t ❛♣♣r♦❛❝❤ ✐s ♣r♦♣♦s❡❞ ✐♥ ❬✶✻❪✱ ✇❤❡r❡ ❛♣❛rt ❢r♦♠ ❘❋■❉ r❡❛❞❡rs ❛♥❞ ❘❋■❉ t❛❣s✱ t❤❡r❡ ✐s ❛ t❤✐r❞

❦✐♥❞ ♦❢ ❞❡✈✐❝❡s ❝❛❧❧❡❞ ❘❋■❉ ❧✐st❡♥❡rs✳ ❚❤❡s❡ ❞❡✈✐❝❡s ❞♦ ♥♦t ♣❧❛② ❛♥ ❛❝t✐✈❡ r♦❧❡ ✐♥ t❤❡ ❝♦♠♠✉♥✐❝❛t✐♦♥✱ t❤❡②

❞❡❝♦❞❡ t❤❡ ♠❡ss❛❣❡s ❜❡t✇❡❡♥ t❤❡ r❡❛❞❡r ❛♥❞ t❤❡ t❛❣✳ ❍♦✇❡✈❡r✱ ♣❤❛s❡ r❡tr✐❡✈❛❧ ✐♥❢♦r♠❛t✐♦♥ ❤❛s ♥♦t ❜❡❡♥

❡①♣❧♦✐t❡❞ ❜② t❤❡s❡ ❞❡✈✐❝❡s✳ ■♥ ❢❛❝t✱ t❤❡② ❛r❡ ♠♦st❧② ❜❛s❡❞ ♦♥ ❆❙❑ ❞❡♠♦❞✉❧❛t✐♦♥ s❝❤❡♠❡s✳ ❋✐♥❛❧❧②✱ t❤❡r❡ ❛r❡

s♦♠❡ ❤②❜r✐❞ s②st❡♠s t❤❛t ❝♦♠❜✐♥❡ ❘❋■❉ ✇✐t❤ ♦t❤❡r t❡❝❤♥♦❧♦❣✐❡s s✉❝❤ ❛s ❯❧tr❛❲✐❞❡✲❇❛♥❞ ✭❯❲❇✮ ❬✶✼❪✳✹✺

❚❤❡ ♠❛✐♥ ❝♦♥tr✐❜✉t✐♦♥ ♦❢ t❤✐s ✇♦r❦ ✐s t❤❡ ❞❡♠♦♥str❛t✐♦♥ ♦❢ t❤❡ ❝❛♣❛❜✐❧✐t② t♦ r❡❝♦✈❡r t❤❡ ♣❤❛s❡ ♦❢ t❤❡

s✐❣♥❛❧ ❜❛❝❦s❝❛tt❡r❡❞ ❜② ❛♥ ❘❋■❉ t❛❣ ✉s✐♥❣ ♦♥❧② t❤❡ ♦✈❡r t❤❡ ❛✐r r❡❝❡✐✈❡❞ s✐❣♥❛❧ ❢♦r ♠✉❧t✐st❛t✐❝ s❡t✉♣s✳ ❆❧s♦✱

t❤❡ ✉♥❛♠❜✐❣✉♦✉s ♣❤❛s❡ ❛r❡❛ ❛❝❤✐❡✈❡❞ ❜② t❤❡s❡ s❡t✉♣s✱ ✇❤❡♥ ❝♦♠♣❛r❡❞ t♦ t❤❡ ♠♦♥♦st❛t✐❝ ♦♥❡s✱ ✐s ❡①♣❧♦✐t❡❞

t♦ t❛✐❧♦r ❛ ♣♦s✐t✐♦♥✐♥❣ s②st❡♠ ✇✐t❤ ❝❡♥t✐♠❡tr✐❝ ❛❝❝✉r❛❝② t♦ s❤♦✇ ❛ ♣♦t❡♥t✐❛❧ ❛♣♣❧✐❝❛t✐♦♥ ♦❢ t❤❡ ♣r❡s❡♥t❡❞

♣❤❛s❡ r❡❝♦✈❡r② s❝❤❡♠❡s✳✺✵

✷



I

❚❤❡ ♣❛♣❡r ✐s str✉❝t✉r❡❞ ❛s ❢♦❧❧♦✇s✳ ❚❤❡ ❞✐✛❡r❡♥t ♣❤❛s❡ r❡tr✐❡✈❛❧ s❝❤❡♠❡s ❛r❡ ♣r❡s❡♥t❡❞ ✐♥ ❙❡❝t✐♦♥ ✷✳ ■♥

❙❡❝t✐♦♥ ✸ t❤❡ ♠❡❛s✉r❡♠❡♥t s❡t✉♣s ❛r❡ ❞❡s❝r✐❜❡❞ ❛♥❞ t❤❡ ♦❜t❛✐♥❡❞ r❡s✉❧ts ❛r❡ ❞✐s❝✉ss❡❞✳ ❋✐♥❛❧❧②✱ ✐♥ ❙❡❝t✐♦♥

✹ t❤❡ ❧♦❝❛❧✐③❛t✐♦♥ s②st❡♠ ❞❡✈❡❧♦♣❡❞ t♦ ✐❧❧✉str❛t❡ ❛ ♣♦t❡♥t✐❛❧ ❛♣♣❧✐❝❛t✐♦♥ ♦❢ ♠✉❧t✐st❛t✐❝ ♣❤❛s❡ ♠❡❛s✉r❡♠❡♥ts

✐s ♣r❡s❡♥t❡❞✳

✷✳ P❤❛s❡ ❆❝q✉✐s✐t✐♦♥ ❙❝❤❡♠❡s✺✺

✷✳✶✳ ❚❛❣ ♣❤❛s❡ ♠♦❞❡❧ ❢♦r ❛ ❣✐✈❡♥ ❜✐st❛t✐❝ ❝♦♠❜✐♥❛t✐♦♥

▼♦❞❡r♥ ❝♦♠♠❡r❝✐❛❧ r❡❛❞❡rs ❛r❡ ❛❜❧❡ t♦ ♣r♦✈✐❞❡ t❤❡ ♣❤❛s❡ ❛♥❣❧❡ ♦❢ t❤❡ s✐❣♥❛❧ ❜❛❝❦s❝❛tt❡r❡❞ ❜② ❛♥ ❘❋■❉

t❛❣✱ ✉s✉❛❧❧② r❡❢❡rr❡❞ t♦ ❛s t❛❣ ♣❤❛s❡✱ ✇❤✐❝❤ ✐s ❛❝q✉✐r❡❞ ❜② ❝♦♠♣❛r✐♥❣ t❤❡ ♣❤❛s❡ ♦❢ t❤❡ ✜❡❧❞ ❜❛❝❦s❝❛tt❡r❡❞

❜② t❤❡ t❛❣ ✇✐t❤ t❤❡ ♣❤❛s❡ ♦❢ t❤❡ ❧♦❝❛❧ ♦s❝✐❧❧❛t♦r✱ ✇❤✐❝❤ ❣❡♥❡r❛t❡s t❤❡ ✇❛✈❡ t♦ ❜❡ ♠♦❞✉❧❛t❡❞ ❜② t❤❡ t❛❣✳

❍♦✇❡✈❡r✱ t❤✐s s✐t✉❛t✐♦♥ ❝❛♥♥♦t ❜❡ ❛ss✉♠❡❞ ✐❢ t❤❡r❡ ✐s ♥♦t ❛ ♣❤②s✐❝❛❧ ❝♦♥♥❡❝t✐♦♥ ❜❡t✇❡❡♥ t❤❡ tr❛♥s♠✐tt❡r ❛♥❞✻✵

t❤❡ r❡❝❡✐✈❡r ❛s ✐♥ t❤❡ ❝❛s❡ ♦❢ ♠✉❧t✐st❛t✐❝ s❡t✉♣s✳ ❚❤✉s✱ t❤❡ t❛❣ ♣❤❛s❡ ❢♦r t❤❡s❡ s❡t✉♣s ♠✉st ❜❡ ✜rst❧② ❞❡✜♥❡❞✳

■♥ t❤✐s ♣❛♣❡r✱ ❢♦r ❡❛❝❤ tr❛♥s♠✐tt❡r ❛♥❞ r❡❝❡✐✈❡r ❝♦♠❜✐♥❛t✐♦♥✱ t❤❡ ♣❤❛s❡ ❛♥❣❧❡✱ Φ (~r) , ✐s ❞❡✜♥❡❞ ❛s t❤❡

♣❤❛s❡ ❞✐✛❡r❡♥❝❡ ❜❡t✇❡❡♥ t❤❡ s✐❣♥❛❧ tr❛♥s♠✐tt❡❞ ❞✐r❡❝t❧② ❢r♦♠ t❤❡ tr❛♥s♠✐tt❡r t♦ t❤❡ r❡❝❡✐✈❡r ❛♥❞ t❤❡ s✐❣♥❛❧

❜❛❝❦s❝❛tt❡r❡❞ ❜② t❤❡ ❘❋■❉ t❛❣✳ ■♥ ❛❞❞✐t✐♦♥✱ ✇❡ ✇✐❧❧ ♦♥❧② ❢♦❝✉s ♦♥ t❤❡ ❝❛s❡ ♦❢ ❘❋■❉ t❛❣s ✉s✐♥❣ ❛♥ ❆❙❑

s❝❤❡♠❡✱ ✇❤✐❝❤ ✐s t❤❡ ♠♦st ♣♦♣✉❧❛r ❛♠♦♥❣ t❤❡ ♠✉❧t✐♣❧❡ ♦♥❡s ❝♦♥s✐❞❡r❡❞ ✐♥ t❤❡ st❛♥❞❛r❞ ❢♦r ❯❍❋ ❘❋■❉ ❬✶❪✳✻✺

❚❤❡ ♣❛t❤s ♦❢ t❤❡ s✐❣♥❛❧ tr❛♥s♠✐tt❡❞ ❜② t❤❡ r❡❛❞❡r✱ sr✱ ❛♥❞ t❤❡ s✐❣♥❛❧ ❜❛❝❦s❝❛tt❡r❡❞ ❜② t❤❡ t❛❣✱ stag✱

❛r❡ ❞❡♣✐❝t❡❞ ✐♥ ❋✐❣✳ ✶ ❢♦r ❛ ❣✐✈❡♥ tr❛♥s♠✐tt❡r ❛♥❞ r❡❝❡✐✈❡r ♣❛✐r✳ ❚❤❡ ❧❡♥❣t❤ ♦❢ t❤❡ ❞✐r❡❝t ♣❛t❤ ❜❡t✇❡❡♥ t❤❡

tr❛♥s♠✐tt❡r ❛♥❞ t❤❡ r❡❝❡✐✈❡r ✐s ❞❡♥♦t❡❞ ❜② RD✳ RT st❛♥❞s ❢♦r t❤❡ ❧❡♥❣t❤ ♦❢ t❤❡ ♣❛t❤ ❢r♦♠ t❤❡ tr❛♥s♠✐tt❡r

t♦ t❤❡ ❘❋■❉ t❛❣ ❛♥❞ RR ✐s t❤❡ ❞✐st❛♥❝❡ ❢r♦♠ t❤❡ ❘❋■❉ t❛❣ t♦ t❤❡ r❡❝❡✐✈❡r✳

stag

TX RXsr

RT RR

RD

❋✐❣✉r❡ ✶✿ ❘❡❧❡✈❛♥t ♣❛r❛♠❡t❡rs ❢♦r t❤❡ ❞❡✜♥✐t✐♦♥ ♦❢ t❤❡ ♣❤❛s❡ ❛♥❣❧❡ ❢♦r ❛ ❣✐✈❡♥ tr❛♥s♠✐tt❡r ❛♥❞ r❡❝❡✐✈❡r ❝♦♠❜✐♥❛t✐♦♥✳

■♥ t❤✐s s❡t✉♣✱ Φ (~r) ✐s ♣r♦♣♦rt✐♦♥❛❧ t♦ t❤❡ ❞✐✛❡r❡♥❝❡ ❜❡t✇❡❡♥ t❤❡ ❞✐r❡❝t ♣❛t❤ tr❛♥s♠✐tt❡r✲r❡❝❡✐✈❡r ✭RD✮✼✵

✸



I

❛♥❞ ♣❛t❤ ♦❢ t❤❡ ❝❛rr✐❡r s❡♥t ❜② t❤❡ r❡❛❞❡r t♦ t❤❡ t❛❣ ✭RT ✮ ❛♥❞ t❤❡ ♣❛t❤ ♦❢ ✐ts ❜❛❝❦s❝❛tt❡r❡❞ s✐❣♥❛❧ t♦ t❤❡

r❡❝❡✐✈❡r ✭RR✮ ❛♥❞ ✐s ❣✐✈❡♥ ❜②✿

Φ (~r) =

(

2π

λ
RD + ϕTx−Rx

)

−

(

2π

λ
[RT (~r) + RR (~r)] + ϕTx−tag (~r) + ϕtag−Rx (~r)

)

+ ϕ0,
✭✶✮

✇❤❡r❡ ~r ❞❡♥♦t❡s t❤❡ ♣♦s✐t✐♦♥ ♦❢ t❤❡ t❛❣ ❛♥❞ λ ✐s t❤❡ ✇❛✈❡❧❡♥❣t❤✳ ❚❤❡ t❡r♠s ✐♥s✐❞❡ t❤❡ ✜rst ♣❛r❡♥t❤❡s✐s

❛❝❝♦✉♥t ❢♦r t❤❡ ♣r♦♣❛❣❛t✐♦♥ ❞❡❧❛② ♦❢ t❤❡ ❝❛rr✐❡r s❡♥t ❜② t❤❡ r❡❛❞❡r t♦ t❤❡ r❡❝❡✐✈❡r ❛♥❞ ❢♦r t❤❡ ♣❤❛s❡ t❡r♠

✐♥tr♦❞✉❝❡❞ ❞✉❡ t♦ t❤❡ r❛❞✐❛t♦♥ ♣❛tt❡r♥ ♦❢ ❜♦t❤ t❤❡ tr❛♥s♠✐tt✐♥❣ ❛♥❞ r❡❝❡✐✈✐♥❣ ❛♥t❡♥♥❛s✱ ϕTx−Rx✳ ❚❤❡ t❡r♠s✼✺

✐♥ t❤❡ s❡❝♦♥❞ ♣❛r❡♥t❤❡s✐s ❛❝❝♦✉♥t ❢♦r t❤❡ ♣r♦♣❛❣❛t✐♦♥ ❞❡❧❛② ♦❢ t❤❡ s✐❣♥❛❧ s❡♥t ❜② t❤❡ r❡❛❞❡r t♦ t❤❡ t❛❣ ✭❜②

♠❡❛♥s ♦❢ RT (~r)✮✱ ❢♦r t❤❡ ♣r♦♣❛❣❛t✐♦♥ ❞❡❧❛② ♦❢ t❤❡ s✐❣♥❛❧ ❜❛❝❦s❝❛tt❡r❡❞ ❜② t❤❡ t❛❣ t♦ t❤❡ r❡❝❡✐✈✐♥❣ ❛♥t❡♥♥❛

✭❜② ♠❡❛♥s ♦❢ RR (~r)✮ ❛♥❞ ❢♦r t❤❡ ♣❤❛s❡ t❡r♠s ✐♥tr♦❞✉❝❡❞ ❜② t❤❡ tr❛♥s♠✐tt✐♥❣ ❛♥t❡♥♥❛✱ t❤❡ r❡❝❡✐✈✐♥❣ ❛♥t❡♥♥❛

❛♥❞ t❤❡ t❛❣ ❛♥t❡♥♥❛✿ ϕTx−tag (~r) + ϕtag−Rx (~r) ❬✼❪✳ ❋✐♥❛❧❧②✱ ϕ0 ✐s t❤❡ ♣❤❛s❡ ♦✛s❡t ✐♥tr♦❞✉❝❡❞ ❜② t❤❡ ❘❋■❉

t❛❣✳✽✵

❙✐♥❝❡ t❤❡ ❘❋■❉ t❛❣ ✐s ❡①♣❡❝t❡❞ t♦ ❜❡ ✐♥ t❤❡ ❝♦✈❡r❛❣❡ ❛r❡❛ ♣r♦✈✐❞❡❞ ❜② t❤❡ ♠❛✐♥ ❧♦❜❡ ♦❢ t❤❡ ❛♥t❡♥♥❛s✱

✇❤❡r❡ t❤❡ ♣❤❛s❡ ✐s t②♣✐❝❛❧❧② ❝♦♥st❛♥t✱ ❛♥❞ ❛ss✉♠✐♥❣ t❤❛t t❤❡ ♣❤❛s❡ ❞✐✛❡r❡♥❝❡ ❞✉❡ t♦ t❤❡ t❛❣ ♦r✐❡♥t❛t✐♦♥ ✐s

♥❡❣❧✐❣✐❜❧❡✱ t❤❡ ♣r❡✈✐♦✉s ♠♦❞❡❧ ❝❛♥ ❜❡ s✐♠♣❧✐✜❡❞ ❛s✿

Φ (~r) = −
2π

λ
(RT (~r) +RR (~r)−RD) + ϕ0. ✭✷✮

■t ✐s r❡❧❡✈❛♥t t♦ ♥♦t✐❝❡ t❤❛t t❤❡ ✐s♦✲♣❤❛s❡ s✉r❢❛❝❡s ❣✐✈❡♥ ❜② ✭✷✮ ❛r❡ ❡❧❧✐♣s♦✐❞s ✇❤♦s❡ ❢♦❝✐ ❛r❡ t❤❡ tr❛♥s♠✐tt❡r

❛♥❞ t❤❡ r❡❝❡✐✈❡r✳✽✺

◆❡①t✱ t❤❡ t✇♦ ♣r♦♣♦s❡❞ ❛♣♣r♦❛❝❤❡s t♦ r❡tr✐❡✈❡❞ t❤❡ t❛❣ ♣❤❛s❡ ❜❛s❡❞ ♦♥ t❤❡ ♦✈❡r t❤❡ ❛✐r r❡❝❡✐✈❡❞ ❘❋■❉

s✐❣♥❛❧ ❛r❡ ♣r❡s❡♥t❡❞✳ ■♥ ❛❞❞✐t✐♦♥✱ ❛ r❡❢❡r❡♥❝❡ s❡t✉♣✱ ♣r♦✈✐❞✐♥❣ ❡q✉✐✈❛❧❡♥t ✐♥❢♦r♠❛t✐♦♥ ❜✉t ❜❛s❡❞ ♦♥ ❛ ✇✐r❡❞

❝♦♥♥❡❝t✐♦♥✱ ✐s ❛❧s♦ ♣r❡s❡♥t❡❞✳

✷✳✷✳ ❉❡❧❛②❡❞ ✈❡rs✐♦♥ ♦❢ t❤❡ r❡❝❡✐✈❡❞ s✐❣♥❛❧

❆❝❝♦r❞✐♥❣ t♦ t❤❡ ●❡♥ ✷ st❛♥❞❛r❞✱ ❛❢t❡r t❤❡ r❡❛❞❡r s❡♥❞s ❛ q✉❡r② ❢r❛♠❡✱ ✐t ❦❡❡♣s s❡♥❞✐♥❣ ❛ ♠♦♥♦❝❤r♦♠❛t✐❝✾✵

✇❛✈❡ ❛t t❤❡ ✇♦r❦✐♥❣ ❢r❡q✉❡♥❝②✳ ❆❢t❡r ❛ ❣✐✈❡♥ ♣❡r✐♦❞ ♦❢ t✐♠❡✱ t❤❡ ❘❋■❉ t❛❣ st❛rts ✐ts r❡s♣♦♥s❡ ❜② ❝❤❛♥❣✐♥❣

t❤❡ ✐♥♣✉t ✐♠♣❡❞❛♥❝❡ ♦❢ ✐ts ❛♥t❡♥♥❛ s♦ t❤❛t t❤❡ ❛♠♣❧✐t✉❞❡ ♦❢ t❤❡ ♠♦♥♦❝❤r♦♠❛t✐❝ ✇❛✈❡ ✐s ♠♦❞✉❧❛t❡❞✳ ❚❤✉s✱

❛s s❤♦✇♥ ✐♥ t❤❡ ♣❤❛s♦r ❞✐❛❣r❛♠ ♦❢ ❋✐❣✳ ✷✱ t❤❡ r❡❝❡✐✈❡❞ s✐❣♥❛❧ ✐s t❤❡ ✈❡❝t♦r s✉♠ ♦❢ t❤❡ s✐❣♥❛❧ tr❛♥s♠✐tt❡❞ ❜②

t❤❡ r❡❛❞❡r ❛♥❞ t❤❡ s✐❣♥❛❧ ❜❛❝❦s❝❛tt❡r❡❞ ❜② t❤❡ ❘❋■❉ t❛❣✳ ❆s ❛ ❝♦♥s❡q✉❡♥❝❡✱ ✇❤❡♥ t❤❡ ❘❋■❉ t❛❣ ✉s❡s ❆❙❑

♠♦❞✉❧❛t✐♦♥ ❛♥❞ ❡♥❝♦❞❡s ❛ ❧♦✇ st❛t❡✱ t❤❡ r❡❝❡✐✈❡❞ s✐❣♥❛❧✱ srx✱ ♦✈❡r❧❛♣s ✇✐t❤ t❤❡ s✐❣♥❛❧ tr❛♥s♠✐tt❡❞ ❜② t❤❡✾✺

r❡❛❞❡r✳ ❍❡♥❝❡✱ ✐t ✐s ♣♦ss✐❜❧❡ t♦ ♦❜t❛✐♥ t❤❡ t❛❣ ♣❤❛s❡ ❜② ❝♦♠♣❛r✐♥❣ t❤❡ ♣❤❛s❡ ♦❢ srx ❞✉r✐♥❣ t❤❡ t✇♦ ♣♦ss✐❜❧❡

st❛t❡s ♦❢ t❤❡ r❡♣❧② ♦❢ t❤❡ t❛❣✳

✹



I

I

Q

sr

stag

srx

�

❋✐❣✉r❡ ✷✿ P❤❛s♦r ❞✐❛❣r❛♠ ♦❢ t❤❡ r❡❝❡✐✈❡❞ s✐❣♥❛❧✱ srx✱ ✇❤✐❝❤ ✐s ❛ ✈❡❝t♦r s✉♠ ♦❢ t❤❡ s✐❣♥❛❧ tr❛♥s♠✐tt❡❞ ❜② t❤❡ r❡❛❞❡r✱ sr✱ ❛♥❞

t❤❡ s✐❣♥❛❧ ❜❛❝❦s❝❛tt❡r❡❞ ❜② t❤❡ ❘❋■❉ t❛❣✱ stag ✳

■♥ ♦r❞❡r t♦ ❢✉rt❤❡r ❝❧❛r✐❢② t❤✐s ❛♣♣r♦❛❝❤✱ t❤❡ s✐❣♥❛❧s ✐♥✈♦❧✈❡❞ ✐♥ t❤❡ ❞❡♠♦❞✉❧❛t✐♦♥ ♣r♦❝❡ss ❛r❡ ♣❧♦tt❡❞ ✐♥

❋✐❣✳ ✸✳ ❋✐rst✱ ✐♥ t❤❡ ✉♣♣❡r ♣❛rt✱ ❛ ❢r❛❣♠❡♥t ♦❢ t❤❡ ❜❛s❡❜❛♥❞ s✐❣♥❛❧ ♦❢ t❤❡ s✐❣♥❛❧ ❜❛❝❦s❝❛tt❡r❡❞ ❜② t❤❡ t❛❣ ✐s

r❡♣r❡s❡♥t❡❞✱ ✇❤❡r❡ ❚❛r✐ ✐s t❤❡ r❡❢❡r❡♥❝❡ t✐♠❡ ✐♥t❡r✈❛❧ ❢♦r ❛ ✬✵✬ s②♠❜♦❧✳ ❚❤❡ ❞✉r❛t✐♦♥ ♦❢ t❤❡ ❚❛r✐ ✐s s♣❡❝✐✜❡❞✶✵✵

❜② t❤❡ r❡❛❞❡r ✐♥ ✐ts q✉❡r② ❛❝❝♦r❞✐♥❣ t♦ t❤❡ st❛♥❞❛r❞ ❬✶❪✳ ❇❡❧♦✇ t❤❡ ❜❛s❡❜❛♥❞ s✐❣♥❛❧✱ t❤❡ ❝❛rr✐❡r ❡♠✐tt❡❞

❜② t❤❡ r❡❛❞❡r✱ ♦❢ ❛♠♣❧✐t✉❞❡ A✱ ✐s r❡♣r❡s❡♥t❡❞✳ ■♥ t❤❡ ♠✐❞❞❧❡✱ t❤❡ r❡❝❡✐✈❡❞ s✐❣♥❛❧✱ sr✰stag✱ ✇❤❡r❡ B ✭✇❤♦s❡

✈❛❧✉❡ ❤❛s ❜❡❡♥ ❡①❛❣❣❡r❛t❡❞ ❢♦r t❤❡ ❡❛s❡ ♦❢ ✐♥t❡r♣r❡t❛t✐♦♥✮ ✐s t❤❡ ❛♠♣❧✐t✉❞❡ ♦❢ t❤❡ s✐❣♥❛❧ ❜❛❝❦s❝❛tt❡r❡❞ ❜②

t❤❡ t❛❣✱ ✐s ♣❧♦tt❡❞✳ ❋✐♥❛❧❧②✱ ❛t t❤❡ ❜♦tt♦♠✱ ❛ ❚❛r✐/2 ❞❡❧❛②❡❞ ✈❡rs✐♦♥ ♦❢ t❤❡ r❡❝❡✐✈❡❞ s✐❣♥❛❧✱ ✇❤✐❝❤ ✐s ✉s❡❞ ❛s

❧♦❝❛❧ ♦s❝✐❧❧❛t♦r✱ ✐s ❞❡♣✐❝t❡❞✳ ❆s ❝❛♥ ❜❡ s❡❡♥✱ ❞✉r✐♥❣ t❤❡ ❤✐❣❤ st❛t❡s ♦❢ t❤❡ ❜❛s❡❜❛♥❞ s✐❣♥❛❧ ✭❡♥❝❧♦s❡❞ ✇✐t❤✶✵✺

❞♦tt❡❞ r❡❞ ❧✐♥❡✮✱ t❤❡ ❞❡❧❛②❡❞ ✈❡rs✐♦♥ ♦❢ t❤❡ r❡❝❡✐✈❡❞ s✐❣♥❛❧ ✐s ❝♦✐♥❝✐❞❡♥t ✇✐t❤ sr ❛♥❞ t❤❡r❡❢♦r❡✱ ✐t ❝❛♥ ❜❡ ✉s❡❞

t♦ ❞❡♠♦❞✉❧❛t❡ srx✳

❉✉r✐♥❣ t❤❡ ✜rst ♣❛rt ♦❢ t❤❡ ♣r❡❛♠❜❧❡ ♦❢ t❤❡ s✐❣♥❛❧s ❜❛❝❦s❝❛tt❡r❡❞ ❜② ❛♥ ❘❋■❉ t❛❣ t❤❡r❡ ✐s ❛ ❝❤❛✐♥✱

✇❤✐❝❤ ❝♦♥t❛✐♥s t❤❡ s②♠❜♦❧ ✬✵✬ r❡♣❡❛t❡❞ ❛ ❞✐✛❡r❡♥t ♥✉♠❜❡r ♦❢ t✐♠❡s ❞❡♣❡♥❞✐♥❣ ♦♥ t❤❡ ❡♥❝♦❞✐♥❣ s❡❧❡❝t❡❞ ❜②

t❤❡ r❡❛❞❡r ❬✶❪✳ ❚❤❡ s②♠❜♦❧ ✬✵✬ ✐s ❡♥❝♦❞❡❞ ✇✐t❤ ❛ ❤✐❣❤ st❛t❡ ❞✉r✐♥❣ ❤❛❧❢ ♦❢ t❤❡ ❚❛r✐ ❛♥❞ t❤❡ ♦t❤❡r ❤❛❧❢ ✐s✶✶✵

❡♥❝♦❞❡❞ ✇✐t❤ ❛ ❧♦✇ st❛t❡✳ ❚❤✉s✱ t❤❡ st❛♥❞❛r❞ ❣✉❛r❛♥t❡❡s t❤❛t t❤✐s ♠❡t❤♦❞ ❝❛♥ ❜❡ s✉❝❝❡ss❢✉❧❧② ❛♣♣❧✐❡❞ ❢♦r

t❤❡ ❞✐✛❡r❡♥t t❛❣ ♠❡ss❛❣❡s✳

❚❤✐s ❛♣♣r♦❛❝❤ ❡♥❛❜❧❡s t❤❡ ✐♠♣❧❡♠❡♥t❛t✐♦♥ ♦❢ ❛ ✇✐r❡❧❡ss ♠✉❧t✐st❛t✐❝ ❘❋■❉ s②st❡♠✱ ❛s ❝❛♥ ❜❡ s❡❡♥ ✐♥ t❤❡

❜❧♦❝❦ ❞✐❛❣r❛♠ r❡♣r❡s❡♥t❡❞ ✐♥ ❋✐❣✳ ✹✱ ❜✉t ❛ ❞❡❧❛② ♦❢ s❡✈❡r❛❧ ♠✐❝r♦s❡❝♦♥❞s ❛t ❛ ❢r❡q✉❡♥❝② ❛r♦✉♥❞ 866▼❍③

♠✉st ❜❡ ✐♥tr♦❞✉❝❡❞✳ ❚❤✐s ❞❡❧❛② ❝❛♥ ❜❡ ❛❝❤✐❡✈❡❞ ❜② ♠❡❛♥s ♦❢ ❞✐❣✐t❛❧ s✐❣♥❛❧ ♣r♦❝❡ss✐♥❣✱ ❜✉t ✐t ✇♦✉❧❞ r❡q✉✐r❡✶✶✺

❛ ❤✐❣❤ s❛♠♣❧✐♥❣ r❛t❡ ❛s ✇❡❧❧ ❛s r❡❧❛t✐✈❡❧② ❧❛r❣❡ ❜✉✛❡rs✳

❆❧t❡r♥❛t✐✈❡❧②✱ ❧❛r❣❡ ❞❡❧❛②s ❝❛♥ ❜❡ ♦❜t❛✐♥❡❞ ❜② ✉s✐♥❣ ❛ ❙✉r❢❛❝❡ ❆❝♦✉st✐❝ ❲❛✈❡ ✭❙❆❲✮ ❞❡❧❛② ❧✐♥❡✳ ❍♦✇❡✈❡r✱

t❤❡ ✐♥s❡rt✐♦♥ ❧♦ss❡s ♦❢ t❤❡s❡ ❞❡✈✐❝❡s ❛t t❤❡ ❯❍❋ ❘❋■❉ ❢r❡q✉❡♥❝② ❜❛♥❞ ❛r❡ ❝♦♥s✐❞❡r❛❜❧② ❤✐❣❤ ✭∼ 26 ❞❇✮ ❬✶✽❪✳

■♥ ❛❞❞✐t✐♦♥✱ t❤❡ ❞❡❧❛② ❧✐♥❡ s❤♦✉❧❞ ❜❡ ❝❤❛♥❣❡❞ ✐❢ t❤❡ ♠♦❞✉❧❛t✐♦♥ ♣❛r❛♠❡t❡rs ♦❢ t❤❡ ❘❋■❉ r❡❛❞❡r ❛r❡ ♠♦❞✐✜❡❞✳

❆s ❛ r❡s✉❧t✱ t❤❡ s②st❡♠ ✇♦✉❧❞ ❜❡ ❧❡ss ✢❡①✐❜❧❡✳✶✷✵
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Tari

 
 

  
 

 

stag(t)+sr(t)

stag(t-Tari/2)+

sr(t-Tari/2)

sr(t)

stag(t)

 baseband

 A

A

A

 t

t

t

t

A+B

A+B

❋✐❣✉r❡ ✸✿ ❙❝❤❡♠❡ ♦❢ t❤❡ ❞❡♠♦❞✉❧❛t✐♦♥ ♦❢ t❤❡ r❡❝❡✐✈❡❞ s✐❣♥❛❧ ❜❛s❡❞ ♦♥ ❞❡❧❛②✐♥❣ ✐t ❚❛r✐/2 t♦ ✉s❡ ✐t ❛s ❧♦❝❛❧ ♦s❝✐❧❧❛t♦r✳

✷✳✸✳ ❯s✐♥❣ ❛ P❤❛s❡ ▲♦❝❦ ▲♦♦♣

❚❤❡ ❧❛st ❛♣♣r♦❛❝❤ ❝♦♥s✐sts ♦❢ ✉s✐♥❣ ❛ ♣❤❛s❡ ❧♦❝❦ ❧♦♦♣ ✭P▲▲✮ ❛t t❤❡ r❡❝❡✐✈❡r✳ ❚❤❡ P▲▲ s❤♦✉❧❞ ❧♦❝❦ t♦

t❤❡ ❢r❡q✉❡♥❝② ♦❢ t❤❡ ❝❛rr✐❡r ❡♠✐tt❡❞ ❜② t❤❡ r❡❛❞❡r ❜✉t ✐t s❤♦✉❧❞ ♥♦t tr❛❝❦ t❤❡ s♠❛❧❧ ❛♥❞ s❤♦rt ❢r❡q✉❡♥❝②

✈❛r✐❛t✐♦♥s ♦❢ t❤❡ ❜❛❝❦s❝❛tt❡r❡❞ s✐❣♥❛❧✳ ❍❡♥❝❡✱ ✐t ✇♦✉❧❞ ❜❡ ♣♦ss✐❜❧❡ t♦ ✉s❡ t❤❡ ♦✉t♣✉t s✐❣♥❛❧ ♦❢ t❤❡ P▲▲ ❛s

❧♦❝❛❧ ♦s❝✐❧❧❛t♦r t♦ ❞❡♠♦❞✉❧❛t❡ t❤❡ r❡❝❡✐✈❡❞ s✐❣♥❛❧✳ ❚❤❡ ❜❧♦❝❦ ❞✐❛❣r❛♠ ♦❢ t❤✐s ❛♣♣r♦❛❝❤ ✐s ✐❧❧✉str❛t❡❞ ✐♥ ❋✐❣✳✶✷✺

✺✳

❚❤✐s s❝❤❡♠❡ t♦ ❞❡♠♦❞✉❧❛t❡ t❤❡ r❡❝❡✐✈❡❞ s✐❣♥❛❧ ❛♥❞ r❡tr✐❡✈❡ ✐ts ♣❤❛s❡ ❛❧❧♦✇s t❤❡ ❛✈♦✐❞❛♥❝❡ ♦❢ ✇✐r❡s

❜❡t✇❡❡♥ tr❛♥s♠✐tt❡r ❛♥❞ r❡❝❡✐✈❡r✳ ❆❞❞✐t✐♦♥❛❧❧②✱ ✐t s✐♠♣❧✐✜❡s t❤❡ ❤❛r❞✇❛r❡ r❡q✉✐r❡❞ ✇✐t❤ r❡s♣❡❝t t♦ t❤❡

s❡❝♦♥❞ ❛♣♣r♦❛❝❤ ♦r✱ ❛s ✇❡❧❧ ❛s t❤❡ s❡❝♦♥❞ ❛♣♣r♦❛❝❤✱ ✐t ❝❛♥ ❜❡ ✐♠♣❧❡♠❡♥t❡❞ ✈✐❛ s♦❢t✇❛r❡✳

✻
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❋✐❣✉r❡ ✹✿ ❇❧♦❝❦ ❞✐❛❣r❛♠ ♦❢ t❤❡ ♣❤❛s❡ r❡tr✐❡✈❛❧ s❝❤❡♠❡ ❜❛s❡❞ ♦♥ ❛ ❞❡❧❛②❡❞ ✈❡rs✐♦♥ ♦❢ t❤❡ r❡❝❡✐✈❡❞ s✐❣♥❛❧✳
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❋✐❣✉r❡ ✺✿ ❇❧♦❝❦ ❞✐❛❣r❛♠ ♦❢ t❤❡ ♣❤❛s❡ r❡tr✐❡✈❛❧ s❝❤❡♠❡ ❜❛s❡❞ ♦♥ ✉s✐♥❣ ❛ P▲▲✳

✷✳✹✳ ❘❡❢❡r❡♥❝❡ ♣❤❛s❡ ❛❝q✉✐s✐t✐♦♥ s❡t✉♣✶✸✵

❚❤✐s r❡❢❡r❡♥❝❡ s❝❤❡♠❡ ✐s ❜❛s❡❞ ♦♥ t❤❡ ❞✐r❡❝t ❝♦♥♥❡❝t✐♦♥ ❜❡t✇❡❡♥ t❤❡ tr❛♥s♠✐tt❡r ❛♥❞ r❡❝❡✐✈❡r ❛s s❤♦✇♥

✐♥ ❋✐❣✳ ✻✳

❚❤✉s✱ t❤❡ ❝❛rr✐❡r s✐❣♥❛❧ tr❛♥s♠✐tt❡❞ ❜② t❤❡ ❘❋■❉ r❡❛❞❡r ✐s ❝♦♥♥❡❝t❡❞ t♦ ❛ ■◗ ❞❡♠♦❞✉❧❛t♦r✱ ✇❤❡r❡ ✐t ✐s

✉s❡❞ ❛s t❤❡ ❧♦❝❛❧ ♦s❝✐❧❧❛t♦r s✐❣♥❛❧ t♦ ♦❜t❛✐♥ t❤❡ ■◗ ❝♦♠♣♦♥❡♥ts ♦❢ t❤❡ ❜❛❝❦s❝❛tt❡r❡❞ s✐❣♥❛❧✳

■t ✐s ✐♠♣♦rt❛♥t t♦ ♥♦t✐❝❡ t❤❛t t❤✐s s❡t✉♣ ✐♥tr♦❞✉❝❡s s♦♠❡ ♥❡✇ ❞❡❧❛②s s✉❝❤ ❛s t❤❡ ♦♥❡ ✐♥tr♦❞✉❝❡❞ ❢r♦♠✶✸✺

t❤❡ ❞✐r❡❝t✐♦♥❛❧ ❝♦✉♣❧❡r t♦ t❤❡ ■◗ ♠✐①❡r ✭t❤❛t ❞❡♣❡♥❞s ♦♥ t❤❡ ❡❧❡❝tr✐❝❛❧ ❧❡♥❣t❤ ♦❢ t❤❡ ✉s❡❞ tr❛♥s♠✐ss✐♦♥ ❧✐♥❡✮✳

◆❡✈❡rt❤❡❧❡ss✱ t❤❡s❡ ❛r❡ ✜①❡❞ ❞❡❧❛②s ❛♥❞✱ t❤❡r❡❢♦r❡✱ t❤❡ ❞❡♣❡♥❞❡♥❝❡ ♦❢ t❤❡ t❛❣ ♣❤❛s❡ ✇✐t❤ t❤❡ t❛❣ ♣♦s✐t✐♦♥ ✐s

st✐❧❧ r✉❧❡❞ ❜② ✭✷✮✳

❉❡s♣✐t❡ t❤❡ r❡❧❛t✐✈❡ s✐♠♣❧✐❝✐t② ♦❢ t❤✐s s❝❤❡♠❡✱ ✐t ❛❧s♦ ✐♠♣♦s❡s s❡✈❡r❛❧ ❝♦♥str❛✐♥ts ✐♥ t❡r♠s ♦❢ ❤❛r❞✇❛r❡✳

❋✐rst✱ tr❛♥s♠✐tt❡r ❛♥❞ r❡❝❡✐✈❡r ♠✉st ❜❡ ❝♦♥♥❡❝t❡❞❀ ❛♥❞ s❡❝♦♥❞✱ ❛♥ ✐s♦❧❛t♦r ❛♥❞ ❛ ❝♦✉♣❧❡r ❤❛✈❡ t♦ ❜❡ ✉s❡❞ ✐♥✶✹✵

✼
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❋✐❣✉r❡ ✻✿ ❇❧♦❝❦ ❞✐❛❣r❛♠ ♦❢ t❤❡ ♣❤❛s❡ r❡tr✐❡✈❛❧ s❝❤❡♠❡ ❜❛s❡❞ ♦♥ ❝♦♥♥❡❝t✐♥❣ tr❛♥s♠✐tt❡r ❛♥❞ r❡❝❡✐✈❡r t❤r♦✉❣❤ ❛ ✇✐r❡✳

t❤✐s s❡t✉♣✳

✸✳ P❤❛s❡ ❛❝q✉✐s✐t✐♦♥ ❢♦r ❛ s✐♥❣❧❡ ❚①✴❘① ❧✐♥❦

■♥ t❤✐s s❡❝t✐♦♥✱ t❤❡ r❡s✉❧ts ♦❢ t❤❡ ♣❤❛s❡ ♠❡❛s✉r❡♠❡♥ts ♦❜t❛✐♥❡❞ ✇✐t❤ t❤❡ ❛❢♦r❡♠❡♥t✐♦♥❡❞ ❛♣♣r♦❛❝❤❡s ❛r❡

✈❛❧✐❞❛t❡❞ ❢♦r ❛ s✐♥❣❧❡ tr❛♥s♠✐tt❡r ❛♥❞ r❡❝❡✐✈❡r ❝♦♠❜✐♥❛t✐♦♥ ❛s ❞❡♣✐❝t❡❞ ✐♥ ❋✐❣✳ ✶✳ ❚❤❡ Speedway➤Revolution

Reader ❬✶✾❪ ♦❢ Impinj➤ ✇❛s ✉s❡❞ t♦ ❣❡♥❡r❛t❡ t❤❡ ✐♥t❡rr♦❣❛t✐♥❣ s✐❣♥❛❧s ❢♦r ❛❧❧ t❤❡ ♠❡❛s✉r❡♠❡♥ts✳ ❚❤❡ P▲▲✶✹✺

✇❛s ✐♠♣❧❡♠❡♥t❡❞ ✉s✐♥❣ ❛ ❞❛♠♣✐♥❣ ❢❛❝t♦r ξ = 0.6✱ ❛ ♣✉❧❧✲✐♥ r❛♥❣❡ ♦❢ 2▼❍③✱ ❛ ♣❤❛s❡ ❞❡t❡❝t♦r ♦❢ ❣❛✐♥ kp = 1,

❛ s❡❝♦♥❞ ♦r❞❡r ❧♦♦♣ ✜❧t❡r ❛♥❞ ❛ ❧♦❝❛❧ ♦s❝✐❧❧❛t♦r ✇✐t❤ ω0 = 866▼❍③ ❛♥❞ ✇❤♦s❡ ❣❛✐♥ ✇❛s s❡t t♦ k0 = 0.003✳

■♥ ♦r❞❡r t♦ t❡st t❤❡ ♣r♦♣♦s❡❞ t❡❝❤♥✐q✉❡s✱ t❤❡② ✇❡r❡ ✐♠♣❧❡♠❡♥t❡❞ ✈✐❛ s♦❢t✇❛r❡✳ ❙♣❡❝✐✜❝❛❧❧②✱ ❜♦t❤ t❤❡ s✐❣♥❛❧

♦❢ t❤❡ r❡❛❞❡r✱ sr✱ ❛♥❞ t❤❡ r❡❝❡✐✈❡❞ s✐❣♥❛❧✱ srx✱ ✇❡r❡ r❡❝♦r❞❡❞ ❜② ♠❡❛♥s ♦❢ t❤❡ ❞✐❣✐t❛❧ ♦s❝✐❧❧♦s❝♦♣❡ ❚❡❦tr♦♥✐①

❈❙❆✼✹✵✹ ✉s✐♥❣ ❛ s❛♠♣❧✐♥❣ r❛t❡ ♦❢ ✶✵ ♦❢ ❣✐❣❛s❛♠♣❧❡s ♣❡r s❡❝♦♥❞✳ ❆❢t❡r t❤❛t✱ t❤❡ s✐❣♥❛❧s ✇❡r❡ ✐♥t❡r♣♦❧❛t❡❞✶✺✵

❜② ❛ ❢❛❝t♦r ♦❢ ✹ ❛♥❞ t❤❡ ❢♦❧❧♦✇✐♥❣ st❡♣s ✇❡r❡ ♣❡r❢♦r♠❡❞ t♦ ❡st✐♠❛t❡ t❤❡ t❛❣ ♣❤❛s❡✿

✶✳ ❋✐rst✱ t❤❡ ■◗ ❝♦♠♣♦♥❡♥ts ♦❢ t❤❡ r❡❝❡✐✈❡❞ s✐❣♥❛❧ ❛r❡ ❝♦♠♣✉t❡❞ ✉s✐♥❣ t❤❡ ♦s❝✐❧❧❛t♦r s✐❣♥❛❧ ♦❜t❛✐♥❡❞ ✇✐t❤

♦♥❡ ♦❢ t❤❡ s❝❤❡♠❡s ♣r❡s❡♥t❡❞ ✐♥ ❙❡❝t✐♦♥ ✷✳ ❆❢t❡r ❧♦✇✲♣❛ss ✜❧t❡r✐♥❣✱ t❤❡ ■◗ ❝♦♠♣♦♥❡♥ts✱ ❞❡♣✐❝t❡❞ ✐♥

❋✐❣✳ ✼✱ ❛r❡ ❣✐✈❡♥ ❜②✿

sI(t) = [(stag (t) + sr (t)) cos (ωct+ΦOsc)] ∗ hLPF (t) ≈

≈
A

2
cos (Φr − ΦOsc) +

B

2
x (t) cos (Φtag − ΦOsc) + nI (t)

✭✸✮

❛♥❞✶✺✺

sQ(t) = − [(stag (t) + sr (t)) sin (ωct+ΦOsc)] ∗ hLPF (t) ≈

≈
A

2
sin (Φr − ΦOsc) +

B

2
x (t) sin (Φtag − ΦOsc)− nQ (t)

✭✹✮

✽
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❋✐❣✉r❡ ✼✿ ■◗ ❝♦♠♣♦♥❡♥ts ♦❢ t❤❡ s✐❣♥❛❧ ❜❛❝❦s❝❛tt❡r❡❞ ❜② t❤❡ t❛❣ ♦❜t❛✐♥❡❞ ❛❢t❡r ♣❡r❢♦r♠✐♥❣ st❡♣ ✶✳

✇❤❡r❡✐♥ A ✐s t❤❡ ❛♠♣❧✐t✉❞❡ ♦❢ t❤❡ ♠♦♥♦❝❤r♦♠❛t✐❝ ✇❛✈❡ ❡♠✐tt❡❞ ❜② t❤❡ tr❛♥s♠✐tt❡r ❛♥❞ B ✐s t❤❡

❛♠♣❧✐t✉❞❡ ♦❢ t❤❡ s✐❣♥❛❧ ❜❛❝❦s❝❛tt❡r❡❞ ❜② t❤❡ t❛❣ ✭✐♥ ❣❡♥❡r❛❧✱ A ≫ B✮❀ ωc ✐s t❤❡ ❛♥❣✉❧❛r ❝❛rr✐❡r

❢r❡q✉❡♥❝②❀ x(t) ✐s t❤❡ ❜❛s❡❜❛♥❞ s✐❣♥❛❧ ♦❢ t❤❡ s✐❣♥❛❧ ❜❛❝❦s❝❛tt❡r❡❞ ❜② t❤❡ t❛❣❀ Φr ✐s t❤❡ ♣❤❛s❡ ♦❢ t❤❡

s✐❣♥❛❧ s❡♥t ❜② t❤❡ r❡❛❞❡r sr❀ Φtag ✐s t❤❡ ♣❤❛s❡ ♦❢ t❤❡ s✐❣♥❛❧ ❜❛❝❦s❝❛tt❡r❡❞ ❜② t❤❡ t❛❣✱ stag❀ ΦOsc ✐s

t❤❡ ♣❤❛s❡ ♦❢ t❤❡ r❡❣❡♥❡r❛t❡❞ ❧♦❝❛❧ ♦s❝✐❧❧❛t♦r s✐❣♥❛❧ ❛t t❤❡ r❡❝❡✐✈❡r❀ ❛♥❞ nI(t) ❛♥❞ nQ(t) ❛r❡ t❤❡ ♥♦✐s❡✶✻✵

❝♦♥tr✐❜✉t✐♦♥s ♦❢ t❤❡ ■◗ ❝♦♠♣♦♥❡♥ts ♦❢ t❤❡ s✐❣♥❛❧✳ ❚❤❡ ❧♦✇ ♣❛ss ✜❧t❡r✱ ✇❤♦s❡ ✐♠♣✉❧s❡ r❡s♣♦♥s❡ ✐s

hLPF (t)✱ ✐s ❛ ❇✉tt❡r✇♦rt❤ ✜❧t❡r ♦❢ ♦r❞❡r ✺ ❛♥❞ ❝✉t✲♦✛ ❢r❡q✉❡♥❝② ♦❢ 20▼❍③✳

✷✳ ❚❤❡ ♦✛s❡t ❧❡✈❡❧s ♦❢ t❤❡ ■ ❛♥❞ ◗ ❝♦♠♣♦♥❡♥ts✱ ✇❤✐❝❤ ❛r❡ ❣✐✈❡♥ ❜②

OffsetI =
A

2
cos (Φr − ΦOsc) ✭✺✮

❛♥❞

OffsetQ =
A

2
sin (Φr − ΦOsc) ✭✻✮

r❡s♣❡❝t✐✈❡❧②✱ ❛r❡ ❝♦♠♣✉t❡❞ ❛♥❞ s✉❜tr❛❝t❡❞ ❢r♦♠ t❤❡ ■ ❛♥❞ ◗ ❝♦♠♣♦♥❡♥ts✳ ❆s ❝❛♥ ❜❡ ♦❜s❡r✈❡❞✱ ❜♦t❤✶✻✺

❞❡♣❡♥❞ ♦♥ ❛ tr✐❣♦♥♦♠❡tr✐❝ ❢✉♥❝t✐♦♥ ✭❝♦s✐♥❡ ❛♥❞ s✐♥❡ ❢♦r ■ ❛♥❞ ◗ ❝♦♠♣♦♥❡♥t❡s r❡s♣❡❝t✐✈❡❧②✮ ✇❤♦s❡

❛r❣✉♠❡♥t ✐s t❤❡ ❞✐✛❡r❡♥❝❡ ❜❡t✇❡❡♥ t❤❡ ♣❤❛s❡ ♦❢ t❤❡ ♠♦♥♦❝❤r♦♠❛t✐❝ s✐❣♥❛❧ ❡♠✐tt❡❞ ❜② t❤❡ r❡❛❞❡r✱

Φr✱ ❛♥❞ t❤❡ ♣❤❛s❡ ♦❢ t❤❡ ♦s❝✐❧❧❛t♦r s✐❣♥❛❧ ✇❤✐❝❤ ✇❛s ✉s❡❞ t♦ ❞❡♠♦❞✉❧❛t❡ t❤❡ r❡❝❡✐✈❡❞ s✐❣♥❛❧✱ ΦOsc✳

❚❤❡r❡❢♦r❡✱ t❤❡ ♣❤❛s❡ ❞✐✛❡r❡♥❝❡ Φr − ΦOsc ❝❛♥ ❜❡ ♦❜t❛✐♥❡❞ ❜② ♠❡❛♥s ♦❢ ❛ t✇♦✲❛r❣✉♠❡♥t ❛r❝t❛♥❣❡♥t

♦♣❡r❛t✐♦♥✳✶✼✵

✾
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❋✐❣✉r❡ ✽✿ ❋✐rst ♣❛rt ♦❢ t❤❡ ♣r❡❛♠❜❧❡ ♦❢ t❤❡ ■◗ ❝♦♠♣♦♥❡♥ts ♦❢ t❤❡ s✐❣♥❛❧ ❜❛❝❦s❝❛tt❡r❡❞ ❜② t❤❡ t❛❣✳

✸✳ ❚❤❡ ❜❡❣✐♥♥✐♥❣ ♦❢ t❤❡ ♣r❡❛♠❜❧❡ ♦❢ t❤❡ ❜❛❝❦s❝❛tt❡r❡❞ s✐❣♥❛❧ ✭❋✐❣✳ ✽✮ ✐s ❝♦♠♣✉t❡❞ ❝♦rr❡❧❛t✐♥❣ t❤❡ ■◗

❝♦♠♣♦♥❡♥ts ♦❜t❛✐♥❡❞ ✐♥ st❡♣ ✷✱ ✐✳❡✳ ✇✐t❤♦✉t t❤❡✐r ♦✛s❡t ❧❡✈❡❧s✱ ✇✐t❤ t❤❡ ♣r❡❛♠❜❧❡ ❞❡✜♥❡❞ ❜② t❤❡ r❡❛❞❡r

✐♥ ✐ts q✉❡r②✳

✹✳ ❖♥❝❡ t❤❡ ❜❡❣✐♥♥✐♥❣ ♦❢ t❤❡ ♣r❡❛♠❜❧❡ ✐s ❡st✐♠❛t❡❞✱ t❤❡ ♣♦s✐t✐♦♥ ♦❢ t❤❡ ❤✐❣❤ st❛t❡s ♦❢ t❤❡ ♣r❡❛♠❜❧❡ ♦❢

t❤❡ s✐❣♥❛❧ ❜❛❝❦s❝❛tt❡r❡❞ ❜② t❤❡ t❛❣ ✐s ❦♥♦✇♥✳ ❚❤✉s✱ t❤❡ ♣❤❛s❡ t❡r♠ Φtag − ΦOsc ❝❛♥ ❜❡ ♦❜t❛✐♥❡❞ ❜②✶✼✺

♠❡❛♥s ♦❢ ❛ t✇♦✲❛r❣✉♠❡♥t ❛r❝t❛♥❣❡♥t ♦♣❡r❛t✐♦♥ ❛♣♣❧✐❡❞ ❞✉r✐♥❣ t❤❡ ❤✐❣❤ st❛t❡s ♦❢ t❤❡ ♣r❡❛♠❜❧❡ ♦❢ t❤❡ ■◗

❝♦♠♣♦♥❡♥ts✳ ❚❤✐s ♣r♦✈✐❞❡s ❛♥ ✐♥st❛♥t❛♥❡♦✉s t❛❣ ♣❤❛s❡ ✈❛❧✉❡ ✇❤✐❝❤ ✐s ❛✈❡r❛❣❡❞ ❛❧♦♥❣ t❤❡ ❛❝q✉✐s✐t✐♦♥

t✐♠❡✳ ❋✐♥❛❧❧②✱ t❤❡ ❞❡s✐r❡❞ ♣❤❛s❡ ❛♥❣❧❡✱ Φ (~r) = Φtag − Φr✱ ❝❛♥ ❜❡ ❝♦♠♣✉t❡❞ s✉❜tr❛❝t✐♥❣ t❤❡ ♣❤❛s❡

t❡r♠s ❡st✐♠❛t❡❞ ❞✉r✐♥❣ t❤❡ st❡♣s ✷ ❛♥❞ ✹✳

❋✐❣✉r❡ ✾✿ ▼❡❛s✉r❡♠❡♥t s❡t✉♣ ✐♥ t❤❡ ❛♥❡❝❤♦✐❝ ❝❤❛♠❜❡r✳

❚✇♦ s❡t ♦❢ ♠❡❛s✉r❡♠❡♥ts ✇❡r❡ ♣❡r❢♦r♠❡❞ t♦ t❡st t❤❡ ❛❝❝✉r❛❝② ♦❢ t❤❡ ♣r♦♣♦s❡❞ ♣❤❛s❡ r❡tr✐❡✈❛❧ s❝❤❡♠❡s✳✶✽✵

❚❤❡ ✜rst ♠❡❛s✉r❡♠❡♥ts ✇❡r❡ ♣❡r❢♦r♠❡❞ ✐♥ ❛ ❝♦♥tr♦❧❧❡❞ ❡♥✈✐r♦♥♠❡♥t✿ t❤❡ ❛♥❡❝❤♦✐❝ ❝❤❛♠❜❡r ♦❢ t❤❡ ❆r❡❛ ♦❢

✶✵
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✭❜✮

❋✐❣✉r❡ ✶✸✿ ❚❛❣ ♣❤❛s❡ ❞✐str✐❜✉t✐♦♥ ✭✐♥ ❞❡❣r❡❡s✮ ❛t 866▼❍③ ❢♦r ✿ ❛✮ ♠♦♥♦st❛t✐❝ s❡t✉♣ ✇✐t❤ ❛♥ ❛♥t❡♥♥❛ ❛t (−2, 0)♠❀ ❜✮ ❜✐st❛t✐❝

s❡t✉♣ ✇✐t❤ ❛♥t❡♥♥❛s ❛t (−2, 0)♠ ❛♥❞ (2, 0)♠✳ ❚❤❡ ❜❧❛❝❦ ❛rr♦✇s ❞❡♣✐❝t ✐ts ❣r❛❞✐❡♥t✳

t✇♦ ❛♥t❡♥♥❛s ✭s❡♣❛r❛t❡❞ RD✮✱ ✇❤♦s❡ s❡♠✐✲♠❛❥♦r ❛①✐s ✐s ❣✐✈❡♥ ❜②

a =
RD

2
+

λ

2
, ✭✼✮

❛♥❞ ✇❤♦s❡ s❡♠✐✲♠✐♥♦r ❛①✐s ✐s ❣✐✈❡♥ ❜②✷✸✺

b =

√

RD
λ

2
+

λ2

4
. ✭✽✮

❚❤❡r❡❢♦r❡✱ t❤❡ ✉♥❛♠❜✐❣✉♦✉s ♣❤❛s❡ ❛r❡❛ ✐♥ ❛ ❜✐st❛t✐❝ s❡t✉♣✱ ❛ss✉♠✐♥❣ t❤❛t t❤❡ ❛♥t❡♥♥❛s ❞♦ ♥♦t r❛❞✐❛t❡

❜❛❝❦✇❛r❞s✱ ✐s

A = 2ab

[

arcsin

(

RD

2a

)

−
sin

(

2 arcsin
(

RD

2a

))

2

]

, ✭✾✮

✇❤✐❝❤✱ ♣❧❛❝✐♥❣ t❤❡ ❛♥t❡♥♥❛s ❛t (−2, 0)♠ ❛♥❞ (2, 0)♠ ❛♥❞ tr❛♥s♠✐tt✐♥❣ ❛t f = 866▼❍③✱ ✐s ❛♣♣r♦①✐♠❛t❡❧②

120 t✐♠❡s ❜✐❣❣❡r t❤❛♥ ✐♥ ❛ ♠♦♥♦st❛t✐❝ s❡t✉♣✳ ❚❤❡ ♠❛✐♥ ❞r❛✇❜❛❝❦ ♦❢ t❤❡ ❜✐st❛t✐❝ s❡t✉♣ ✐s t❤❡ s❡♥s✐t✐✈✐t②

t♦ s♠❛❧❧ ♣❤❛s❡ ❡rr♦rs ✐♥ t❤❡ ❝❡♥tr❛❧ ❛r❡❛ ❜❡t✇❡❡♥ t❤❡ ❛♥t❡♥♥❛s✱ ✐✳❡✳✱ t❤❡ ♣❤❛s❡ ✐♥ t❤✐s ❛r❡❛ ♣r❡s❡♥ts ❧✐tt❧❡✷✹✵

✈❛r✐❛t✐♦♥✱ ❜✉t t❤✐s ❝❛♥ ❜❡ ♦✈❡r❝♦♠❡ ✉s✐♥❣ ♠♦r❡ t❤❛♥ t✇♦ ❛♥t❡♥♥❛s t♦ t❛✐❧♦r ❛ ♠✉❧t✐st❛t✐❝ s❡t✉♣✳

❇❛s❡❞ ♦♥ t❤✐s ❛♣♣r♦❛❝❤ ❛♥ ✐♥❞♦♦r ❧♦❝❛❧✐③❛t✐♦♥ s②st❡♠ ✇❤✐❝❤ ✉s❡s s❡✈❡r❛❧ ❛♥t❡♥♥❛s ✇❛s ❞❡s✐❣♥❡❞✳ ❲❤❡♥

❡❛❝❤ ♦❢ t❤❡ ❛♥t❡♥♥❛s ♦❢ t❤❡ s❡t✉♣ q✉❡r✐❡s ❛♥ ❘❋■❉ t❛❣✱ t❤❡ ♣❤❛s❡ ♦❢ t❤❡ s✐❣♥❛❧ ❜❛❝❦s❝❛tt❡r❡❞ ❜② t❤❛t t❛❣ ✐s

♠❡❛s✉r❡❞ ❛t t❤❡ r❡st ♦❢ t❤❡ ❛♥t❡♥♥❛s ✭❡①❝❡♣t t❤❡ ♦♥❡s ❛❞❥❛❝❡♥t t♦ t❤❡ tr❛♥s♠✐tt❡r✱ s♦ t❤❛t t❤❡ ♣♦s✐t✐♦♥ ♦❢

❡❛❝❤ ♣❛✐r ♦❢ ❛♥t❡♥♥❛s ✐s ❛s ❞✐✛❡r❡♥t ❛s ♣♦ss✐❜❧❡ ❢r♦♠ ❛ q✉❛s✐✲♠♦♥♦st❛t✐❝ s❡t✉♣✮✳ ❚❤❡♥✱ t❤❡ ♣♦s✐t✐♦♥ ♦❢ t❤❡✷✹✺

✶✹
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✭❜✮

❋✐❣✉r❡ ✶✹✿ ❙❝❤❡♠❛t✐❝ ♦❢ t❤❡ s✐♠✉❧❛t✐♦♥ s❡t✉♣ ✉s✐♥❣ ✻ ✭❛✮ ❛♥❞ ✽ ✭❜✮ ❛♥t❡♥♥❛s✳

❘❋■❉ t❛❣ ✐s ❡st✐♠❛t❡❞ ❛s t❤❡ ♦♥❡ t❤❛t ♠❛❦❡s t❤❡ ❢♦❧❧♦✇✐♥❣ ❝♦st ❢✉♥❝t✐♦♥ ♠✐♥✐♠✉♠

J =

N ·(N−3)/2
∑

n=1

|∠ej(Φmeas,n−Φtheor,n)|2, ✭✶✵✮

✇❤❡r❡ N ✐s t❤❡ ♥✉♠❜❡r ♦❢ ❛♥t❡♥♥❛s ❛♥❞ Φmeas,n ❛♥❞ Φtheor,n ❛r❡ t❤❡ ♠❡❛s✉r❡❞ ❛♥❞ t❤❡♦r❡t✐❝❛❧ ♣❤❛s❡s ❢♦r

t❤❡ n✲t❤ tr❛♥s♠✐tt❡r✲r❡❝❡✐✈❡r ❛♥t❡♥♥❛ ♣❛✐r✳ ❚♦ ❝♦♠♣✉t❡ t❤❡ t❤❡♦r❡t✐❝❛❧ ♣❤❛s❡s✱ t❤❡ ❛r❡❛ ❡♥❝❧♦s❡❞ ❜② t❤❡

❛♥t❡♥♥❛s ✐s ✜rst ❞✐s❝r❡t✐③❡❞✳ ❚❤❡♥✱ t❤❡ ♣❤❛s❡ ✈❛❧✉❡s ❛r❡ ❝♦♠♣✉t❡❞ ❛ss✉♠✐♥❣ ❢r❡❡ s♣❛❝❡ ♣r♦♣❛❣❛t✐♦♥ ❛s ✐t

✇❛s ❞♦♥❡ t♦ ♦❜t❛✐♥ ❋✐❣✳ ✶✸❜✳ ❚❤❡ ✉♣♣❡r ❜♦✉♥❞ ♦❢ s✉♠♠❛t✐♦♥ ✭N · (N − 3)/2✮ ✐s t❤❡ ♥✉♠❜❡r ♦❢ ❞✐❛❣♦♥❛❧s✷✺✵

♦❢ ❛ ♣♦❧②❣♦♥ ♦❢ N s✐❞❡s✱ ✐✳❡✳✱ t❤❡ ♥✉♠❜❡r ♦❢ ❜✐st❛t✐❝ ❝♦♠❜✐♥❛t✐♦♥s ✉s✐♥❣ N ❛♥t❡♥♥❛s ✭✇✐t❤♦✉t ❝♦♥s✐❞❡r✐♥❣

❛❞❥❛❝❡♥t ❛♥t❡♥♥❛s✮✳ ❆s ❝❛♥ ❜❡ s❡❡♥✱ ✐t ✐s ♥❡❝❡ss❛r② t♦ ❦♥♦✇ t❤❡ ♣♦s✐t✐♦♥ ♦❢ t❤❡ ❛♥t❡♥♥❛s ✇✐t❤ ❛❝❝✉r❛❝② t♦

♣r❡❝♦♠♣✉t❡ t❤❡ t❤❡♦r❡t✐❝❛❧ ♣❤❛s❡ ❛t ❡❛❝❤ ♣♦✐♥t ♦❢ t❤❡ ❣r✐❞✳ ■♥ ❛❞❞✐t✐♦♥✱ t❤❡ ♣❤❛s❡ ✐♥tr♦❞✉❝❡❞ ❜② t❤❡ t❛❣ ϕ0

♠✉st ❜❡ ✜rst❧② ♠❡❛s✉r❡❞ ✐♥ ❛ ❝❛❧✐❜r❛t✐♦♥ st❛❣❡ s♦ t❤❛t ✐t ❝❛♥ ❜❡ s✉❜tr❛❝t❡❞ ❢r♦♠ t❤❡ t❛❣ ♣❤❛s❡ ❡st✐♠❛t✐♦♥✳

■♥ ♦r❞❡r t♦ ❡✈❛❧✉❛t❡ t❤❡ ♣❡r❢♦r♠❛♥❝❡ ♦❢ t❤❡ ♣r♦♣♦s❡❞ ❧♦❝❛t✐♦♥ s②st❡♠ ❢♦r ❞✐✛❡r❡♥t ❝♦♥✜❣✉r❛t✐♦♥s✱ s❡✈❡r❛❧✷✺✺

s✐♠✉❧❛t✐♦♥s ✇❡r❡ ❝❛rr✐❡❞ ♦✉t✳ ■♥ ♣❛rt✐❝✉❧❛r✱ t❤❡ t✇♦ s❡t✉♣s s❤♦✇♥ ✐♥ ❋✐❣✳ ✶✹ ✱ ✇✐t❤ ✻ ❛♥❞ ✽ ❛♥t❡♥♥❛s ❤❛✈❡

❜❡❡♥ ❝♦♥s✐❞❡r❡❞✳ ❆s ❝❛♥ ❜❡ ♦❜s❡r✈❡❞✱ t❤❡ ❛♥t❡♥♥❛s ❡♥❝❧♦s❡ ❛♥ ❛r❡❛ ♦❢ 16♠2✳ ❚❤❡ r❡❞ ❝r♦ss❡s ❞❡♥♦t❡ t❤❡

♣♦s✐t✐♦♥s ♦❢ t❤❡ s✐♠✉❧❛t❡❞ ❘❋■❉ t❛❣s ✇❤✐❧st t❤❡ ❜❧✉❡ ❝✐r❝❧❡ ✐♥❞✐❝❛t❡s t❤❡ ❝❡♥t❡r ♦❢ t❤❡ ❝♦♦r❞✐♥❛t❡ s②st❡♠✳

❚❤❡ r❡s✉❧ts ❛❢t❡r ♣❡r❢♦r♠✐♥❣ ✷✵ s✐♠✉❧❛t✐♦♥s ❢♦r ❡❛❝❤ ♣♦s✐t✐♦♥ ♦❢ t❤❡ ❘❋■❉ t❛❣ ❢♦r t❤❡ t✇♦ ❞✐✛❡r❡♥t s❡t✉♣s

❛r❡ s✉♠♠❛r✐③❡❞ ✐♥ ❚❛❜❧❡ ✶✱ ✷ ❛♥❞ ✸✳ ❚❤❡ ♣❛r❛♠❡t❡r σnoise ❞❡♥♦t❡s t❤❡ st❛♥❞❛r❞ ❞❡✈✐❛t✐♦♥ ✐♥ ❞❡❣r❡❡s ♦❢ t❤❡✷✻✵

s✐♠✉❧❛t❡❞ ♣❤❛s❡ ♠❡❛s✉r❡♠❡♥ts ❢r♦♠ t❤❡ tr✉❡ ♣❤❛s❡ ✈❛❧✉❡ ✭❛❧t❤♦✉❣ t❤❡ ✉s❡❞ σnoise ♠❛② s❡❡♠ ❤✐❣❤✱ t❤❡② ❛r❡

✶✺



I

r❡❛❧✐st✐❝ ❞✉❡ t♦ t❤❡ ❢❡❛t✉r❡s ♦❢ ❘❋■❉ t❡❝❤♥♦❧♦❣② ❛♥❞ ✐ts ❧♦✇ ❝♦st ♥❛t✉r❡✱ ❛s s❤♦✇♥ ✐♥ ❙❡❝t✐♦♥ ✸✮ ❛♥❞ ǫrms

t❤❡ ♣♦s✐t✐♦♥ r♦♦t ♠❡❛♥ sq✉❛r❡ ❡rr♦r ✐♥ ♠❡t❡rs✳

❚❛❜❧❡ ✶✿ P♦s✐t✐♦♥ r♦♦t ♠❡❛♥ sq✉❛r❡ ❡rr♦r ♦❜t❛✐♥❡❞ ❢♦r ❞✐✛❡r❡♥t ✈❛❧✉❡s ♦❢ σnoise s✐♠✉❧❛t✐♥❣ ❛♥ ❘❋■❉ t❛❣ ❛t (0.2, 0.5)♠✳

★❆♥t❡♥♥❛s ✻ ✽

σnoise ✭◦✮ ✷✵ ✸✵ ✹✵ ✺✵ ✸✵ ✹✵ ✺✵

ǫrms ✭♠✮ 0.20 0.53 0.82 1.37 0.01 0.04 0.26

❚❛❜❧❡ ✷✿ P♦s✐t✐♦♥ r♦♦t ♠❡❛♥ sq✉❛r❡ ❡rr♦r ♦❜t❛✐♥❡❞ ❢♦r ❞✐✛❡r❡♥t ✈❛❧✉❡s ♦❢ σnoise s✐♠✉❧❛t✐♥❣ ❛♥ ❘❋■❉ t❛❣ ❛t (−0.4,−1)♠✳

★❆♥t❡♥♥❛s ✻ ✽

σnoise ✭◦✮ ✷✵ ✸✵ ✹✵ ✺✵ ✸✵ ✹✵ ✺✵

ǫrms ✭♠✮ 0.01 0.33 1.11 1.74 0.05 0.13 0.37

❚❛❜❧❡ ✸✿ P♦s✐t✐♦♥ r♦♦t ♠❡❛♥ sq✉❛r❡ ❡rr♦r ♦❜t❛✐♥❡❞ ❢♦r ❞✐✛❡r❡♥t ✈❛❧✉❡s ♦❢ σnoise s✐♠✉❧❛t✐♥❣ ❛♥ ❘❋■❉ t❛❣ ❛t (1,−0.1)♠✳

★❆♥t❡♥♥❛s ✻ ✽

σnoise ✭◦✮ ✷✵ ✸✵ ✹✵ ✺✵ ✸✵ ✹✵ ✺✵

ǫrms ✭♠✮ 0.20 0.62 1.11 1.60 0.01 0.07 0.33

❆s ❡①♣❡❝t❡❞✱ ✐♥❝r❡❛s✐♥❣ t❤❡ ♥✉♠❜❡r ♦❢ ❛♥t❡♥♥❛s ❡♥t❛✐❧s ❛ r❡❞✉❝t✐♦♥ ♦❢ t❤❡ ♣♦s✐t✐♦♥✐♥❣ ❡rr♦r✳ ■♥ ❢❛❝t✱ ✐♥ t❤❡

s❡t✉♣ ✇✐t❤ ✽ ❛♥t❡♥♥❛s ❡✈❡♥ ✇❤❡♥ σnoise = 50◦ t❤❡ ❡rr♦r ✐s ❜❡❧♦✇ 40 ❝♠✳ ❲✐t❤ ✻ ❛♥t❡♥♥❛s ❛♥❞ σnoise = 20◦✱✷✻✺

✇❤✐❝❤ ✐s ❛ ♠♦r❡ r❡❛❧✐st✐❝ ✈❛❧✉❡✱ t❤❡ ❡rr♦r ✐s ❜❡❧♦✇ 20 ❝♠✳ ■♥ ❛❞❞✐t✐♦♥✱ t❤❡ ✉s❡ ♦❢ t❤❡ ♣r♦♣♦s❡❞ ♠✉❧t✐st❛t✐❝

❛♣♣r♦❛❝❤ r❡s✉❧ts ✐♥ ❛ str♦♥❣ r❡❞✉❝t✐♦♥ ♦❢ ❧♦❝❛❧ ♠✐♥✐♠❛ ❛s ❝❛♥ ❜❡ s❡❡♥ ❝♦♠♣❛r✐♥❣ ❋✐❣✳ ✶✺❛ ❛♥❞ ❋✐❣✳ ✶✺❜✳

❋✐♥❛❧❧②✱ t❤❡ ❞❡s✐❣♥❡❞ s②st❡♠ ✇❛s ❛❧s♦ t❡st❡❞ ✐♥ ❛♥ ❛♥❡❝❤♦✐❝ ❝❤❛♠❜❡r ✉s✐♥❣ t❤❡ ♠❡❛s✉r❡♠❡♥t s❡t✉♣

❞✐s♣❧❛②❡❞ ✐♥ ❋✐❣✳ ✶✻✳ ❆s ❝❛♥ ❜❡ s❡❡♥✱ ❛♥ ❘❋■❉ t❛❣ ✇❛s ❛tt❛❝❤❡❞ t♦ ❛ ❝❛r❞❜♦❛r❞ ❜♦① ✇❤✐❝❤ ✇❛s ♣❧❛❝❡❞ ✐♥

t❤❡ ♠✐❞❞❧❡ ♦❢ ✻ ❯❍❋ ❛♥t❡♥♥❛s ✇❤♦s❡ ❝♦♦r❞✐♥❛t❡s ❛r❡ s❤♦✇♥ ✐♥ ❚❛❜❧❡ ✹✳ ❚❤❡ ❜♦① ✇❛s ❞✐s♣❧❛❝❡❞ ❛❧♦♥❣ t❤❡✷✼✵

r❛✐❧s ❛♥❞ ♠❡❛s✉r❡♠❡♥ts ✇❡r❡ t❛❦❡♥ ❛t ✹ ❞✐✛❡r❡♥t ♣♦s✐t✐♦♥s✳ ❆❧❧ t❤❡ ♠❡❛s✉r❡♠❡♥ts ✇❡r❡ ♣❡r❢♦r♠❡❞ ♠❛♥✉❛❧❧②

❜② ❝♦♥♥❡❝t✐♥❣ ❡❛❝❤ ♣❛✐r ♦❢ ❛♥t❡♥♥❛s s❡q✉❡♥t✐❛❧❧② t♦ t❤❡ ❘❋■❉ r❡❛❞❡r ❛♥❞ t❤❡ ♦s❝✐❧❧♦s❝♦♣❡✳

■♥ ♦r❞❡r t♦ ♠✐t✐❣❛t❡ ♣♦t❡♥t✐❛❧ ♣❤❛s❡ ❡rr♦rs ❝❛✉s❡❞ ♠❛✐♥❧② ❜② s♠❛❧❧ ❞✐s❝r❡♣❛♥❝✐❡s ❜❡t✇❡❡♥ t❤❡ ❛♥t❡♥♥❛

♠❡❛s✉r❡❞ ♣♦s✐t✐♦♥s ❛♥❞ t❤❡ r❡❛❧ ♦♥❡s ✭✐t s❤♦✉❧❞ ❜❡ ♣♦✐♥t❡❞ ♦✉t t❤❛t ♠❡❛s✉r✐♥❣ t❤❡ ❛♥t❡♥♥❛ ♣♦s✐t✐♦♥s ❛❝❝✉✲

r❛t❡❧② ✐s t❤❡ ♠♦st t✐♠❡ ❝♦♥s✉♠✐♥❣ ♦♣❡r❛t✐♦♥ ❞✉r✐♥❣ t❤❡ ❞❡♣❧♦②♠❡♥t ♦❢ t❤❡ s②st❡♠✮✱ t❤❡ ♣r❡✈✐♦✉s❧② ❞❡s❝r✐❜❡❞✷✼✺

s②st❡♠ ✇❛s ❝♦♠♣❧❡♠❡♥t❡❞ ❜② ✉s✐♥❣ t❤❡ ❘❙❙ ♦❢ t❤❡ s✐❣♥❛❧s ❜❛❝❦s❝❛tt❡r❡❞ ❜② t❤❡ t❛❣ ✐♥ ❛ ♠♦♥♦st❛t✐❝ s❡t✉♣✱

✇❤✐❝❤ ❞♦❡s ♥♦t ✐♠♣❧② t❤❡ ✉s❡ ♦❢ ❛ ♠♦r❡ ❝♦♠♣❧❡① ✐♥❢r❛str✉❝t✉r❡✳ ❍❡♥❝❡✱ ✇❤❡♥ ❛♥ ❛♥t❡♥♥❛ q✉❡r✐❡s t❤❡ t❛❣✱ t❤❡

♣❤❛s❡ ♦❢ t❤❡ s✐❣♥❛❧ ❜❛❝❦s❝❛tt❡r❡❞ ❜② ✐t ✐s ♠❡❛s✉r❡❞ ❛t t❤❡ ♦t❤❡r ❞❡♣❧♦②❡❞ ❛♥t❡♥♥❛s ❛♥❞ ✐ts ❘❙❙ ✐s ♠❡❛s✉r❡❞

❛t t❤❡ ✐♥t❡rr♦❣❛t♦r ❛♥t❡♥♥❛✳ ❚❤❡ ✐♥❢♦r♠❛t✐♦♥ ❤②❜r✐❞✐③❛t✐♦♥ ❛❧❣♦r✐t❤♠ st❡♣s ❛r❡ t❤❡ ❢♦❧❧♦✇✐♥❣✿

✶✻
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✭❛✮

x (m)
-2 -1 0 1 2

y 
(m

)

-2

-1

0

1

2

-90

-80

-70

-60

-50

-40

-30

-20

-10

0

✭❜✮

❋✐❣✉r❡ ✶✺✿ ❈♦st ❢✉♥❝t✐♦♥ ❡✈❛❧✉❛t❡❞ ❢♦r t❤❡ s❡t✉♣ s❤♦✇♥ ✐♥ ❋✐❣✳ ✶✹❛ ✉s✐♥❣ ❛ ♠♦♥♦st❛t✐❝ ❛♣♣r♦❛❝❤ ✭❛✮ ❛♥❞ t❤❡ ♣r♦♣♦s❡❞ ❜✐st❛t✐❝

❛♣♣r♦❛❝❤ ✭❜✮✳ ❚❤❡ r❡❞ ❝✐r❝✉♥♠❢❡r❡♥❝❡ ❞❡♣✐❝ts t❤❡ s✐♠✉❧❛t❡❞ t❛❣ ♣♦s✐t✐♦♥ ❛♥❞ t❤❡ r❡❞ ❝r♦ss ❞❡♣✐❝ts t❤❡ ❡st✐♠❛t❡❞ t❛❣ ♣♦s✐t✐♦♥✳

❚❛❜❧❡ ✹✿ ❆♥t❡♥♥❛ ❝♦♦r❞✐♥❛t❡s ♦❢ t❤❡ ❧♦❝❛❧✐③❛t✐♦♥ s②st❡♠ s❡t✉♣

❆♥t❡♥♥❛ ✶ ✷ ✸ ✹ ✺ ✻

xcoord ✭♠✮ 0.02 0.74 2.13 0.63 0.04 −1.22

ycoord ✭♠✮ 0 0 1.90 3.75 3.70 2.02

✶✳ ❆ ✜rst ❡st✐♠❛t❡ ♦❢ t❤❡ ❛r❡❛ ✇❤❡r❡ t❤❡ ❘❋■❉ t❛❣ ✐s ❧♦❝❛t❡❞ ✐s ♣❡r❢♦r♠❡❞ ✉s✐♥❣ t❤❡ ❘❙❙ ♠❡❛s✉r❡♠❡♥ts✳✷✽✵

❚♦ ❞♦ s♦✱ t❤❡ ❛❧❣♦r✐t❤♠ ♣r♦♣♦s❡❞ ✐♥ ❙❡❝t✐♦♥ 2.1 ♦❢ ❬✷✵❪✱ ✇❤✐❝❤ ✐s ❜❛s❡❞ ♦♥ t❤❡ ❛tt❡♥✉❛t✐♦♥ ❞✐✛❡r❡♥❝❡s

❜❡t✇❡❡♥ t❤❡ ❛♥t❡♥♥❛s✱ ✐s ❛♣♣❧✐❡❞✳ ❋✐♥❛❧❧②✱ t❤❡ ❛r❡❛ ♦❢ t❤❡ ❘❋■❉ t❛❣ ✐s ❧✐♠✐t❡❞ ✇✐t❤✐♥ ❛ ❝✐r❝✉♠❢❡r❡♥❝❡

r❛❞✐✉s ♦❢ 0.5♠ ❛♥❞ ❝❡♥t❡r❡❞ ♦♥ t❤❡ ❡st✐♠❛t❡❞ ♣♦s✐t✐♦♥ ❜② t❤❡ ❘❙❙ ❛❧❣♦r✐t❤♠✳

✷✳ ❖♥❝❡ t❤❡ ♣♦ss✐❜❧❡ ❧♦❝❛t✐♦♥s ♦❢ t❤❡ ❘❋■❉ t❛❣ ❛r❡ ❧✐♠✐t❡❞✱ t❤❡ ♣❤❛s❡✲❜❛s❡❞ ❛❧❣♦r✐t❤♠ ✐s ❛♣♣❧✐❡❞✳ ❚❤❡

r❡❞✉❝t✐♦♥ ♦❢ t❤❡ r❡s❡❛r❝❤ ❞♦♠❛✐♥ ❡❧✐♠✐♥❛t❡s ❧♦❝❛❧ ♠✐♥✐♠❛✳✷✽✺

❚❤❡ r❡s✉❧ts ✉s✐♥❣ ♠✉❧t✐st❛t✐❝ ♣❤❛s❡ ♠❡❛s✉r❡♠❡♥ts ❛r❡ s❤♦✇♥ ✐♥ ❋✐❣✳ ✶✼✳ ■♥ ❛❞❞✐t✐♦♥✱ t❤❡ s❛♠❡ ♣♦s✐t✐♦♥✐♥❣

❛❧❣♦r✐t❤♠ ✇❛s ✉s❡❞ ✇✐t❤ ♠♦♥♦st❛t✐❝ ♣❤❛s❡ ♠❡❛s✉r❡♠❡♥ts ✐♥ ♦r❞❡r t♦ ❝♦♠♣❛r❡ t❤❡ r❡s✉❧ts ♦❢ ❜♦t❤ s❝❤❡♠❡s✳

❆s ❝❛♥ ❜❡ s❡❡♥✱ ❞❡s♣✐t❡ ❛ s♠❛❧❧ ♦✛s❡t ✐♥ t❤❡ ♦r❞❡r ♦❢ 7 ❝♠✱ t❤❡ ❛❝❝✉r❛❝② ♦❢ t❤❡ ♣♦s✐t✐♦♥ ❡st✐♠❛t✐♦♥s ✉s✐♥❣

♠✉❧t✐st❛t✐❝ ♣❤❛s❡ ♠❡❛s✉r❡♠❡♥ts ✐s ❡①❝❡❧❧❡♥t✱ ✇✐t❤ ❛ r♠s ❡rr♦r ♦❢ 8 ❝♠✳ ❖♥ t❤❡ ♦t❤❡r ❤❛♥❞✱ t❤❡ ♣♦s✐t✐♦♥

❡st✐♠❛t✐♦♥s ♦❜t❛✐♥❡❞ ✇✐t❤ ♠♦♥♦st❛t✐❝ ♣❤❛s❡ ♠❡❛s✉r❡♠❡♥ts ❛r❡ ❧❡ss ❛❝❝✉r❛t❡ ✇✐t❤ ❛ r♠s ❡rr♦r ♦❢ 35 ❝♠✳ ❆❧s♦✱✷✾✵

t❤❡ ❡st✐♠❛t✐♦♥s ❛r❡ ❧❡ss ♣r❡❝✐s❡✱ ✐✳❡✳✱ t❤❡ ❝♦♠♣✉t❡❞ ♣♦s✐t✐♦♥s ❞♦ ♥♦t ❢♦❧❧♦✇ t❤❡ ♣❛tt❡r♥ ♦❢ t❤❡ r❡❛❧ ♣♦s✐t✐♦♥s

♦❢ t❤❡ t❛❣ ✭❛ str❛✐❣❤t ❧✐♥❡✮✱ t❤❡ ❡st✐♠❛t❡❞ ♣♦s✐t✐♦♥s ❛r❡ s❝❛tt❡r❡❞ ✭t❤❡ ✈❛r✐❛❜✐❧✐t② ♦❢ t❤❡ ♣♦s✐t✐♦♥ ❡st✐♠❛t✐♦♥s

✐s ❧❛r❣❡r✮✳ ■t ✐s ✇♦rt❤ ♠❡♥t✐♦♥✐♥❣ t❤❛t t❤❡ str♦♥❣❡r t❤❡ ♠✉❧t✐♣❛t❤ ✐♥ ❛♥ ✐♥❞♦♦r s❝❡♥❛r✐♦ ✐s✱ t❤❡ ♠♦r❡ ✐♠♣❛❝t

✐t ✇♦✉❧❞ ❤❛✈❡ ✐♥ t❤❡ ❛❝❝✉r❛❝② ♦❢ t❤❡ ❧♦❝❛❧✐③❛t✐♦♥ s②st❡♠✳ ❍♦✇❡✈❡r✱ ❜❛s❡❞ ♦♥ t❤❡ ♣r❡✈✐♦✉s s✐♠✉❧❛t✐♦♥s ❛♥❞

t❤❡ ♠❡❛s✉r❡♠❡♥t r❡s✉❧ts ♦❢ ❙❡❝t✐♦♥ ✸✱ ✐t ❝❛♥ ❜❡ ✐♥❢❡rr❡❞ t❤❛t t❤❡ ❛❝❝✉r❛❝② ♦❢ t❤❡ s②st❡♠ ✇♦✉❧❞ st✐❧❧ ❜❡ ❤✐❣❤✷✾✺
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❋✐❣✉r❡ ✶✻✿ ❙❡t✉♣ ♦❢ t❤❡ ♣r♦♣♦s❡❞ ❧♦❝❛❧✐③❛t✐♦♥ s②st❡♠✳

✐♥ ❛♥ ✐♥❞♦♦r s❝❡♥❛r✐♦✳

✺✳ ❈♦♥❝❧✉s✐♦♥s

■t ❤❛s ❜❡❡♥ ❞❡♠♦♥str❛t❡❞ ✐♥ t❤✐s ♣❛♣❡r t❤❛t t❤❡ ♣❤❛s❡ ❛♥❣❧❡ ♦❢ ❛♥ ❘❋■❉ t❛❣ ❝❛♥ ❜❡ ❡①tr❛❝t❡❞ ❢r♦♠

t❤❡ ♦✈❡r t❤❡ ❛✐r tr❛♥s♠✐tt❡❞ s✐❣♥❛❧ ✇✐t❤♦✉t t❤❡ ♥❡❡❞ ♦❢ r❡s♦rt✐♥❣ t♦ ❛ ♣❤②s✐❝❛❧ ❝♦♥♥❡❝t✐♦♥ ❜❡t✇❡❡♥ t❤❡

tr❛♥s♠✐tt❡r ❛♥❞ r❡❝❡✐✈❡r✳ ❚❤✉s✱ t❤❡ ♣❤❛s❡ ✐♥❢♦r♠❛t✐♦♥ ❝❛♥ ❜❡ ❡❛s✐❧② ❡①♣❧♦✐t❡❞ t♦ ❜✉✐❧❞ ❛❞✈❛♥❝❡❞ s②st❡♠s✸✵✵

❜❛s❡❞ ♦♥ ♠✉❧t✐st❛t✐❝ t♦♣♦❧♦❣✐❡s✳

❋♦r t❤✐s ♣✉r♣♦s❡✱ t✇♦ ❞✐✛❡r❡♥t ♣❤❛s❡ ❛❝q✉✐s✐t✐♦♥ s❝❤❡♠❡s ❤❛✈❡ ❜❡❡♥ ♣r♦♣♦s❡❞ ✇✐t❤ ❞✐✛❡r❡♥t ❛❞✈❛♥t❛❣❡s

❛♥❞ ❞r❛✇❜❛❝❦s✳ ❚❤❡ ✜rst ♦♥❡ t❛❦❡s ❛❞✈❛♥t❛❣❡ ♦❢ t❤❡ ♣r♦♣❡rt✐❡s ♦❢ t❤❡ ❘❋■❉ s✐❣♥❛❧ ❛♥❞ ✐t ✐s ❜❛s❡❞ ♦♥

❞❡♠♦❞✉❧❛t✐♥❣ ✉s✐♥❣ ❛ ❚❛r✐/2 ❞❡❧❛②❡❞ ✈❡rs✐♦♥ ♦❢ t❤❡ r❡❝❡✐✈❡❞ s✐❣♥❛❧✳ ❆❧t❤♦✉❣❤ t❤✐s ❛♣♣r♦❛❝❤ s✐♠♣❧✐✜❡s t❤❡

s❡t✉♣✱ ✐t ✐♠♣❧✐❡s t❤❡ ✉s❡ ♦❢ ❛ ❞❡❧❛② ❧✐♥❡ ♦❢ ❛ r❡❧❛t✐✈❡❧② ❤✐❣❤ ♥♦♠✐♥❛❧ ❞❡❧❛② ❢♦r ❯❍❋ ❢r❡q✉❡♥❝✐❡s ✭❛ ❙❆❲ ❞❡❧❛②✸✵✺

❧✐♥❡✮ ❛♥❞ ✇❤♦s❡ ✐♥s❡rt✐♦♥ ❧♦ss❡s ❛r❡ ✈❡r② ❤✐❣❤✳ ❚❤✐s ❛❧s♦ ❧✐♠✐ts t❤❡ ❡♥❝♦❞✐♥❣ ♦❢ t❤❡ ❜❛❝❦s❝❛tt❡r❡❞ ❘❋■❉

s✐❣♥❛❧ ✭✇❤✐❝❤ ♠♦❞✐✜❡s t❤❡ ✈❛❧✉❡ ♦❢ ❚❛r✐✮ t♦ t❤❡ ♦♥❡ ✇✐t❤ t❤❡ ❚❛r✐ ✈❛❧✉❡ ♦❢ t❤❡ ❞❡❧❛② ❧✐♥❡✳ ❍♦✇❡✈❡r✱ ❜♦t❤

❞✐s❛❞✈❛♥t❛❣❡s ❝❛♥ ❜❡ ❛✈♦✐❞❡❞ ✐❢ ❞✐❣✐t❛❧ ♣r♦❝❡ss✐♥❣ ✐s ✉s❡❞ ❛t t❤❡ ❡①♣❡♥s❡ ♦❢ ✉s✐♥❣ ❤✐❣❤ s❛♠♣❧❡ r❛t❡s ❛♥❞ ❧❛r❣❡

❞❛t❛ ❜✉✛❡rs✳ ❚❤❡ s❡❝♦♥❞ ❛♣♣r♦❛❝❤ ✐s ❜❛s❡❞ ♦♥ t❤❡ ✉s❡ ♦❢ ❛ P▲▲ t❤❛t ❝❛♥ tr❛❝❦ t❤❡ ❝♦♥t✐♥✉♦✉s ✇❛✈❡ ❡♠✐tt❡❞

❜② t❤❡ r❡❛❞❡r ❜✉t ✐t ✐s s❧♦✇ ❡♥♦✉❣❤ s♦ t❤❛t ✐t ✐s ♥♦t ❛✛❡❝t❡❞ ❜② t❤❡ s❤♦rt ♣❡r✐♦❞s ✇❤❡♥ t❤❡ t❛❣ r❡✢❡❝ts t❤❡✸✶✵

✐♠♣✐♥❣✐♥❣ s✐❣♥❛❧✳ ❚❤✐s s❝❤❡♠❡ ✐s ♠♦r❡ ✢❡①✐❜❧❡ s✐♥❝❡ ✐t ♦♥❧② ✉s❡s t❤❡ ♦✈❡r t❤❡ ❛✐r tr❛♥s♠✐tt❡❞ s✐❣♥❛❧ ❛♥❞

❞♦❡s ♥♦t ✐♠♣♦s❡ ❛♥② ❝♦♥str❛✐♥ts ♦♥ t❤❡ ❡♥❝♦❞✐♥❣ ✉s❡❞ ❜② t❤❡ t❛❣ s✐❣♥❛❧✳ ❆❧t❤♦✉❣❤ ❜♦t❤ ♠❡t❤♦❞s ❤❛✈❡ ❜❡❡♥
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x (m)

y
 (

m
)

-1.5 -1 -0.5 0 0.5 1 1.5 2 2.5

3.5

3

2.5

2

1.5

1

0.5

0

0 0.2

Real position

Estimated position (multistatic)

Estimated position (monostatic)

Error (multistatic)

Error (monostatic)

Antenna positions

❋✐❣✉r❡ ✶✼✿ ❘❡❛❧ ♣♦s✐t✐♦♥s ♦❢ t❤❡ ❘❋■❉ t❛❣ ✭❜❧✉❡ sq✉❛r❡s✮ ❛♥❞ ❡st✐♠❛t❡❞ ♣♦s✐t✐♦♥s ❜② t❤❡ ♠✉❧t✐st❛t✐❝ ✭r❡❞ ❝r♦ss❡s✮ ❛♥❞ t❤❡

♠♦♥♦st❛t✐❝ ✭❜❧❛❝❦ ❞♦ts✮ ❧♦❝❛❧✐③❛t✐♦♥ s②st❡♠ ✳ ❚❤❡ ❛r❡❛ s✉rr♦✉♥❞✐♥❣ t❤❡ r❡❛❧ ♣♦s✐t✐♦♥s ♦❢ t❤❡ ❘❋■❉ t❛❣ ✐s ③♦♠♠❡❞ ❢♦r t❤❡ s❛❦❡

♦❢ ❝❧❡❛r♥❡ss✳ ❚❤❡ ❛♥t❡♥♥❛ ♣♦s✐t✐♦♥s ❛r❡ r❡♣r❡s❡♥t❡❞ ✇✐t❤ ❜❧❛❝❦ ❝✐r❝✉♠❢❡r❡♥❝❡s✳

s✉❝❝❡ss❢✉❧❧② ✈❛❧✐❞❛t❡❞ ❢♦r ❘❋■❉ t❛❣s ✐♥ t❤❡ ❯❍❋ ❜❛♥❞✱ ✐t ✐s ❡①♣❡❝t❡❞ t❤❛t t❤❡② ❝❛♥ ❜❡ ❞✐r❡❝t❧② ❡①t❡♥❞❡❞ t♦

♦t❤❡r ✇♦r❦✐♥❣ ❜❛♥❞s✳

■♥ ❛❞❞✐t✐♦♥✱ t❤❡ ❛❞✈❛♥t❛❣❡s ♦❢ ✉s✐♥❣ ♠✉❧t✐st❛t✐❝ ♣❤❛s❡ ♠❡❛s✉r❡♠❡♥ts ✐♥ s♦♠❡ s❝❡♥❛r✐♦s ❤❛✈❡ ❜❡❡♥ r❡✲✸✶✺

♠❛r❦❡❞ ❡♠♣❤❛s✐③✐♥❣ ♦♥ t❤❡ ✐♥❝r❡❛s❡ ♦❢ t❤❡ ✉♥❛♠❜✐❣✉♦✉s r❡❣✐♦♥ ❛♥❞ t❤❡ r❡❞✉❝t✐♦♥ ♦❢ ❧♦❝❛❧ ♠✐♥✐♠❛ ❞✉❡ t♦

t❤❡ s❧♦✇❡r ♣❤❛s❡ ✈❛r✐❛t✐♦♥ ♦❢ t❤✐s ❛♣♣r♦❛❝❤✳ ❆ ❧♦❝❛❧✐③❛t✐♦♥ s②st❡♠ ✇❛s ❞❡✈❡❧♦♣❡❞ ❛s ❛ ♣r♦♦❢ ♦❢ ❝♦♥❝❡♣t

t♦ ✐❧❧✉str❛t❡ ❛ ♣♦t❡♥t✐❛❧ ✉s❡ ❢♦r t❤❡ ♣r♦♣♦s❡❞ ♠❡❛s✉r❡♠❡♥t s❡t✉♣✳ ❚❤❡ s②st❡♠ ✇❛s ❡✈❛❧✉❛t❡❞ ❜② ♠❡❛♥s ♦❢

s✐♠✉❧❛t✐♦♥ ❛♥❞ ♠❡❛s✉r❡♠❡♥ts ✐♥ t❡st s❝❡♥❛r✐♦ ✐♥ ❛♥❡❝❤♦✐❝ ❝❤❛♠❜❡r✳ ❚❤❡ r❡s✉❧ts s❤♦✇ ❛ ❝❡♥t✐♠❡tr✐❝ ❛❝❝✉r❛❝②

♦♥ t❤❡ t❛❣ ❡st✐♠❛t❡❞ ♣♦s✐t✐♦♥✳✸✷✵

✻✳ ❆❝❦♥♦✇❧❡❞❣❡♠❡♥ts

❚❤✐s ✇♦r❦ ❤❛s ❜❡❡♥ s✉♣♣♦rt❡❞ ❜② t❤❡ ●♦❜✐❡r♥♦ ❞❡❧ Pr✐♥❝✐♣❛❞♦ ❞❡ ❆st✉r✐❛s ✭P❈❚■✮✴❋❊❉❊❘✲❋❙❊ ✉♥✲

❞❡r ♣r♦❥❡❝t ●❘❯P■◆✶✹✲✶✶✹❀ ❜② t❤❡ ▼✐♥✐st❡r✐♦ ❞❡ ❈✐❡♥❝✐❛ ❡ ■♥♥♦✈❛❝✐ó♥ ♦❢ ❙♣❛✐♥✴❋❊❉❊❘ ✉♥❞❡r ♣r♦❥❡❝ts

❚❊❈✷✵✶✹✲✺✺✷✾✵✲❏■◆ ❛♥❞ ▼■❘■■❊▼✲❚❊❈✷✵✶✹✲✺✹✵✵✺✲P ❛♥❞ ✉♥❞❡r t❤❡ ❋P❯ ❣r❛♥t ❋P❯✶✺✴✵✻✹✸✶✳
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❘❡❢❡r❡♥❝❡s✸✷✺

❬✶❪ ●❙✶✱ ❊P❈ r❛❞✐♦✲❢r❡q✉❡♥❝② ✐❞❡♥t✐t② ♣r♦t♦❝♦❧s ❣❡♥❡r❛t✐♦♥✲✷ ❯❍❋ ❘❋■❉ ✭✶✶ ✷✵✶✻✮✳

❯❘▲ ❤tt♣✿✴✴✇✇✇✳❣s✶✳♦r❣✴s✐t❡s✴❞❡❢❛✉❧t✴❢✐❧❡s✴❞♦❝s✴❡♣❝✴●❡♥✷❴Pr♦t♦❝♦❧❴❙t❛♥❞❛r❞✳♣❞❢
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Attitude Estimation Based on Arrays of Passive

RFID Tags
Guillermo Alvarez-Narciandi, Jaime Laviada, Marcos R. Pino, and Fernando Las-Heras, Senior Member, IEEE

Abstract—In this contribution a method to estimate the attitude
of an object using uniform arrays of RFID tags is presented. This
technique is based on using the MUSIC algorithm with the phase
measurements of the signals backscattered by the RFID tags
of the array. Two array topologies have been studied (uniform
linear arrays (ULA) and uniform circular arrays (UCA)). The
performance of the system has been assessed by means of
simulations and measurements in a controlled environment and
in an indoor scenario. Results show that, after calibration, the
attitude can be estimated with an error of a few degrees for a
large range of orientations as long as the signals sent by the
RFID reader do not imping the tags at grazing angles.

Index Terms—RFID; attitude estimation; MUSIC; Uniform
Circular Array; Uniform Linear Array.

I. INTRODUCTION

T
HE use of Radio Frequency IDdentification (RFID) tech-

nology enables optimized tracking and warehouse man-

agement resulting in an improvement of logistics efficiency

and the subsequent cost savings [1]. The low cost and lack

of maintenance of passive RFID tags, which do not require a

battery, make them suitable to track pallets or boxes providing

identification with non line of sight (NLOS) conditions. RFID

readers can be equipped on forklifts or deployed along the

supply chain to query the tags identifying the different goods.

During this process, the RFID reader sends a signal to a tag

attached to a product, which backscatters the signal including

its code. Once the reader receives the backscattered signal, the

code of the tag, which identifies the product, can be obtained.

In addition to the code of the tag, physical information

of the signal such as the received signal strength (RSS) and

its phase can be retrieved. During the last years, research

effort has been made to develop systems and techniques that

exploit this information. In particular, the development of

positioning systems has been of great interest. Most of them

are based on RSS measurements of the signal backscattered

by RFID tags, as this is the parameter provided by most

of the commercial readers [2], [3], [4]. However, there are

other recent developments based on phase information of the

backscattered signal such as [5], [6], [7], [8], [9], where

tag positions are estimated using measurements from several

antennas, or [10], where the trajectory of the tagged item
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(PCTI)/FEDER-FSE under project GRUPIN14-114; by the Ministerio de
Economía y Competitividad of Spain /FEDER under projects TEC2014-
55290-JIN and MIRIIEM-TEC2014-54005-P and under the FPU grant
FPU15/06431.
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ada@tsc.uniovi.es; mpino@tsc.uniovi.es; flasheras@tsc.uniovi.es).

is known and only one antenna is used. In general, these

phase-based approaches are developed by resorting to RFID

tags working in the UHF bands according to the EPC Gen2

standard [11] and the different regional frequency regulations.

Apart from location estimations, the knowledge of the atti-

tude of goods provides complementary information, which can

be very useful to automate logistic processes or when handling

with fragile cargo. This information can be obtained with

inertial sensors (although they are more expensive than RFID

tags and require batteries), using RFID tags and antennas with

high directivity as proposed in [12], or by means of a computer

vision system (which requires line of sight conditions) [13].

In this paper a novel technique to estimate the attitude of

objects based on using an array of RFID tags and a single

antenna is presented. The proposed method employs phase

measurements of the RFID tags of the array and a direction

finding algorithm to estimate the attitude of the array. Some

previous work regarding azimuth estimations was presented in

[14].

Multiple signal classification (MUSIC) [15] has been se-

lected as the direction finding algorithm, as it has demostrated

a good performance for a large variety of situations [16], [17].

This is a high resolution algorithm which is based on the eigen-

decomposition of the covariance matrix of the input data and

requires the knowledge of the array geometry (theoretically

or by calibration) to compute the array steering vectors. The

steering vectors are the phase shifts between each of the

elements of the array and a reference when an incident plane

wave impings the array from a given direction.

If two different incident angles result in the same phase

distribution along the elements (tags), then an ambiguity in the

azimuth and elevation happens. In [18] it was demonstrated

that only 3D arrays can have linearly independent steering

vectors for every possible incident direction. A sufficient

condition for that linear independence is that the array must

have at least 4 non-coplanar elements such that if the first

element is placed at the origin of coordinates and each of

the rest elements are located in a different reference axis, the

distance between the first element and the other 3 must be less

than λ/2.

In addition, it was demonstrated that in planar arrays, such

as a uniform circular array (UCA), only pairs of directions

have the same steering vectors if the array has at least 3 non-

colinear elements such that if one element is at the origin of

coordinates and each of the other two is in a different axis of

the array plane and the distance between theese two elements

and the first one is less than λ/2. Hence, if the previous

condition is satisfied, the steering vectors are unique within

each of the two subspaces separated by the array plane. Thus,
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it is possible to obtain unambiguously the direction of arrival

(DoA) of the signals impinging the planar array restraining

the search space to one of those two subspaces.

Finally, in [18] an equivalent condition is also given for 1D

DoA estimations using uniform linear arrays (ULA), in which

the space between elements is uniform: the element spacing

must be less than λ/2.

Taking that into account, we will focus in two different flat

arrays: 1) uniform linear arrays; 2) uniform circular arrays,

in which all the elements of the array are uniformly spaced

over a circumference of a given radius. Using the proposed

method, unambiguous azimuth, α, estimations can be retrieved

with an ULA in an angular range of [−90◦, 90◦] and both

azimuth and elevation, β, can be obtained using an UCA for

α ∈ [−90◦, 90◦] and β ∈ [−90◦, 90◦].
The rest of the paper is organized as follows: first, the

attitude estimation method is described in Section II. In

Section III the numerical results of the simulations carried

out to test the system are presented. After that, in Section

IV the results of the measurements performed to evaluate the

real performance of the system are discussed and finally, the

conclusions are drawn.

II. ATTITUDE ESTIMATION METHOD

The proposed scheme to retrieve the attitude of an object is

based on a uniform array of N RFID tags and, at least, one

antenna. As previously stated, this work focuses on flat tags

arrays. In particular, ULA and UCA topologies are considered

enabling to estimate either only azimuth (α) or azimuth and

elevation (β), respectively. Roll estimation is not considered

as it would require the use of a 3D array. An example of this

scheme for an ULA of N = 3 and an UCA of N = 8 tags is

depicted in Fig. 1a and Fig. 1b, respectively.

x

z

y

x' z'

d

y'

(a)

x

z

y

x'

z'

y'

RN

N/2

1
2 3

(b)

Figure 1. Scheme of the proposed setup to retrieve the attitude of an object
using an ULA of N = 3 tags (a), and using an UCA of N = 8 tags (b).

In order to define the attitude estimation, it is necessary to

define a global coordinate system (GCS) whose coordinates

are denoted as x, y and z. Without loss of generality, the

center of the array will be considered the origin of the GCS

and the transmitter antenna will be placed at the x-axis (~rant =
(xant, 0, 0)) and pointed towards the origin of the GCS. In

addition, an array coordinate system (ACS), denoted by the

primed coordinates x′, y′, z′, is also defined. The array plane,

i.e., where the RFID tags are placed, lies on the x’-y’ plane and

the z’-axis points outwards. Hence, when both the azimuth and

elevation are zero (α = 0◦and β = 0◦) the axes of the ACS

can be identified with those of the GCS as follows: x′ = −y,

y′ = −z and z′ = x. The ACS can be aligned with the GCS

performing one rotation in azimuth in the ULA case and two

sequential rotations (first in azimuth and then in elevation)

in the UCA case. Therefore, the azimuth angle is the angle

between the y-axis of the GCS and the -x’-axis of the ACS;

in the case of using an UCA, the elevation angle is the angle

between the z-axis of the GCS and the -y’-axis of the ACS.

The goal of the attitude estimation is to find the rotation an-

gle or pair of angles, which enables to translate the coordinates

from the GCS to the ACS. The attitude estimation method

relies on phase measurements of the signals backscattered by

the tags, which are used to estimate the direction of arrival of

the RFID signals impinging into the array and, afterwards, to

compute the aforementioned rotation angles defined in Fig. 1.

The direction of arrival of the signals of the RFID reader is

given by the angles φ, measured counterclockwise from the

x’-axis in the x’-y’ plane, and θ, which is the polar angle

measured from the z’-axis. As it will be shown later, these

angles are univoquely related to the rotation angles α and β.

In order to estimate the direction of arrival the MUSIC

algorithm is used. The general model of the input data,

y = [y1 . . . yN ], for an array of N elements and a single

impinging signal is







y1
...

yN






= a(θ, φ)s+ n , (1)

where s is the incident signal to the array transmitted by the

reader, n is a vector modeling the noise at each tag and a(θ, φ)
is the array steering vector of the incident signal, which has

direction of arrival (θ, φ). The expression of a(θ, φ) will be

particularized in the next two subsections for the ULA and the

UCA case. The direction of arrival of the impinging signals

can be obtained from the peak of the MUSIC pseudospectrum,

whose expression is

PMUSIC(θ, φ) =
1

a(θ, φ)HVNV
H

N
a(θ, φ)

, (2)

where VN is the matrix which contains the eigenvectors of the

noise subspace. In Fig. 2a the pseudospectrum computed for

an ULA of N = 5 tags, d = λ/8 and α = −40◦ is depicted

whilst in Fig. 2b the pseudospectrum (in 2D) obtained with

an UCA of N = 8 tags, R = 12 cm, β = −50◦ and α = 30◦

is shown. As can be seen in Fig. 2, the attitude of an array

of passive RFID tags can be inferred from the peak of the

pseudospectrum.

Finally, the azimuth and elevation angles can be computed,

respectively, from the estimated direction of arrival with the

following equations:

α = arcsin(sin(θ) cos(φ)), (3)

β = arctan(tan(θ) sin(φ)). (4)
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As a consequence, if an RFID tag of the array is not read

but its opposite element is, it would be possible to estimate

the phase of the missing backscattered signal:

∠an(θ, φ) = −∠an+N/2(θ, φ). (17)

This increases the robustness of the proposed system. How-

ever, in practice, the read phase does not correspond to a wave

with zero phase at the origin of coordinates and, consequently,

there is a phase offset, γ, due to the distance between the

antenna and the center of the array, so that the phasor diagram

of the backscattered signals is rotated as depicted in Fig. 3.

I

Q

2

2

�am( , )

�am+N/2( , )

�am( , )+

�am+N/2( , )+

Figure 3. Phasor diagram of the signals backscattered by two opposite RFID
tags of the array and its rotated version.

Hence, to enable the estimation of the phase of missing

backscattered signals, the value of the phase offset must be

computed. This can be done solving the following system of

equations as long as, at least, a pair of opposite RFID tags is

read. As it can be inferred, the more pairs are read, the more

accurate is the estimation of γ.

∠an(θ, φ) + ∠an+N/2(θ, φ)− γ = 0 n = 1 . . .
N

2
. (18)

III. NUMERICAL RESULTS

In order to evaluate the performance of the proposed method

several simulations were conducted. Specifically, the effect of

errors in the position of the elements of the array, both the

ULA and the UCA, was assesed to test the robustness of

the method. Also, the impact of discrepancies between the

expected and the actual radius of the UCA is analysed. An

analogous analysis was performed for the ULA case taking

into account the differences between the expected and the

actual element spacing. However, the results of this last study

are not reported here as they were presented in [14]. All these

simulations, whose results are reported in Sections III-A and

III-B, were performed using MatLab software and using a

frequency in the European RFID band: f = 866.3MHz. In

these simulations, the phase of the received field was set to

be proportional to the round-trip distance from the reader to

the tag. The obtained phase was introduced in (2) to compute

the tilts. In addition, the effect of the couplings and the

electromagnetic properties of the surface below the tags was

evaluated by means of simulations using the software Feko.

The obtained results are discussed in Section III-C.

A. Uniform Linear Array

The effect of misplacement of tags in an ULA was evaluated

through several simulations. The simulated azimuth ranged

from −70◦ to 70◦ with steps of 10◦. For every azimuth angle

each simulation was repeated 50 times. Also, the number of

elements of the simulated ULA was N = 5, the element

spacing was set to λ/8 and the signal to noise ratio (SNR)

for the simulations was set to 20 dB. The choice of an

element spacing of λ/8 instead of the maximum value to

avoid unambiguities, λ/4, was made to try to thoroughly

replicate the measurement setup of Section IV-A, in which the

element spacing was reduced to overcome the phase ambiguity

introduced by the RFID reader as will be explained. The

positioning errors in each direction of the array plane were

generated randomly using a uniform distribution defined in the

interval [−a, a], where the value of a (the maximum possible

value of the error) was modified from 0 (without positioning

errors) to 5 cm. The error of the estimated azimuth for each

value of a is depicted with blue asterisks in Fig. 4. As it can

be seen, for approximately a < 1.5 cm the error is below 5◦

(below the green line).
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Figure 4. Retrieved azimuth error for α ∈ [−70, 70] with an ULA of N = 5
for different positioning errors (blue asterisks).

B. Uniform Circular Array

1) Effect of discrepancies between the theoretical radius

and the real one: Several simulations were carried out in order

to see how errors on the array radius affect the performance

of the system. The obtained results are shown in Fig. 5, where

the estimated azimuth and elevation are depicted when: i) the

theoretical value of the radius is equal to its real value (blue

asterisks); ii) the expected value is bigger than its real value

(red circles); and iii) the expected value is smaller than the

real one (black “x”). As it can be seen, when the expected
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Figure 5. Retrieved azimuth, (a), and elevation, (b), for α ∈ [−90, 90] with
10◦ steps and β = 20◦ when the expected radius of the UCA was equal to
its real value (blue asterisks), smaller than expected (red circles) or greater
(black “x”).

radius is smaller than the real value the absolute estimated

azimuth values are larger than the real ones and the same

happens to the estimated elevation values. It should be noted

that the difference between estimated and real attitude values

are greater as the azimuth of the UCA is increased. Also, the

discrepancies between the retrieved elevation values and the

real values increase as the true elevation angle is larger. When

the expected radius is greater than the real one, as opposed

to the previous case, the absolute estimated attitude values are

smaller than the real ones. This behaviour is similar to the one

reported in [14] for errors in the expected element spacing in

ULAs.

2) Effect of positioning errors of the RFID tags: This

subsection evaluates the effect on the performance of the

system of slightly misplaced RFID tags due to the array man-

ufacturing process. The simulated attitude covered the interval

[−70◦, 70◦] in azimuth and [−70◦, 70◦] in elevation with steps

of 10◦. For every pair of attitude angles, each simulation

was repeated 20 times. Also, the number of elements of the

simulated UCA was N = 8 and the signal to noise ratio

(SNR) for the simulations was set to 20 dB. As in subsection

III-A, the positioning errors in each direction of the array plane

were generated randomly using a uniform distribution defined

in the interval [−a, a], where the value of a (the maximum

possible value of the error) was modified from 0 (without

positioning errors) to 5 cm. The error of the estimated azimuth

and elevation for each value of a is depicted in Fig. 6a and

Fig. 6b respectively. The green line encloses the area where

the error of the estimated attitude is below 5◦ and the red

dashed line encloses the area where the error is below 10◦.

By analysing the results of the simulations, the error in both

azimuth (Fig. 6a) and elevation (Fig. 6b) is below 5◦ when

a < 6mm.

0 1 432 5

0.5

0

1

1.5

2

3

3.5

2.5

4

4.5

5

0

5

10

15

Maximum y' error (cm)

M
a
x
im

u
m

 x
' 
e
rr

o
r 

(c
m

)

Error (deg.)

20

25

30

35

40

45

(a)

0 1 432 5
Maximum y' error (cm)

0

5

10

Error (deg.)

20

25

30

35

40

45

0.5

0

1

1.5

2

3

3.5

2.5

4

4.5

5

M
a

x
im

u
m

 x
' e

rr
o

r 
(c

m
)

(b)

Figure 6. RMS error of the retrieved azimuth, (a), and the retrieved elevation,
(b), for different values of positioning error of the RFID tags of the UCA in
both directions of the array plane. The green line encloses the area where the
error is below 5◦ and the red dashed line encloses the area where the error
is below 10◦.

C. Effect of couplings and electromagnetic properties of the

material under the tags

In order to test the effect of couplings between tags an

ULA of N=5 tags was simulated in Feko for several values

of element spacing d. The simulated tag model is based on

the one proposed in [21]. The simulated azimuth ranged from

−70◦ to 70◦ and the frequency was set to f = 866.3MHz.

To compute the phase of the signals backscattered by a given

tag, the activated tag was loaded to the complex conjugate
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The correction terms obtained after the calibration are

shown in Table III. Also, the radius was increased 25mm to

compensate the effect described in Section III-B1.

Table III
CORRECTIONS ON THE POSITION OF THE RFID TAGS OF THE UCA OF THE

SETUP OF THE ANECHOIC CHAMBER.

Tag # 1 2 3 4 5 6 7 8

zcorr (cm) 18 18 18 18 18 18 18 18
ycorr (mm) 8 −2 −2 2 6 2 0 −2
Offset (deg.) −10 −30 −5 −49 −24 −11 −3 1

In Fig. 12 the retrieved azimuth and elevation and the

expected values for α ∈ [−90, 90] with 10◦ steps and β = 10◦

for two different expected radius values are depicted.
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Figure 12. Retrieved azimuth, (a), and elevation, (b), for α ∈ [−90, 90] with
10◦ steps and β = 10◦for R = 12 cm (red circles) ans for R = 14.5 cm
(black “x”).

As can be seen, when the expected radius value is increased,

the retrieved attitude matches its real value. The difference

between the theoretical positions of the UCA elements and the

corrected ones are not only due to positioning errors, but also

to the electromagnetic properties of the surface below the tags

and couplings between them. This effect makes the effective

separation between tags larger than their physical value [27],

[26]. It must be pointed out that the correction on the z-axis,

zcorr, accounts for the vertical displacement of the center of

the UCA with respect to the rotation center of the goniometer

(the rotation center of the goniometer is only 4.7 cm above

its scale and, hence, there are not enough space to place the

center of the UCA on the rotation center). The corrections on

the y-axis, ycorr, represent errors on the horizontal positions

of the tags.
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Figure 13. Retrieved azimuth and elevation for α ∈ [−90, 90] with 10◦ steps
and β = 20◦ (a, b); β = 10◦ (c, d); β = 0◦ (e, f); β = −10◦ (g, h); and
β = −20◦, (i, j).
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Table V
CORRECTIONS ON THE POSITION OF THE RFID TAGS OF THE UCA OF THE

SETUP OF THE INDOOR SCENARIO.

Tag # 1 2 3 4 5 6 7 8

zcorr (cm) 21 21 15 15 20.4 21 21 21
ycorr (mm) 23 37 6 33 −8 −4 8 16
Offset (deg.) 55 43 27 62 43 66 77 58

values, specially for β = −20◦ , for which the results are very

poor. The error values are summarized in Table VI. However,

due to the number of outliers in the azimuth estimations, the

median error (6.0◦ for |α| < 60◦ and 7.0◦ |α| < 70◦) and

the third quartil (9.5◦ for |α| < 60◦ and 11.7◦ |α| < 70◦)

are more representative than the RMS error this time. As

depicted in Fig. 15, the accuracy of the proposed system

using a central RFID tag is significantly improved, specially in

elevation estimations, as shown in Table VII, where the error

values are summarized. The error values are below 10◦ in a

wide range of attitude values and without increasing the size

of the array.

Table VI
MAXIMUM AND RMS ERROR FOR AZIMUTH AND ELEVATION OF THE

ATTITUDE ESTIMATED IN THE INDOOR SCENARIO WITH N = 8.

ǫα,max (◦) ǫα,rms (◦) ǫβ,max (◦) ǫβ,rms (◦)

|α| < 60 71.7 24.5 110.0 36.8
|α| < 70 79.0 29.8 110.0 38.8

Table VII
MAXIMUM AND RMS ERROR FOR AZIMUTH AND ELEVATION OF THE

ATTITUDE ESTIMATED IN THE INDOOR SCENARIO WITH N = 9.

ǫα,max (◦) ǫα,rms (◦) ǫβ,max (◦) ǫβ,rms (◦)

|α| < 60 9.9 5.0 8.9 3.7
|α| < 70 11.2 5.1 11.8 4.6

V. CONCLUSIONS

In this contribution a novel method to compute the attitude

of objects based on phase measurements of RFID passive

tags of uniform arrays is presented. Two array topologies

were studied: ULAs and UCAs. With the former, azimuth

estimations can be obtained whereas with the latter, both

azimuth and elevation can be retrieved. In order to evaluate

the performance of the proposed method several simulations

and measurements were carried out.

The simulations focused on how positioning errors of each

of the elements of the array and discrepancies between the

expected dimensions of the array and the real ones affect the

performance of the system. In the ULA case it was shown

that the accuracy of the system was below 5◦ for uniformly

distributed errors up to 1.5 cm. In the UCA case it was shown

that both azimuth and elevation errors were below 5◦ for

uniformly distributed errors up to 0.6 cm, being the estimated

elevation more sensitive to positioning errors than the retrieved

azimuth. In addition, it was shown that having an UCA radius

greater than expected results in greater retrieved azimuth and

elevation than the real attitude of the array.

The system with an ULA of N = 5 RFID tags was tested

in an indoor environment. The obtained results show a good

performance with an RMS error below 5◦ for α ∈ [−75◦, 75◦]
after the array calibration. For greater azimuth values the

accuracy of the system decreases, although in those cases the

signals imping the array at grazing angles.

In addition, the proposed method was tested for 2D attitude

retrieval with an UCA of N = 8 tags and also with a reference

tag in the center of the array. Results show a good performance

of the system in both an anechoic chamber and an indoor

scenario. As in the case of the ULA, it should be remarked

that the calibration is critical to ensure a good accuracy on the

attitude estimations. Concerning this, the corrections regarding

couplings between tags can be done in advance taking into

account the selected tag models. Thus, it would only be

necessary to measure the offset of the given tags of the array

before deploying it. The use of a reference tag improves the

performance of the system achieving an RMS error close to

5◦ for azimuth estimations and below 5◦ for the retrieved

elevation in a range of β ∈ [−20◦, 20◦] and α ∈ [−70◦, 70◦].
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A UHF-RFID gate control system based on a

Recurrent Neural Network
Guillermo Alvarez-Narciandi, Andrea Motroni, Marcos R. Pino, Alice Buffi and Paolo Nepa

Abstract—This paper presents a novel, cost-effective and easy-
to-deploy solution to discriminate the direction of goods crossing
a UHF-RFID gate in warehouse scenario. The system is based on
a grid of UHF-RFID tags deployed on the floor underneath the
gate equipped with a single reader antenna. When a transpallet
crosses the gate, it shadows the tags of the deployed grid
differently, according to the specific direction, namely incoming
or outgoing. Such distinguishable signature is employed as input
of a recurrent neural network. In particular, the number of
readings for each tag is aggregated within short time-windows
and a sequence of binary read/missed tag data over the time
is extracted. Such temporal sequences are used to train a Long
Short-Term Memory neural network. Classification performance
of the proposed method is shown through a set of measurements
in indoor scenario.

Index Terms—UHF-RFID Gate; RFID machine learning;
RFID neural network; Recurrent neural network.

I. INTRODUCTION

T
HE use and development of Radio Frequency IDentifi-

cation (RFID) technology led to a growing number of

applications based on it. In 2018 more than 15 billion of RFID

tags were sold (a 23% increase with respect to 2017) [1],

showing the technology growth. In particular, the RFID tech-

nology was successfully used in the context of access control,

warehouse management and logistics. One specific problem

in warehouse scenario is the correct discrimination of goods

or pallets transiting through a gate or between two warehouse

areas. For such purpose, a UHF-RFID gate can be installed at

the points of interest. To correctly discriminate if the pallet is

incoming, outgoing or not-crossing the gate, several systems

were proposed in the state of the art. Since a warehouse is

a harsh environment due to multipath propagation and the

presence of a large number of RFID tags, several setups were

proposed apart from conventional localization systems [2].

Some solutions rely on creating shielded reading zones using

tunnel gates [3] or using additional hardware such as light or
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motion sensors [4] or cameras [5] to determine the movement

direction of goods, at the expense of higher complexity and

cost of the system. Moreover, the use of cameras may raise

privacy issues. Other solutions employ more than one antenna

to estimate the motion direction of the goods by comparing

the signature of tagged items measured from each antenna [6]

or creating different interrogation zones [7]. Keller et al. [8]

suggest to use various aggregated features based on the low-

level reader data (Electronic Product Code, Received Signal

Strength Indicator - RSSI, timestamp, reading antenna) to

discriminate moving tags in forklift truck applications, with

multiple antennas. Other solutions exploited the phase of the

tag backscattered signal to discriminate tags carried out by a

forklift [9] or moving along a conveyor belt [10].

Recently, machine learning techniques were employed in

RFID systems for localization purposes [11], [12] and for

classification of tag actions in UHF-RFID gates [13]. This

paper presents a novel solution to discriminate the crossing

goods from the not-crossing throughout a UHF-RFID gate

in a warehouse scenario. Furthermore, the crossing goods

are distinguished between incoming or outgoing. The system

employs a Recurrent Neural Network (RNN) exploiting data

acquired by a single reader antenna and a grid of UHF-RFID

reference tags.

RFID antenna

Grid of RFID tags

Figure 1. Basic scheme of the UHF-RFID gate control system with a single
reader antenna and a grid of reference tags.

II. CLASSIFICATION METHOD DESCRIPTION

The proposed system for the UHF-RFID gate is based on

a grid of reference tags deployed on the floor underneath the

gate and a single reader antenna (Figure 1). Therefore, when a

transpallet moves over the grid, tags are shadowed due to the
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Figure 2. Measurement setup of the proposed system for the UHF-RFID gate.

presence of metallic parts and some of them are not detected

by the reader antenna. Thus, the pattern of shadowed tags can

be used as a signature of the transpallet incoming, outgoing

or not-crossing actions. Such principle resembles the solutions

proposed in [14], [15] which are based on the shadowing of

the signal backscattered by a set of RFID tags deployed within

the area of interest for localization purpose.

An important design consideration is the size of the grid

of reference tags. The grid width should be at least similar to

the width of the gate to be monitored. In the other dimension,

the number of grid rows (i.e. the length of the grid) should

be at least three or four, so that the transpallet movement

causes a consecutive shadowing of tag rows, which is a useful

information for direction discrimination. On the other hand,

the number of tags should not grow indefinitely as the reader

must be able to detect all of them within a certain time window.

In this regard, it should also be considered that other tags will

be in the gate surroundings identifying different goods stored

in the warehouse. The distance between the reference tags

should be large enough to reduce the coupling effect, while

ensuring the tag shadowing during the transpallet motion.

A. The Recurrent Neural Network

To perform the transpallet action classification a Recurrent

Neural Network (RNN) was trained. This type of neural net-

work was proven to be very successful in sequence processing

or sequential processing of non-sequence data [16]. The basic

working principle of a RNN is that when there is an input to

the network, xt, it computes the new state, ht, based on the

previous state ht−1 and the input according to an activation

function f :

ht = f(Whhht−1 +Wxhxt). (1)

Then, in sequence-to-one (or sequence labeling) problems

(as the problem discussed in this paper) the output is usually

computed based on the last state. In the proposed system,

we employed a particular kind of RNN, that is the Long

Short-Term Memory (LSTM) network [17]. LSTM networks

solve the problems of vanishing or exploding gradient, and

have shown great performance in speech recognition [18] or

image caption generation [19] applications. They have a block

structure where each cell has an internal cell state, ct and a

hidden state ht. The above parameters are updated based on

the network input xt at time t, and the previous hidden state,

ht−1, as follows:

ct = f ◦ ct−1 + i ◦ g, (2)

ht = o ◦ tanh(ct), (3)

where ◦ denotes the element-wise product. The other param-

eters are the network input gate i and the cell candidate g,

which control the input amount which is written into the

cell; the forget gate f , which controls how much the cell

state of the previous time step is forgotten; the output gate

o, which computes the hidden state of the current time state.

These parameters can be calculated throughout the following

equation:
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σ
σ
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(

ht−1

xt
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, (4)

Where W is the weighting matrix; σ is the sigmoid func-

tion, and tanh is the hyperbolic tangent function. The size

of the network input, xt, corresponds to the number of input

features of the network, Nfeat. The size is of the hidden state

vectors, ht, as well as the size of the internal cell state, ct, i, f ,

o and g, is given by the number of hidden units (NHU) of the

cell, which controls the amount of information remembered

between time steps. Finally, the size of the weighting matrix

W is (4 ·NHU)× (Nfeat +NHU).

B. Data Pre-processing

The input features of the neural network should provide

representative and distinguishable signatures of each type of

movement of the transpallet. In addition, they should be chosen

to make the system independent on the application scenario,

and to avoid any calibration step to minimize deployment time.

First, it should be noted that, as the existence of moving

goods and their direction discrimination are based on the

information collected from a set of reference RFID tags,

an appropriate acquisition time must be defined. The latter,

denoted as twin, must be long enough to query all reference

tags. The duration of the time windows should be adjusted so

that the transpallet movements can be captured. This means

that, if the time window is too long with respect to the

transpallet moving speed, some movements could be filtered

out. On the other hand, if the time window is too short the

reader may not be able to read all the reference tags within

the same time window, and the system can misinterpret that

phenomenon as a shadowing effect.
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Figure 3. Number of readings of each grid tag during a sample incoming movement of the metallic cart. Consecutive time windows of duration of 200ms
were shown from (a) to (d). Missed tags are depicted in red. A schematic representation of the metallic cart position within the setup corresponding to the
snapshots presented from (a) to (d) is shown from (e) to (h), respectively.

The RFID reader is configured to perform continuous in-

ventories and, as explained before, in order to introduce mean-

ingful information to the neural network, the measured data

is aggregated within time windows of a predefined duration.

As a consequence, when the system is activated (for example

when a tagged transpallet is detected in the surroundings of

the gate) a set of features are extracted from the measured data

in a Nfeat×M matrix form. Then, such set feeds the network,

where Nfeat is the number of features and M is the number

of time windows within the total acquisition time. Among the

potential features, the two parameters described below were

considered:

• The number of times each reference tag was read during

each time window: in the absence of a moving transpallet

the number of readings within each time window should

be approximately constant depending on the number

of RFID tags present on the surroundings of the gate.

However, when a transpallet moves over the grid of

reference tags, it shadows the tags underneath and, hence,

the number of successful readings decreases. Therefore,

a pattern can be extracted from the fluctuations on the

number of readings during time windows of each refer-

ence tag.

• Whether each reference tag was read or was missed dur-

ing each time window: this provides a binary information

for each tag in each time window. If during a certain time

window the tag was detected at least once, then the binary

data is set to "read". In a similar fashion to the previously

explained feature, if a tag is shadowed by a transpallet, it

would not be read in that time window, so being classified

as "missed".

Both parameters provide analogous information, as it was

observed during the experimental analysis of the system.

However, since the number of readings depends on the amount

of detected tags in the surroundings of the gate (i.e. tagged

stocked goods waiting to be delivered), it was decided to use

the binary read/missed tag data, for each tag in a specific time

window. The binary data is equal to 1 if the tag is read or

equal to 0 if it is undetected.

The use of RSSI values of the signals backscattered by the

tags of the grid was discarded as this parameter depends on

the distance from the reader antenna to the grid, the material

of the floor under the gate grid, and on the multipath effect

typical of an indoor scenario.

Thus, the input of the neural network consists of one se-

quence, i.e. one feature, per reference tag with the read/missed,

whose length depends on the duration of the time window and

on the transpallet speed during the specific action.

III. EXPERIMENTAL ANALYSIS

In order to validate the proposed system, laboratory tests

were conducted at the research facilities of the Department

of Information Engineering of the University of Pisa. The

measurement setup is depicted in Figure 2. A total of 24

EasyRFID Dogbone tags were arranged in a 4 × 6 grid with

a 30 cm separation between them. The size of the grid was

selected so that it could be used to monitor the transpallet

motion throughout a gate of width less than 2m, a typical

size for many warehouse and docking area doors. The reader

antenna was fixed at the ceiling above the grid at a height of

2.6m, and a 38 cm wide metallic cart was employed to emulate

a transpallet. Then, a total of 159 trajectories were performed

while recording data from the tags: 50 incoming, 49 outgoing

and 60 passing nearby the grid without crossing the gate. For

each test, the reference tags were queried continuously, thus

before, during and after the metallic cart moved over the grid.

This resembles the practical operation of the proposed system,

ensuring that fluctuations in the tag readings are recorded.

Each acquisition was around T = 10 s long, so the value

M = ⌊T/twin⌋ ranged from M = 50 when twin = 200 ms
to M = 12 when twin = 800 ms. The obtained results

were used to build a data set to train and test the neural

network. The train and test data sets were built using 60%

and 40% of the data respectively. The different measurements

were randomly assigned to each group, but keeping the class
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ABSTRACT The aim of this paper is to present a freehand scanning system with a compact mm-wave
radar. In order to achieve high-resolution images, the system exploits the free movements of the radar to
create a synthetic aperture. However, in contrast to conventional synthetic aperture radar (SAR), in which
canonical acquisition surfaces (e.g., planes or cylinders) are used, the system allows for a given tolerance
compatible with real hand-made trajectories. Moreover, different techniques are studied to compensate for
the impact of irregular sampling to reduce the artifacts in the image. As a result, real-time scanning can
be readily performed even by inexperienced users. The scanning system, comprising a commercial motion
capture system and an mm-wave module, can be easily deployed and calibrated. Several results involving
different objects are shown to illustrate the performance of the system.

INDEX TERMS SAR imaging, mm-wave imaging, FMCW radar, real-time imaging, freehand scanner.

I. INTRODUCTION

Electromagnetic imaging [1] enables to inspect the inner
composition of different objects or beings. This technol-
ogy can be employed, under different implementations, for
nondestructive evaluation of materials [2], [3], medicine [4],
defense and security [5]–[7], food inspection [8], [9], obsta-
cle detection [10], among other applications.

A very desirable feature for any of the previous system is
compactness. This feature is obviously linked to the working
frequency and, therefore, it is hard to achieve in microwave
systems. However, mm-wave systems can be very compact
enabling on-chip systems [11], [12] at the expense of some
penetration capabilities. Moreover, the quick development of
this technology in the last years has enabled a wide variety of
robust and affordable devices.

Although the range resolution depends on the bandwidth,
which does not impose a specific size limitation, the lateral
resolution of a mm-wave imaging system is proportional to
the size of the aperture of the system. Consequently, although
a single transmitter and receiver system can be relatively
small, high resolution imaging requires of relatively bulky

The associate editor coordinating the review of this manuscript and
approving it for publication was Laxmisha Rai.

structures formed by large antennas based on reflectors or
lenses [13], raster scanning along well-known paths [5] or
large arrays [14].

A balance between system size and resolution has
been recently presented in [15] implementing a portable
microwave camera operating from 20 to 30GHz. Further-
more, this kind of system can take advantage of multi-
view approaches to increase the imaged area and the image
quality [16]–[19].

In this paper, compactness is moved a step forward by
performing high-resolution imaging with a single radar-on-
chip. For this purpose, the radar is moved over the volume to
be imaged to build a synthetic aperture.

In order to apply the imaging algorithm in real-time,
the position of the radar is tracked by means of a motion
capture system. It is interesting to observe that this kind
of tracking was already successfully employed to directly
map electromagnetic sources for electromagnetic compati-
bility purposes using a 3D manual scanning [20]. In a sim-
ilar fashion, the tracking system was also used to indirectly
map sources by means of backpropagation using a manual
scanning system constrained to two dimensions [21]. A study
of the feasibility of using inertial navigation systems for
imaging applications has been presented in [22].

95516 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ VOLUME 7, 2019
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In the context of electromagnetic imaging, freehand scan-
ning constrained to two dimensions has also been demon-
strated in [23] by implementing a system in the X-band
and using a railway system to track the position. However,
to the best authors’ knowledge, it is the first time that a
completely 3D freehand scanning with such a compact device
is presented.

This paper is organized as follows. First, the structure of
the scanner and its workflow is presented. Second, the radar
processing implemented in the demonstrator is explained.
Next, the results of several simulations performed to assess
the impact of positioning errors and nonuniform sampling in
the scanner results are summarized. After that, the calibration
procedure for the radar system is introduced and the obtained
measurement results are presented. Finally, the conclusions
are drawn.

II. FREEHAND MM-WAVE IMAGING

A. SYSTEM ARCHITECTURE

The scanning system main goals, which imply several
challenges in terms of positioning accuracy and data process-
ing algorithms, are the following:

• High resolution images: in order to provide high
resolution images with a compact system, a radar mod-
ule in the mm-wave band is chosen. In addition, the mea-
surements are acquired along a synthetic aperture and
coherently combined to improve the resolution. For this
purpose, the position of the radar must be acquired with
an accuracy much smaller than the wavelength, i.e.,
submillimeter position accuracy is required.

• Freehand system: the scanner must build the images
while it is freely moved so that the operator can dynam-
ically choose the areas where to spend more time scan-
ning to refine the image. As a consequence, due to
the nature of the freehand movement of the scanner,
the measurements of the radar are not expected to be
uniformly spaced.

• Real-time operation: the measurements must be pro-
cessed on-the-fly and the imagemust be updated asmore
data is acquired by the scanner.

In order to provide the previous functionalities, the
scanning system, whose scheme is depicted in Fig. 1, was
structured in three subsystems:

• Control and processing subsystem: it is in charge of
setting up the scanning system, i.e., establishing the
communication with the other two subsistems and defin-
ing the volume under test, in which the reflectivity
will be computed to create the radar images in real-
time. In addition, the control subsystem is responsible
for querying both the radar frames and the position
of the radar, and processing the obtained information,
as illustrated in the workflow depicted in Fig. 2. This
subsystem is formed by a conventional PC or a laptop,
which is interfaced with the radar subsystemwith a USB

FIGURE 1. Scheme of the proposed scanning system.

FIGURE 2. Workflow of the scanning system.

cable and with the positioning subsystem by an Ethernet
connection.

• Radar subsystem: it comprises a commercial FMCW
mm-wave radar module, in this case the radar-on-
chip BGT60TR24B by Infineon R© [11]. This subsystem
transmits and receives the radar signals on demand of
the control subsystem enabling the acquisition of the IF
signal for further processing. The frequency waveform
of the signal transmitted by the radar has an up-chirp saw
tooth pattern centered at fc = 60GHz with a bandwidth
of BW = 6GHz and a chirp duration of Ts = 512µs.
The RF frontend includes 2 transmitting and 4 receiving
antennas. However, for this system a quasimonostatic
configuration, with one transmitting and one receiving
antenna, was considered. The radar module was embed-
ded in a 3D-printed enclosure designed ad-hoc for it to
ease the manipulation of the radar as well as to help in
the placement of the reflectivemarkers of the positioning
system (Figs. 3a and 3b).

VOLUME 7, 2019 95517



IV

G. Álvarez-Narciandi et al.: Freehand, Agile, and High-Resolution Imaging With Compact mm-Wave Radar

FIGURE 3. Radar module enclosure: (a) top view and reflective markers
for the positioning system (b) and bottom view. A one euro-cent coin is
included for scale purposes.

• Positioning subsystem: it estimates the position and the
attitude of the radar module by means of an optical
tracking system. This subsystem is formed by themotion
capture system ofOptitrack R© [24]. The infrared cameras
of the system track the reflective markers attached to the
radar module (see the scheme of the system in Fig. 1).
The position retrieved by the positioning system, which
is the centroid of the rigid body defined by the deployed
markers, must be corrected to match the position of the
radar as the described in Section III-D. This commercial
setup, which requires a minimum of four cameras, can
be easily deployed and calibrated in a matter of minutes.

B. IMAGING TECHNIQUE

Due to the freehand nature of the proposed imaging system,
the acquired data are not expected to be equally spaced along
a canonical geometry as it is usually assumed in conventional
synthetic aperture radar (SAR) techniques [25]. For this rea-
son, a delay and sum algorithm, adapted to the particularities
of the FMCW radar signal, is used.

In order to update the image, which shows the reflectivity
of the scene, the algorithm requires the current radar posi-
tion r and the previous dechirped signal provided by the radar
module (see workflow in Fig. 2). Since the signal transmitted
by the radar, expressed in complex form, is given by

stx(t) = ej2π (fct+
1
2αt

2), (1)

where |t| < Ts/2 and

α =
BW

Ts
, (2)

is the slope rate, then if a point target is assumed, the signal
received by the radar, without considering amplitude varia-
tions, will be given by a delayed version of the transmitted
signal

srx(t) = stx(t − τ ) = ej2π (fc(t−τ )+
1
2α(t−τ )

2), (3)

where τ is proportional to the distance from the radar position
to the point target (R):

τ =
2R

c
. (4)

Thus, the input dechirped signal, obtained by mixing the
received and transmitted signals [26], [27] will be given by:

sIF (t) = ej2π (ατ t+fcτ−
1
2ατ

2), (5)

which has beat frequency fb = τα. If the object under test is
not a point target but a distributed target, then the received
signal can be expressed as a superposition of signals given
by (3) and so will be the IF signal. In practice, the radar
does not return the complex signal in (5) as it lacks of an IQ
mixer. However, thanks to the wideband nature of the signal,
the analytic signal can be easily retrieved by means of an
efficient Hilbert transform [28].

The reflectivity ρ at each point r′ of the grid in which
the volume under test is discretized is estimated by coher-
ently summing the contribution of the signal received by
the radar at each acquisition position. In order to achieve
this coherent combination, the extra phase term, which can
be approximated by fcτ − 1

2ατ
2 ≈ fcτ for close targets,

is firstly compensated and, after that, a range compression is
performed by doing a Fourier transform in the time domain.
Thus, the following auxiliary signal is firstly constructed at
each radar position for each observation position r

′:

sc,m(r
′, f ) = F

{

sIF,m(t)e
−j2π fcτm(r′,rm)

}

, (6)

where F {·} denotes the Fourier transform operator and
sIF,m(t) is the IF signal acquired at the m-th radar position

denoted by rm and τm
(

r
′, rm

)

= 2‖r′−rm‖2
c

, which is the
propagation delay between the radar position and the obser-
vation point.

This auxiliary signal will peak at the beat frequency, which
is expected to be proportional to the distance to the target

fb,m = ατm =
2α

∥

∥r
′ − rm

∥

∥

2

c
, (7)

and, therefore, standard time-domain techniques, similar to
the ones used in UWB imaging (e.g., [29], [30]), can be used.
In particular, the following delay and sum algorithm can be
formulated with a simple change of variable:

ρm(r
′) =

m
∑

i=1

sc,i(r
′,
2α

∥

∥r
′ − ri

∥

∥

2

c
), (8)

Although this algorithm is not as efficient as other imple-
mentations relying on Fast Fourier Transforms (e.g., [31])
but requiring equally spaced data, it is still able to provide
real-time reflectivity estimations for areas of several squared
centimeters as it will be illustrated later.
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III. PRACTICAL CONSIDERATIONS

Conventional imaging algorithms are applied to data acquired
at equally-spaced positions over canonical geometries
(e.g., [5], [25]). Although the scanning system can take sam-
ples at very regular intervals, due to the lack of a perfectly
steady hand, the samples will not be equally spaced. More-
over, the relatively arbitrary trajectories do not guarantee to
cover a given surface with a single pass. This results in a
number of issues to be solved or mitigated.

A. SAMPLES DISTRIBUTION

The acquired samples will not be equally spaced along a
canonical surface. In this paper, the ideal target surface is
a plane. Depending on the movement speed, more or less
samples will lay on some specific areas. This could result in
areas of the image with reflectivity levels higher than other
areas because of this imbalance in the sample density.

In order to mitigate this issue, the flat surface is split into
squared macrocells and only a pre-established number of
samples are used by the imaging algorithm in each macro-
cell. This situation is shown in Fig. 4, in which only two
samples per macrocell are used by the imaging algorithm
independently on the number of samples acquired inside the
macrocell.

FIGURE 4. Distribution of the acquisition points for the imaging
algorithm: Diamonds denote acquisition points and gray circles denote
points used by the imaging algorithm.

As a complement to assist during the scanning, the amount
of samples per macrocell is shown in a 2D image similar to
a heat map so the operator can easily check the amount of
available data along the scanning surface.

In the presented implementation, the size of the macrocells
is chosen as 1 × 1mm2 and the number of samples per cell
is set to 3. During the data acquisition, it is not possible to
foresee if the scanner will move back to a cell, providing the
opportunity to acquire samples well-spaced in the cells. For
this reason, a simple algorithm based on retaining the first
samples is used.

B. ACQUISITION ALONG A NON-FLAT SURFACE

Despite the previous strategy, the samples will not be per-
fectly distributed and, therefore, some impact is expected in

the image. Moreover, although scanning along a flat surface
is targeted, some flexibility must be granted to the operator,
who cannot describe perfectly bidimensional trajectories.

In order to assess the effect of these issues, several system-
atic simulations were conducted using the IF signal model
given by (5). For this purpose, an ideal target with the shape
of the letter ‘‘T’’ was defined and several simulations were
performed randomizing the horizontal positions and height
where the samples were taken. First, a 2D regular grid of
sampling locations was defined in order to obtain a reference
reflectivity image (Fig. 5a). Then, 3D radom variations to
the regular sampling positions were generated using a normal
distribution for several variance values. The obtained results
keeping the horizontal distribution of the regular grid points
but adding height variations according to a normal distribu-
tion of σ = 1 cm, σ = 1.5 cm and σ = 2 cm are depicted
in Figs. 5b, 5c and 5d, respectively. As can be observed, after
adding height variations to the sampling points originally dis-
tributed in a regular grid contained in a flat surface, the image
is noisier and some artifacts appear the more nonuniformity is
introduced in the sampling positions. However, the quality of
the retrieved reflectivity image, though degraded, still enables
to clearly recognize the test object.

An analogous analysis was performed modifying both
height and horizontal position. As can be seen in Fig. 5e,
retrieved with the sampling positions depicted in the heat
map of Fig. 5g, which were obtained modifying the original
sampling grid with a normal distribution of σ = 1 cm in each
horizontal direction, and in Fig. 5f, in which the height of
the sampling positions depicted in Fig. 5g was also modified
using a normal distribution of σ = 1 cm, the results are
similar to those previously presented in this section. Hence,
it is possible to conclude that, although due to the nonuniform
sampling the resulting reflectivity images are noisier and
some artifacts appear, the retrieved image is still accurate.

In order to allow for height variations in a certain tolerance
range, the macrocells are extended from 2D rectangles to
cuboids. According to the previous study, a small height
tolerance would result in better quality images but many sam-
ples would be discarded due to the small size and, therefore,
the overall scanning time would be increased as many areas
should be resampled. Moreover, as it will be analyzed next,
other factors such as the positioning error have also an impact,
which can be a more limiting factor. In this work, squared
macrocells of 1mm of side and a height tolerance of ±1 cm
were considered.

C. IMPACT OF POSITIONING ERROR

Positioning errors arise from two reasons (assuming that the
errors due to the accuracy of the optical tracking system can
be neglected compared to them):

1) Calibration error: the optical tracking system provides
the position of the centroid of the markers attached
to the radar enclosure. As a consequence, there is an
offset between the position estimated by the localiza-
tion system and the radar position, which has to be
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FIGURE 5. Reflectivity image of the simulated target computed with
(a) uniform sampling and without positioning errors. Reflectivity image
computed modifying the height of the regular positions by adding values
obtained using a normal distribution of (b) σ = 1 cm, (c) σ = 1.5 cm and
(d) σ = 2 cm. Reflectivity image obtained for (e) nonuniform sampling
positions in a 2D plane and also (f) modifying the height of the sampling
positions. The heat map of the simulated radar positions used to obtain
images (e) and (f) is depicted in (g) and the histogram of the height of the
simulated radar positions used to compute (f) is shown in (h).

estimated in a calibration stage. During the scanning
process, the position estimated by the optical tracking
system has to be corrected taking into account the
previously estimated offset and the attitude of the rigid
body defined by the reflective markers.

2) Delay between the radar acquisition and the position
query: during the scanning process, the position of the

radar and the radar data are requested simultaneously.
However, since they are independent systems, a per-
fect synchronization is not guaranteed. Therefore, the
position of the radar module when the radar data is
acquired can be slightly different to its position when
the tracking system was queried.

The impact of the calibration error will be firstly studied by
evaluating its effect for the same ideal target shown in Fig. 5a.
For this purpose, several simulations for different values of
the offset between the radar position and the centroid of the
reflective markers, denoted by w, were performed.

At this point, it is relevant to observe that the attitude of
the radar, in terms of yaw, pitch and roll (ϕ, θ and ψ , respec-
tively), plays a relevant role in this study as the magnitude of
the error, in each dimension is given by

ǫcal = R(ϕ, θ, ψ)w, (9)

where R(ϕ, θ, ψ) is the rotation matrix computed for the
attitude angles of the rigid body defined by the reflective
markers provided by the tracking system [32]. If the attitude
angles were constant along the scanning, then the relative
position between the acquired sampling points, even for high
errors in the estimation of w, would be error free. Moreover,
it is straightforward to prove that the higher the range of the
attitude angles along the scan, the higher the error between
real and the estimated radar positions (Fig. 6). For this reason,
a threshold for the maximum values of the attitude angles is
used in these simulations. This threshold will be the same for
all the angles and will be denoted by θmax . This threshold can
be easily implemented in measurements by discarding those
positions where at least one attitude value is outside the range
±θmax .

FIGURE 6. Histogram of the error between the real and the estimated
radar position in the x-axis for 6536 observations, w = (1, 1, 1) mm and
different values of yaw, pitch and roll generated using a uniform
distribution [−θmax , θmax ].

The obtained results are summarized in Fig. 7, where,
as expected, the greater the offset is, the worse is the qual-
ity of the reconstructed image. This can be easily checked
comparing Figs. 7a and 7c for w = (1, 1, 1)mm and w =

(2, 2, 2)mm respectively. The same holds for the maximum
value of the attitude angles of the scanner, which can be seen
comparing Figs. 7c and 7g. Both images were obtained for
an offset value of 2mm in each of the three coordinate axes
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FIGURE 7. Reflectivity image of the simulated target computed for
w = (1, 1, 1) mm and θmax = 10◦ (a), w = (1, 2, 1) mm and θmax = 10◦ (b),
w = (2, 2, 2) mm and θmax = 10◦ (c), w = (1, 1, 3) mm and θmax = 10◦ (d),
w = (1, 3, 1) mm and θmax = 10◦ (e), w = (3, 3, 1) mm and θmax = 10◦ (f),
w = (2, 2, 2) mm and θmax = 5◦ (g), w = (3, 3, 3) mm and θmax = 5◦

(h) and w = (4, 4, 2) mm and θmax = 5◦ (i).

but the quality of Fig. 7c, obtained for θmax = 10◦ is lower
than the quality of Fig. 7g, which was obtained for θmax = 5◦.
It should be pointed out that, as can be observed comparing
Figs. 7d and 7e, an offset in one of the axes parallel to the area
under scan has a higher impact on the quality of the obtained
images than an offset in the axis in the orthogonal direction.

In conclusion, the maximum value of each attitude angle,
which can be controlled by software discarding the measure-
ments taken when the attitude of the scanner is over a given
threshold, should be imposed taking into account the maxi-
mum accuracy of the offset between the radar position and the
centroid of the reflective markers that can be achieved during
the calibration procedure. According to our experience, a
value of 5◦ provides a good trade-off between scanning speed
and image quality.

The second positioning error, related to the synchroniza-
tion imperfections, can be mitigated following an approach
similar to the ones previously used. Thus, the position can
be acquired before polling the radar and after retrieving the
radar data. If the distance between the two positions is larger
than a given threshold, this data can be discarded. This situ-
ation usually happens if the radar module is moved too fast.

FIGURE 8. Workflow of the calibration procedure.

This analysis will be performed with real data in the Results
section.

D. POSITIONING SYSTEM CALIBRATION

As previously stated, the optical tracking system provides the
position of the centroid of the reflective markers attached
to the radar enclosure. As a consequence, there is an offset
between the position provided by localization system and that
of the radar. This offset must be estimated in order to correct
the position estimations of the tracking system and coherently
combine the radar measurements. The calibration procedure,
summarized in Fig. 8, consists of the following steps:

1) The radar enclosure is mounted onto a support struc-
ture, which is adjusted to bemoved over a platformwith
two sliders (Fig. 9a). Thus, the scanner can be moved
only over a plane parallel to the area under scan and the
attitude angles are fixed.

2) Several reflective markers (Fig. 9b) are placed in the
area under scan and their positions are measured with
the optical tracking system.

3) A scan was performed moving the radar along the
sliders.

4) The offset values for each axis are initially zero and,
after that, they are optimized until the position of
the reflective markers in the electromagnetic image
matches the one given by the optical tracking system
and the maximum of the reflectivity is inside the plane
which corresponds to the actual vertical coordinate of
the markers.

The offset values obtained after the calibration are w =

(−2,−5.4, 12)mm. The reflectivity image for the three
markers before and after the calibration are depicted in
Figs. 9c and 9d respectively. As can be seen, after the calibra-
tion, the three areas with high reflectivity, i.e., the markers
of the tracking system, were shifted to the location of the
markers given by the tracking system. In addition, the amount
of noise was reduced, the image was better focused and the
shape of themarkers is circular, as their actual shape. It should
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FIGURE 9. Calibration platform with the sliders (a), reflective markers
used to calibrate the scanner (b), reflectivity image obtained before the
calibration (c) and after the offset w was estimated (d).

be noticed that the calibration must be done only once when
the radar is attached to the reflective markers.

IV. RESULTS

Several measurements were conducted to assess the perfor-
mance of the system. In order to help the system operator dur-
ing the scanning process, several visual aids were displayed
in the interface of the control laptop. In particular, the attitude
angles and the height of the scanner provided by the tracking
system are depicted along the heat map to control the number
of samples acquired over each part of the volume under test.

First, a test with a letter ‘‘T’’ foiled with metal was used
as test target in order to compare the measurement results
with the numerical results presented in Section III-C. Sec-
ond, a test with a mannequin and a gun, resembling a secu-
rity application, was performed. In each case, the volume
under test was defined by means of a 3D point grid, which
was divided in a set of planes, where the reflectivity was
computed. During the scanning process, the electromagnetic
image, i.e., the reflectivity computed in one of the planes in
which the volume under test was divided, is shown to the
operator along the heat map with the sampling information.
The operator can interactively change the plane whose reflec-
tivity is being depicted so as to focus the electromagnetic
image on the desired target. All the measurements were
performed using a laptop for both controlling the scanner
and processing the acquired data. This laptop was equipped
with a Intel R© i7-7700HQ (2.8GHz), 16GB of RAM and a
NVIDIA R© GeForce GTX 1050 graphic card.

A. TEST TARGET

A 3D test target with the shape of the letter ‘T’ (Fig. 10a)
was scanned with the radar. The positions at which radar

FIGURE 10. Letter used as a test target (a), histogram of the difference
between the positions estimated before and after the radar acquisition in
the y-axis (b), in the x-axis (c) and in the z-axis (d), reflectivity image
obtained after the scan (e) and heat map depicting where the radar data
was acquired (f).

acquisitions were performed are depicted in Fig. 10f and the
reflectivity image is shown in Fig. 10e, where the contour of
the scanned letter is plotted with a white line. The reflectivity
was estimated in a set of 8 planes of 22 × 10 cm2, the total
acquisition time was 297 s and the update frame rate of the
imagewas 25.2 frames per second. The average distance from
the radar to the target was 5.27 cm. As can be seen, the test
letter is well-reconstructed being the quality of the image
comparable to Figs. 7b, 7d and 7h.

In addition, an analysis of the upper bound of the error,
due to the delay between the position estimation and the
radar acquisition, was performed. In order to do so, the work-
flow of the scanner was modified to query its position to
the tracking system before and after the radar acquisition.
Hence, an upper bound of the error can be obtained by
computing the difference between the two position estima-
tions (measurements for which the difference between the
two position acquisitions was greater than 1mm were dis-
carded by software). The histograms of the absolute value
of the difference between the two position acquisitions are
depicted in Figs. 10b and 10c for each of the axes of the
plane parallel to the volume under test and in Fig. 10d for
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FIGURE 11. Image of the (a) hand wrench used as a target, (b) reflectivity obtained after the scan and (c) heat map depicting where the
radar data was acquired.

the orthogonal direction. As can be seen, the displacement
upper bound for nearly all the acquisitions is below 0.3mm
in Figs. 10b and 10d. However, as expected, this upper bound
is higher in the axis of the main movement direction of the s-
shape path described with the scanner during the data acqui-
sition (Fig. 10c). In order to limit this upper bound, the speed
of the scanning process is limited by software. As previously
described, this can be achieved by discarding the radar data
when the difference between the two position acquisitions
explained before is greater than a given distance. Particularly,
this distance was set to 2mm for the tests presented in this
manuscript.

B. TEST WITH A HAND WRENCH

Another example to illustrate the performance of the system
was carried out with the hand wrench depicted in Fig. 11a.
The positions at which radar acquisitions were performed are
depicted in Fig. 11c and the obtained reflectivity image is
shown in Fig. 11b.

In this case the reflectivity was computed in a set
of 7 planes of 11×22 cm2 during a total acquisition time
of 269 s. The update rate of the reflectivity image was
26.2 frames per second and the average distance from the
radar to the target was 7.8 cm. As can be seen, the handle of
the wrench and both of its open ends are well-reconstructed.
Also, it is worth noting that there is a lower reflectivity value
in the central part of the handle, where the thickness of the
wrench is lower.

C. TEST WITH A MANNEQUIN

The setup comprising the mannequin and the gun is depicted
in Fig. 12a and a zoomed view of the imaged gun is shown

in Fig. 12b. As can be seen, the mannequin is covered by
aluminum foil as it provides a fair representation of the
human skin at mm-wave frequencies. In addition, it should
be pointed out that this is a worse situation than using a more
realistic model of the skin since the contrast between the body
and the metal of the gun would be higher. The reflectivity was
estimated in a set of 11 planes of 18.6 × 12.7 cm, the total
acquisition time was 1162 s and the update frame rate of the
image was 15.5 frames per second (it should be noted that the
lower update rate is due to the increase of the reconstruction
volume). The average distance from the radar to the target
was 5.8 cm. It should be pointed out that the proposed system
was implemented inMatLab R© and could be further optimized
to increase the framerate (which would also speed up the
samples acquisition). Furthermore, the acquisition time could
be drastically reduced usingmore than one receiving antenna,
i.e., by taking samples at more than one location for each
position of the scanner. To give an idea of the increasing
number of receivers that manufacturers are integrating in a
single chip, Vayyar has recently announced a chip with 72
transmitters and 72 receivers [33]. The results are plotted
in Fig. 12c, where the color of each pixel of the 2D image is
proportional to the depth of the point with highest reflectivity
within all the planes in which the volume under test was
divided. Moreover, the brightness of each pixel was weighted
by the reflectivity magnitude corresponding to it [18]. The
heat map depicting the horizontal positions where the radar
acquisitions were performed is shown in Fig. 12d. Although
the trigger is not detected (it is closer to the mannequin than
the rest of the gun, i.e., the height difference between the
background and the trigger is smaller, and its size is smaller),
the shape of the pistol is well-reconstructed.
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FIGURE 12. Image of the (a) mannequin with an attached gun, (b) the imaged gun zoomed, (c) heat map depicting where the radar
data was acquired, and (d) reflectivity image obtained after the scan.

V. CONCLUSION

In this manuscript a mm-wave freehand scanner based on
a FMCW radar was presented. The proposed system also
comprises an optical tracking system to estimate the position
of the radar and a conventional laptop to process the mea-
surements using a delay and sum algorithm to obtain high-
resolution real-time reflectivity images.

The main focus of the manuscript was devoted to present
the architecture of the system, to assess the problems that
arise due to the real-time operation and freehanded move-
ment of the scanner and how to overcome and mitigate
them and to evaluate the performance of the system with
several test targets. In particular, the effect of nonuniform
sampling and positioning errors was addressed by means
of simulations. Results show that nonuniform sampling and
positioning errors cause an increase of noise in the reflectivity
image and the appearance of some artifacts and, hence, some
strategies to mitigate these effects were developed (restricting
the maximum value of the attitude of the radar, dividing the
volume under test in 3D macrocells and controlling the syn-
chronization of the tracking system and the radar). However,
the main source of error are positioning errors which, in the
presented prototype, are mainly due to calibration errors.
At this point, it should be remarked that this problem could
be drastically reduced with an industrial fabrication of the
scanning system (comprising the radar and the markers).

Regarding the real-time performance of the system, several
radar acquisitions are buffered prior to the reflectivity update
to speed up the system and results show that high update
rates for the reflectivity image can be achieved. In spite of
that, higher volumes under test slow down the update rate of
the scanner and the required time to scan middle size areas
(hundreds of seconds) limits the direct usage of the presented
prototype for some of its potential applications. However, the
presented prototype paves the way for ultrafast scans as the
processing algorithm can be optimized and the number of
transmitters and receivers in the radar chip can be increased
to speed up the data acquisition. Finally, the laboratory tests
show that both simple and complex targets can be imaged and
high-resolution reflectivity estimations can be obtained.
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Abstract—This paper presents an agile system for antenna di-
agnosis. The system is operated by means of freehand movements
of the probe antenna avoiding the need of bulky positioners
and thus providing portability to the system. For that purpose,
the probe antenna position, which is required by the antenna
diagnosis algorithm, is retrieved by means of an affordable and
quickly-deployable motion capture system. The probe position
and the acquired field are used to characterize the antenna
under test by computing an equivalent currents distribution on
the antenna aperture and its far-field pattern in real-time. To
achieve that, an ad hoc workflow is designed including a method
for spatially balancing the acquired field samples. Although the
system is not intended to provide an accuracy comparable to
the one achieved by anechoic chamber facilities, it opens a
new horizon of possibilities for in situ agile characterization of
antennas enabling the detection of faulty elements or radiation
pattern deviations. Results at Ku and Ka bands, supported by
attached multimedia material, are presented to illustrate the
capabilities of the system.

Index Terms—Antenna measurements; antenna diagnosis;
freehand; equivalent currents; sources reconstruction method;
mm-wave antenna.

I. INTRODUCTION

A
NTENNA diagnosis aims to detect malfunctions of ra-

diating systems so the corresponding repair actions can

be launched. This approach has been widely studied in last

decades resulting in a large number of robust methods with

different scopes.

On one hand, a large family of antenna diagnosis techniques

is devoted to the detection of faulty elements by analyzing the

impact of one or more failures in the far-field pattern [1],

[2]. Since the number of faulty elements is usually expected

to be low, this kind of problem can be formulated as a

compressed sensing problem taking advantage of the benefits

of this technique with respect to sampling [3]. In addition,

similar techniques exploiting near-field rather than far-field

observations are also available [4]. Although the number of

techniques in this family is large, the general advantage is

that they can operate with a small number of samples as well

as their computational efficiency. The drawbacks are: i) the

limited amount of information provided by these techniques

as they only provide information about status of elements,
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which is usually reduced to a binary observation (i.e., healthy

or not); ii) a potential relatively wide angular scan can be

required when operating in the far-field, which is not always

possible.

On the other hand, another large family of techniques

exploits the Huygens’ principle to reconstruct an equivalent

currents distribution at a surface enclosing the antenna under

test (AUT). These equivalent currents radiate the same fields

as the AUT at any point outside the surface enclosing it [5],

[6], [7]. In some cases (e.g. planar antennas, aperture antennas)

the surface enclosing the AUT can be truncated to a finite size

plane, as most of the energy radiated by the AUT is contained

in such plane [8].

In the last years, several equivalent currents-based tech-

niques have been implemented, due to their potential for an-

tenna diagnosis and characterization using arbitrary-geometry

measurement and reconstruction domains [6], [9]. Apart from

antenna diagnosis, these techniques have been proved to be

efficient for removing unwanted structural interactions [10],

[11].

In this contribution, the Sources Reconstruction Method

(SRM) described in [8] and [5] will be considered. This inverse

problem is solved by expanding the unknown currents into

known basis functions, whose coefficients are related to the

field observations by means of a linear system of equations.

In contrast to the faulty element detection methods,

the equivalent currents-based techniques provide information

about the amplitude and phase of the fields around the antenna.

Moreover, the far-field radiation pattern can be calculated from

the reconstructed equivalent currents by means of a near-field

to far-field transformation. Consequently, these techniques are

able to detect the amplitude and phase of each element of the

antenna as well as other undesired effects such as unwanted

reflections in the antenna itself or its neighborhood. This

insightful information comes at the expense of computation-

ally intensive algorithms to solve the system of equations.

However, this last point has been alleviated by means of

several approaches such as the fast multiple method (FMM)

[12], [13], the adaptive cross algorithm (ACA) [14] or the use

of GPUs [15].

Despite the robustness of the previous diagnosis approaches,

these techniques usually resort to relatively bulky and heavy

equipment in order to provide reliable sampling of the radiated

fields. This paper aims to present an agile diagnosis system,

exploiting the basis of some of the previous approaches, to

provide real-time diagnosis from freehand movements so that

the system can bypass the need of heavy positioners. The
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Fig. 3. Sampling distribution balance by setting maximum number of samples
per cell. In order to help in the visualization of the trajectory and sampling
position, only a few cells are shown together with the center of the cells.
Orange samples are discarded either because the maximum number of samples
is exceeded (e.g., the empty orange circle sample) or because the maximum
vertical tolerance is exceeded (e.g, the empty orange square sample). A
maximum of two samples per cell is considered.

amplitude and phase of the acquired fields are shown on a

bidimensional grid. All the previous real-time information is

intended to aid the operator to decide how to proceed to

scan. For example, the operator can dynamically change from

scanning a certain area to a different one based on the achieved

sample density, the lack of impact of new samples in the final

result, energy of the sampling area, etc.

C. Source Reconstruction Method

The acquired field and position samples are processed

by means of a source reconstruction method (SRM) [5]. In

the presented implementation, a planar reconstruction domain

(usually placed at the antenna aperture) is chosen and, there-

fore, only the equivalent magnetic currents are needed [8]. The

magnetic currents are discretized by means of known basis

functions yielding the following linear system of equations:

A











b1
b2
...

bN











=











E1

E2

...

EM











(1)

where bn is the weight of the n-th basis function and Em is

the field sample at the m-th considered position. The matrix

A has dimensions M × N where N is the number of basis

functions and M is the number of considered NF samples.

The elements at row m and column n of matrix A relate the

field at the m-th position radiated by the n-th basis function

with the corresponding evaluation of the Green’s function [5].

The previous system of equations, which is usually overde-

termined, is solved by means of an iterative solver, such as the

conjugated gradient method, providing the minimum error and

energy solution to (1). After that, the far-field radiation pattern

is computed by using the corresponding radiation integrals

[33].

Cameras of the optical
 tracking system

Control and 
processing laptop

Probe antenna AUT

VNA

Markers of the
tracking system

Fig. 4. Measurement setup.

D. Sampling distribution balance

The acquisition process is continuously registering positions

and field samples. This fact, together with the non regular hand

movements, will result in an uneven sampling distribution. For

example, if the operator stops (or moves slowly) at a certain

area, the system would keep sampling yielding a high number

of samples for a small region. This kind of locally oversampled

areas can result in an anomalous solution of (1) due to the

higher weight that would be given to them. For this reason, an

approach to locally balance the sample distribution is required.

In this work, the uneven sampling problem is solved by

limiting the number of local samples per given surface area.

This is implemented by splitting the observation volume, i.e.,

the volume in which the samples are acquired, into non-

overlapped cells and setting a maximum number of samples

per cell P . In particular, only the first P samples acquired

inside a given cell are considered so any additional acquisition

in that cell is discarded. The system of equations given in (1)

can be easily implemented by updating the matrix A with new

rows corresponding to these new acquisitions.

In our implementation, the cells are chosen so that the

acquisition macroscopically mimic a conventional planar range

acquisition. In particular, cells are shaped as rectangular

cuboids with dimensions d× d× t (see Fig. 3). On one hand,

the horizontal dimensions d of the cuboids are intended to

play the role of the conventional sampling steps and, therefore,
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Using the proposed system and the PNA-X a total of 937

NF samples were acquired. Measurements were taken at an

average distance of 11 cm from the AUT, covering an area of

27 × 33 cm, and the size of the cuboids used to balance the

sampling were given by d = 1 cm and t = 1 cm.

Fig. 12. Measured leaky-wave antenna.

Concerning the measurements using the planar range with

the setup depicted in Fig. 13, a total of 10201 NF samples

were acquired in a planar domain of 1×1m, with a sampling

step of 1 cm in the x- and y- axes.

Probe antenna

AUT

RF cables connected 

to PNA-X

Fig. 13. Measurement setup in the planar range.

The magnitude of the equivalent currents distribution ob-

tained using the proposed system and the planar range are

depicted in Figs. 14a and 14b, respectively. As it can be seen,

the shape and magnitude of the currents are in good agreement.

In addition, in order to show the influence of the value of d,

the NF samples acquired with the proposed system were post-

processed using d = 2 cm (0.8λ). The computed equivalent

currents distribution are also depicted in Fig. 14c, where

it can be noticed how the reconstructed equivalent currents

distribution exhibits more artifacts.

The phase of the equivalent currents distribution retrieved

with the proposed system and with the planar range are

depicted in Figs. 15a and 15b, respectively. For a better com-

parison, only the phase where the magnitude of the equivalent

currents distribution is above −15 dB is plotted. As it can be

observed, both phase profiles are in good agreement.

Finally, the far-field pattern was computed from the equiva-

lent currents distribution by means of a NF-FF transformation.

In particular, the results of the E-plane cut obtained using the

proposed system with the PNA-X, the proposed system with

the Fieldfox portable VNA as well as using the planar range

are depicted in Fig. 16. Using the Fieldfox portable VNA a

total of 764 samples were acquired at an average distance of

10.3 cm, covering an area of 26 × 31cm. In this example, it

can be noticed that the proposed system, using both hardware

configurations, is able to correctly compute the position of

the maximum of the field pattern at θ = −22◦. In addition,

the −15 dB sidelobe at θ = 20º is also predicted and the rest

of radiation pattern in the angular margin of validity (denoted

with vertical dashed lines in Fig. 16) is in a fair agreement with

the planar range results despite the freehand measurements not

being accomplished in an anechoic environment.

(a) (b) (c)

Fig. 14. Magnitude of the computed equivalent currents distribution obtained
using the proposed system and d = 1 cm (a), using a planar range (b) and
employing the proposed system and d = 2 cm (c).

(a) (b)

Fig. 15. Phase of the equivalent currents distribution retrieved from the NF
measurements obtained using the proposed system (a) and using a planar
range (b). Only the phase where the magnitude of the equivalent currents
distribution is above −15 dB is plotted.

IV. CONCLUSIONS

A system to perform freehand scanning of antennas pro-

viding fast diagnosis without the need of a typical antenna

measurement range has been presented. The system comprises
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