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#### Abstract

The accurate calculation of chemical properties using density-functional theory (DFT) requires the use of a nearly-complete basis set. In chemical systems involving hundreds to thousands of atoms, the cost of the calculations place practical limitations on the number of basis functions that can be used. Therefore, in most practical applications of DFT to large systems, there exists basis-set incompleteness error (BSIE). In this article, we present the next iteration of the basis-set incompleteness potentials (BSIPs), one-electron potentials designed to correct for basis-set incompleteness error. The ultimate goal associated with the development of BSIPs is to allow the calculation of molecular properties using DFT with near-complete-basis-set results at a computational cost that is similar to a small basis set calculation. In this work, we develop BSIPs for 10 atoms in the first and second rows (H, B-F, Si-Cl) and 15 common basis sets of the Pople, Dunning, Karlsruhe, and Huzinaga types. Our new BSIPs are constructed to minimize BSIE in the calculation of reaction energies, barrier heights, non-covalent binding energies, and intermolecular distances. The BSIPs were obtained using a training set of 15,944 data points. The fitting approach employed a regularized linear least-squares method with variable selection (the LASSO method), which results in a much better fit to the training data than our previous BSIPs while, at the same time, reducing the computational cost of BSIP development. The proposed BSIPs are tested on various benchmark sets and demonstrate excellent performance in practice. Our new BSIPs are also transferable, i.e., they can be used to correct BSIE in calculations that employ density functionals other than the one used in the BSIP development (B3LYP). Finally, BSIPs can be used in any quantum chemistry program that have implemented effective-core potentials without changes to the software.


## I. INTRODUCTION

One of the principal limitations of quantummechanical methods in the calculation of molecular properties of thermochemical interest (molecular geometries, reaction energies, barrier heights, vibrational frequencies) is the increase in computational cost with the number of atoms in the system. Modeling biological systems, in particular, is a challenge because of the mixture of covalent and non-covalent interactions (NCI) that need to be treated accurately. ${ }^{1,2}$ Due to its good accuracy, simplicity, and relatively low cost, density-functional theory (DFT) has been the leading method for thermochemical calculations since the advent of hybrid functionals, as well as the dominant technique in modeling periodic solid-state systems. With the development of dispersioncorrected methods, ${ }^{3-5}$ DFT is now able to treat covalent and non-covalent interactions on the same footing, paving the way for the accurate description of large macromolecules. ${ }^{6-10}$ Although common density functionals do not offer enough accuracy for the calculation of rate constants ( $\sim 0.1-1 \mathrm{kcal} / \mathrm{mol}$ ), they are, in general, good enough to provide key insights regarding chemical reaction energetics and, as such, DFT has become an essential tool in the elucidation of organic reaction mechanisms.

In the most common approach, thermochemical calcu-
lations with DFT use a set of Gaussian basis functions to describe the system's Kohn-Sham orbitals. In the limit of infinite number of basis functions (the complete-basis set limit, CBS), the Kohn-Sham orbitals are perfectly described and the calculated molecular properties are precisely those predicted by the chosen density functional. These properties may still be in error due to the approximate nature of the selected density functional, but a great deal is known about the performance of various functionals in the calculation of many properties of interest. ${ }^{4,11-13}$ If the Gaussian basis set employed is not nearly complete, then an additional error arises from the incorrect description of the Kohn-Sham orbitals: This error is called basisset incompleteness error (BSIE). BSIE affects all calculated properties, but it is particularly detrimental for non-covalent interactions due to their weak nature. ${ }^{14-16}$ Because the computational cost increases with the third power of the number of basis functions employed, ${ }^{17,18}$ BSIE is unavoidable in practice for systems with hundreds to thousands of atoms (e.g. biomolecules).

In the calculation of non-covalent interaction energies, a common method to reduce BSIE is the counterpoise correction ${ }^{15,19-24}(\mathrm{CP})$, in which both interacting monomers are calculated using the basis functions of the dimer. The CP method is particularly useful in combination with wavefunction theory methods, which are in general more computationally expensive and more sensitive
to BSIE than DFT. The energy correction term arising from the application of the CP method is called basis-set superposition error (BSSE). BSSE is typically used as a proxy for the size of the BSIE, since it is often impossible to come sufficiently close to the complete-basis-set limit using wavefunction methods. The CP approach can also be applied to DFT calculations but it does not capture all the BSIE, ${ }^{16}$ has a tendency to overcorrect, ${ }^{23,25,26}$ and it is unclear how to apply it to systems that do not partition naturally into fragments. ${ }^{27,28}$ However, building on the success of the CP method, alternative approaches to alleviate BSIE have been proposed, including atombased counterpoise corrections, ${ }^{27,28}$ parametrized ad hoc formulas ${ }^{29-31}$ and using a Hubbard-U energy term, ${ }^{32}$ among others. ${ }^{33,34}$

In a previous article, ${ }^{16}$ we proposed basis-set incompleteness potentials (BSIPs) as a way to mitigate BSIE in DFT calculations on large systems using small or minimal basis sets. BSIPs are one-electron potentials with the same functional form as effective-core potentials (ECP). Instead of replacing core electrons, BSIPs are designed to yield an energy correction that matches the BSIE for a particular basis set, thus obtaining nearly complete-basis-set-quality molecular properties at a computational cost that is close to that associated with using a small basis set. In addition, BSIPs are transferable, i.e. they are not tied to a specific density functional, and can be used in any program that has implemented ECPs without modifying the software. In this article, we expand the previous work by developing BSIPs for an increased number of atoms, basis sets, and by using a much larger training set in their development. More importantly, we introduce the use of regularized linear least-squares fits with variable selection (the LASSO method), which simplifies the development of BSIPs enormously and significantly improves their performance. The developed BSIPs are subsequently tested, and shown to offer excellent performance and transferability across density functionals.

## II. COMPUTATIONAL METHODS

All calculations in this work were carried out using the Gaussian package (versions $09^{35}$ and $16^{36}$ ). Based on the functional transferability tests in our previous article, ${ }^{16}$ we chose the B3LYP functional ${ }^{37,38}$ for the BSIP development. A number of other functionals, sometimes including dispersion corrections (in the D3 approach ${ }^{39}$ ), were employed for testing the final BSIPs (Sec. IV). A calculation of all properties in the training set with a nearly complete basis set is required to provide reference data points for the BSIP fitting procedure. In all cases, we used the very large aug-cc-pVQZ basis set for this purpose, ${ }^{40,41}$ which has been shown to be close enough to the CBS limit. All calculations used Gaussian's "ultrafine" grids ( $590 \times 99$ pruned grids).

The BSIP fitting procedure used a 1-norm regularized linear least-squares fit employing the least-absolute-
shrinkage-and-selection-operator (LASSO) method. ${ }^{42}$ The fits were carried out using the procedure proposed by Osborne et al. ${ }^{43}$ and implemented in octave by Schmidt. ${ }^{44,45}$

## III. BSIP DEVELOPMENT

## A. Basis Set Incompleteness Error

A detailed description of the formalism and the notation used in BSIP development is given in our previous work. ${ }^{16}$ We summarize the most salient points here for convenience. For a Gaussian basis set $x$, we define the basis-set incompleteness error in the energy (BSIE or BSIE(E)) as:

$$
\begin{equation*}
\operatorname{BSIE}_{x}=\operatorname{BSIE}(\mathrm{E})_{x}=E_{\mathrm{CBS}}-E_{x} \tag{1}
\end{equation*}
$$

where $E_{x}$ is the energy using basis set $x$ and $E_{\text {CBS }}$ is the energy in the complete-basis-set limit (approximated by aug-cc-pVQZ). We define the BSIE of any property P that maps linearly with the energy (e.g. binding energy, bond dissociation energy, multipolar moments, atomic forces,...) in an analogous way:

$$
\begin{equation*}
\operatorname{BSIE}(\mathrm{P})_{x}=\mathrm{P}_{\mathrm{CBS}}-\mathrm{P}_{x} \tag{2}
\end{equation*}
$$

Because P maps linearly with the energy, BSIE(P) can be written as a linear combination of the BSIE(E) of the species involved in its calculation. The variational principle ensures that $\operatorname{BSIE}(\mathrm{E})$ is always positive whereas BSIE(P) can be positive or negative. It is important to note that BSIE is different from BSSE in that it is defined with reference to the complete basis set limit, and it applies to any property, not just intermolecular binding energies.

The impact of basis-set incompleteness depends on the calculated property and on the size of the basis set. ${ }^{17,46}$ For instance, due to the small energies involved in their calculation and the contribution from the molecular density tails, binding energies of non-covalent dimers (BE) are particularly problematic. ${ }^{14-17}$ The appearance of $\operatorname{BSIE}(\mathrm{BE})$ tends to result in overestimated interaction energies and at least one set of diffuse functions is required to have reasonably low $\operatorname{BSIE}(\mathrm{BE})$ (see Table II for a simple illustration). This is particularly true in strong non-covalent interactions with significant intermolecular delocalization, like hydrogen bonds ${ }^{26}$ or halogen bonds. ${ }^{47}$ However, a basis set like $6-31+\mathrm{G}^{*}$ is still too small for accurate non-covalent interaction (NCI) calculations and often much larger basis sets are required. ${ }^{14,15}$ This, combined with the fact that NCIs are ever-present in supramolecular and biological systems, is one of the main motivations for the development of BSIPs. The impact of BSIE on chemical reaction energies (e.g. bond dissociation energies, $\mathrm{BDE}^{48}$ ) and barrier heights is usually smaller than for $\mathrm{NCIs}^{16}$, although large basis sets are still required. In particular, polarization functions
are essential in minimizing BSIE in this case, especially on the atoms undergoing bond breaking and formation.

One characteristic of BSIE in DFT calculations that is relevant to this work is that it is mostly the same across density functional approximations regardless of the calculated property. ${ }^{16,29}$ The BSIE associated with noncovalent binding energies and thermochemical properties, the reduction of which are the main objectives of associated with BSIP development, are essentially identical for any semilocal functional. (Exceptions are those functionals that show slow convergence to the CBS due to extensive parametrization, like the Minnesota functionals. ${ }^{4,16}$ ) This is convenient because BSIPs designed to minimize BSIE using a given functional are expected to be transferable to other functionals with minimal performance penalties. The BSIE also depend only mildly on the fraction of exact exchange, however we do not expect our DFT-based BSIPs to perform as well in combination with the Hartree-Fock method.

## B. Basis Set Incompleteness Potentials

Another important characteristic of BSIE is that it grows linearly with the number of interatomic contacts. ${ }^{15}$ This suggests the idea of using one-electron potentials centered on the atoms (atom-centered potentials, ACP) that decay exponentially with distance for correcting BSIE. BSIPs have the same mathematical form as effective core potentials (ECP) ${ }^{16}$ :

$$
\begin{gather*}
V_{\mathrm{BSIP}}(\boldsymbol{r})=\sum_{A} U_{L_{A}}^{A}\left(r_{A}\right)+\sum_{l=0}^{L_{A}-1} \sum_{m=-l}^{l}|A l m\rangle U_{l}^{A}\left(r_{A}\right)\langle A l m|  \tag{3}\\
U_{l}^{A}(r)=\sum_{k} c_{l k}^{A} e^{-\zeta_{l k}^{A} r^{2}}  \tag{4}\\
E_{\mathrm{BSIP}}\left(\left\{c_{l k}^{A}\right\},\left\{\zeta_{l k}^{A}\right\}\right)=\sum_{i}^{\text {occ. }}\left\langle\psi_{i}\right| V_{\mathrm{BSIP}}\left|\psi_{i}\right\rangle \tag{5}
\end{gather*}
$$

where $A$ are atoms in the system, $r_{A}$ is the distance to the atom, $U_{l}^{A}(r)$ is the radial potential for atom $A$ and angular momentum $l$, and $c_{l k}^{A}$ and $\zeta_{l k}^{A}$ are adjustable parameters. The $U_{L_{A}}$ is called the "local" angular momentum channel. Unlike ECPs, BSIPs do not replace any electrons. Instead, BSIPs are used as a wavefunction-dependent energy correction imposed on the system (Eq. 5), with the added advantage that the corresponding term in the one-electron Hamiltonian, and therefore their effect on the self-consistent wavefunction, is already included. This has been shown to be important in the development of atom-centered potentials (ACPs) for water. ${ }^{49}$ These ACPs, which were specifically developed to reproduce binding energies of water clusters in combination with a DFT approach, improved the calculated dipole for the water molecule to almost perfect
agreement with experiment, ${ }^{49}$ demonstrating the importance of incorporating the effect of the correction to the self-consistent wavefunction and electron density. ACPs have been extensively used in the past by DiLabio et al., particularly for the inclusion of dispersion effects in the description of intermolecular interactions, ${ }^{50-55}$ as well as by other authors. ${ }^{56,57}$

The development of effective BSIPs hinges on the determination of the adjustable parameters, the exponents $\zeta_{l k}^{A}$ and the coefficients $c_{l k}^{A}$, for the selected atoms. We chose a total of 10 atoms, common in organic molecules, as target of our BSIP development (H, B-F, Si-Cl). The maximum angular momentum for the BSIP terms $\left(L_{A}\right)$ is equal to the maximum $l$ of the corresponding basis set and the atom for which the BSIP is being developed. With these choices, all that remains is to find a way to determine how many exponent/coefficient pairs are necessary for each atom to have an efficient BSIP, and how to determine their value. This is done by using the fact that the BSIP energy correction $E_{\text {BSIP }}$ is approximately linear in the coefficients, provided these coefficients are relatively small:

$$
\begin{gather*}
E_{\mathrm{BSIP}}\left(\left\{c_{l k}^{A}\right\},\left\{\zeta_{l k}^{A}\right\}\right)=\sum_{A l k} c_{l k}^{A} \Delta E_{l k}^{A}\left(\zeta_{l k}^{A}\right)  \tag{6}\\
\Delta E_{l k}^{A}\left(\zeta_{l k}^{A}\right)=\sum_{i}\left\langle\psi_{i}\right|\left(\sum_{m=-l}^{l}|A l m\rangle e^{-\zeta_{l k}^{A} r_{A}^{2}}\langle A l m|\right)\left|\psi_{i}\right\rangle \tag{7}
\end{gather*}
$$

The BSIP energy terms $\left(\Delta E_{l k}^{A}\left(\zeta_{l k}^{A}\right)\right)$ depend on the atom, $l$, and exponent, and also indirectly on the coefficients via the one-electron states $\left(\left|\psi_{i}\right\rangle\right)$. If the coefficient and exponents are packed into vectors, we have:

$$
\begin{equation*}
E_{\mathrm{BSIP}}(\boldsymbol{c}, \boldsymbol{\zeta})=\boldsymbol{c} \cdot \boldsymbol{\Delta} \boldsymbol{E}(\boldsymbol{\zeta})^{\top} \tag{8}
\end{equation*}
$$

which is linear in the coefficients vector:

$$
\begin{equation*}
E_{\mathrm{BSIP}}(\alpha \boldsymbol{c}+\beta \boldsymbol{d}, \boldsymbol{\zeta}) \approx \alpha E_{\mathrm{BSIP}}(\boldsymbol{c}, \boldsymbol{\zeta})+\beta E_{\mathrm{BSIP}}(\boldsymbol{d}, \boldsymbol{\zeta}) \tag{9}
\end{equation*}
$$

where $\alpha$ and $\beta$ are scalars. This last equation is approximate because the orbitals $\left|\psi_{i}\right\rangle$ depend on the coefficients. However, the equation becomes exact in the limit of $\boldsymbol{c} \rightarrow \mathbf{0}$ and the difference between both terms, termed the "non-linearity error", depends at least on the square of the coefficients. (See Ref. 16 for the formal definition of non-linearity error.) In general, we are not interested in reproducing total energies themselves but molecular properties. For any of these properties (P), provided that they are explicitly linear functions of the energy of the involved species, we can write:

$$
\begin{equation*}
P_{\mathrm{BSIP}}(\boldsymbol{c}, \boldsymbol{\zeta})=\sum_{A l k} c_{l k}^{A} \Delta P_{l k}^{A}\left(\zeta_{l k}^{A}\right) \tag{10}
\end{equation*}
$$

and

$$
\begin{align*}
P_{\mathrm{BSIP}}(\alpha \boldsymbol{c}+\beta \boldsymbol{d}, \boldsymbol{\zeta}) & =\alpha P_{\mathrm{BSIP}}(\boldsymbol{c}, \boldsymbol{\zeta})+\beta P_{\mathrm{BSIP}}(\boldsymbol{d}, \boldsymbol{\zeta}) \\
& +P_{\mathrm{non-lin}} \tag{11}
\end{align*}
$$

where $P_{\text {non-lin }} \rightarrow 0$ at least quadratically when the coefficients vanish.

Our strategy for the development of BSIPs is to exploit the linear nature of the BSIP energy correction with respect to the coefficients. First, we choose a relatively large training set of molecular properties of interest: noncovalent binding energies, reaction energies and energy barriers, conformational energies, and molecular deformation energies (see Section III C for a detailed list). We also select a set of exponents $\zeta_{l k}^{A}$ that span a range relevant to the calculation of those properties (in atomic units): 0.08 to 0.30 in 0.02 steps, 0.4 to 1.0 in 0.1 steps, 1.2 to 2.0 in 0.2 steps, 3.0 , and 4.0 , for a total of 26 exponents per atom and angular momentum channel. This allows us to pre-calculate the effect each of the BSIP terms have on the calculated properties $\left(\Delta P_{l k}^{A}\left(\zeta_{l k}^{A}\right)\right)$ for every atom $(A)$, angular momentum ( $l$ ), and exponent $(k)$. Once the BSIP terms are known, the BSIP coefficients are determined using Eq. 10 via a linear leastsquares fit. Specifically, we minimize the weighted root-mean-square (wRMS) of the deviation between the BSIP contribution to property P and the calculated BSIE(P) for the basis set we want to correct $(x)$ :

$$
\begin{align*}
\boldsymbol{c}_{\mathrm{opt}}(\boldsymbol{\zeta}) & =\min _{\boldsymbol{c}}[\mathrm{wRMS}(\boldsymbol{c}, \boldsymbol{\zeta})]  \tag{12}\\
\mathrm{wRMS}(\boldsymbol{c}, \boldsymbol{\zeta}) & =\sqrt{\sum_{i} w_{i}\left[\operatorname{BSIE}(P)_{x}^{i}-P_{\mathrm{BSIP}}^{i}(\boldsymbol{c}, \boldsymbol{\zeta})\right]^{2}} \tag{13}
\end{align*}
$$

where $i$ runs over all entries in the training set, $\operatorname{BSIE}(P)_{x}^{i}$ is given by Eq. 2 for entry $i$, and $w_{i}$ are the weights associated to each entry. These weights are chosen to both balance the contributions from each component of the training set and to make each term in the wRMS sum adimensional. In practice, they are also used to eliminate some of the subsets of the training set during the fit. The calculation of $\operatorname{BSIE}(P)_{x}^{i}$ requires the computation of the (near) CBS property for all systems in the training set. In order to have BSIPs that are transferable across functionals, it is essential that the contribution from the uncorrected basis set $\left(\mathrm{P}_{x}^{i}\right)$, the BSIP terms $\left(\Delta P_{l k}^{A}\left(\zeta_{l k}^{A}\right)\right)$ and the CBS reference values $\left(\mathrm{P}_{\mathrm{CBS}}^{i}\right)$ are all calculated using the same functional.

This least-squares fitting procedure to find the BSIP coefficients is effective only as long as the coefficients resulting from the fit are small enough that non-linearity error (Eq. 11) is not a dominant contribution to the calculated properties. In our previous work, ${ }^{16}$ we noted that BSIPs with low non-linearity, and therefore usable in practice, involve only a handful of terms, so we devised a strategy to pre-select a number of BSIP terms per atom to give both low wRMS and low non-linearity error. We chose a constraint on the 2 -norm of the coefficients (1.0 Ha or 2.0 Ha , depending on the basis set) and a given number of terms per atom (5). Then, iterated over atoms to determine the combination of BSIP terms that gave the minimum wRMS while also respecting the 2-norm constraint on the coefficients.

Although relatively efficient, the BSIPs that results from this procedure are not optimal. Due to the combinatorial nature of the method, this fitting strategy is both computationally expensive and limited to at most 5 BSIP terms per atom. The alternative approach for BSIP development we use here involves a regularized linear least-squares method, in which the constraint on the coefficients is already incorporated into the fit. In particular, we use the least-absolute-shrinkage-and-selectionoperator (LASSO) method of Tibshirani ${ }^{42}$ in which we impose an a priori constraint $(\lambda)$ on the 1-norm of the BSIP coefficients:

$$
\begin{equation*}
\|\boldsymbol{c}\|_{1}=\sum_{l k A}\left|c_{l k}^{A}\right|<\lambda \tag{14}
\end{equation*}
$$

The advantage of using LASSO compared to other regularization methods is that it performs variable selection, i.e., it discards unneeded BSIP terms, resulting in simpler BSIPs with fewer exponent/coefficient pairs, thus minimizing both non-linearity error and the computational cost associated with the use of the BSIP. We applied the LASSO method in a recent article, ${ }^{58}$ where we developed a proof-of-concept set of ACPs designed to correct Hartree-Fock (HF) calculations in combination with a minimal basis set. This work is the first instance of LASSO being applied for BSIP development.

The last remaining decision to make is about the magnitude of the constraint parameter $(\lambda)$. The value of this parameter must reflect a balance between non-linearity error and minimization of the wRMS in the least-squares fit. Since the LASSO fit is so fast, we decided to evaluate the performance of several BSIPs resulting from using various values of $\lambda$ for each basis set. For each of these BSIPs we calculated the deviation between the BSIP-corrected small basis-set calculations and the CBS results. Then, we chose the BSIP that gave the lowest wRMS in this test. The values of $\lambda$ for each basis set are given in Table II.

We note that this procedure is different from what is normally used to choose the constraint parameter $\lambda$ in the development of linear models using the LASSO method, which normally involves a cross-validation approach, i.e., splitting the data set into a training set, used for fitting, and a validation set, used for validating the linear model. This is unnecessary in our case for two reasons. First, the linear model is not interesting in itself-it is merely used as a means to develop the BSIPs. It is the good performance of the latter in actual self-consistent calculations that is the true objective of this work. Second, the existence of non-linearity error provides a natural way to validate the linear model: we calculate the performance of the BSIP associated with a certain linear model, and then calculate the non-linearity error by comparing the self-consistent BSIP results on the training set with the linear model predictions. We choose the $\lambda$ by ensuring the non-linearity error is kept below a certain threshold. A linear model with an inadequately high value of $\lambda$ would yield a BSIP with high non-linearity error, and
therefore unusable in self-consistent calculations. Given the size of our training set, this criterion for choosing $\lambda$ places a stronger constraint on its value than the requirement that the linear model does not overfit.

## C. Training Set

The training set used for the BSIP development in this work is shown in Table I. The training set contains four supersets, aiming at different molecular properties of interest: non-covalent binding energies ("NCI"), conformational energies ("Conf"), chemical reactions ("Cov"), and molecular geometries ("Geom"). The objective of the NCI superset is to capture intermolecular interaction strengths and geometries. It contains binding energies of small dimers at and away from equilibrium and also relatively uncommon NCI motifs, such as charged hydrogen bonds (IonicHB) and halogen bonds (Bauza).

Two additional NCI sets were designed for this work comprising molecules containing boron (B-set) and silicon (Si-set). For consistency with the previous article, ${ }^{16}$ these sets were designed by constructing B - and $\mathrm{Si}-$ containing dimers, then relaxing their geometries using the $\omega$-B97XD functional ${ }^{98,99}$ and the $\mathrm{pc}-2$ basis set, ${ }^{100-103}$ which has been shown to be optimal for noncovalent interactions. ${ }^{14}$ Eight data points were generated for each dimer by increasing and decreasing the distance between the molecular centers of mass to $90,95,100$, $105,110,125,150$, and $200 \%$ of the equilibrium value, in the spirit of the $\mathrm{S} 66 \times 8$ set. ${ }^{61-63}$ The geometries and reference B3LYP/aug-cc-pVQZ energies for these sets, as well as for the rest of the training set, can be found in the Supporting Information (SI).

The SSI set, proposed along with the BBI set by Burns et al., ${ }^{74}$ and featuring protein sidechain-sidechain interactions, is a large fraction of the NCI part of the training set. Its objective is to ensure the good performance of the BSIPs in the description of proteins and other biological systems. In addition to non-covalent binding energies and geometries, our training set also contains the "Conf" superset, which focuses on molecular conformational energies. The Conf superset contains conformational energies of peptides (P26), hydrocarbons (ACONF), carbohydrates (SCONF) and specific molecules (cysteine and 1,4butanediol). Since we are interested in modeling chemical reactions as well as intermolecular interactions, we included the Cov superset, featuring reaction energies and barrier heights for chemical reactions involving covalent bond breaking and formation. In the previous BSIP work, ${ }^{16}$ this was handled by the BDEx set, which contained stretched and compressed geometries for only a handful of molecules. In this work, this superset comprises several benchmark sets from the literature, including reaction energies (BDE03, BSR36, DARC), isomerization energies (ISO34), proton affinities (PA26), atomization energies (W4-11), and barrier heights (BHPeri, BH76).

The last superset (Geom) comprises a single set of molecular deformation energies (Mol-def). A molecular deformation energy is the energy difference between a molecule at its equilibrium geometry and a small deformation of the same molecule. The aim of the Mol-def set is to improve the description of intramolecular geometries, which are known to be affected by BSIE when small and minimal basis sets are used. ${ }^{16}$ In addition, we use the complete set of normal modes of the chosen molecules for the deformations, which ensures that every possible deformation is a combination of those included in the set. By doing this, we also seek to improve the description of the energy surfaces around the equilibrium geometries and, consequently, minimize BSIE in the calculation of the interatomic force constant matrix, vibrational frequencies, and the vibrational contribution to thermochemical quantities. However, it is important to note that, because molecular deformation energies are relative to the equilibrium geometry, this set does not address the BSIE inherent to bond breaking and formation processes. In fact, this is useful because we want to avoid correcting for this BSIE in very small and minimal basis sets (see Table II), but we still need to correct the BSIE on the intramolecular geometries. In addition, we expect the inclusion of the Mol-def set to indirectly improve the description of strong non-covalent interactions like hydrogen bonds by improving the accuracy of the calculated monomer deformation energies. ${ }^{104,105}$

The Mol-def set developed in this work is much larger than the set we developed previously (termed BDExrel) and presented in Ref. 16. A total of 107 molecules featuring all 10 atoms for which BSIPs are developed were chosen. We relaxed the molecular geometries using LC- $\omega \mathrm{PBE}^{106,107}$ combined with the XDM dispersion correction ${ }^{108,109}$ and the aug-cc-pVTZ basis set. ${ }^{40,41}$ Normal modes calculated at the equilibrium geometry were then used to construct the molecular deformations, with 7 deformations around equilibrium per normal mode and with a maximum deformation designed to yield a maximum change in energy of approximately $20 \mathrm{kcal} / \mathrm{mol}$.

The whole training set comprises 15,944 data points, much larger than the 3,397 used for previous BSIP development. ${ }^{16}$ The large size of the training set ensures that no overfitting will be present when the least-squares fit is carried out.

## D. Target Basis Sets

The basis sets used as target for BSIP development are listed in Table II. A total of 15 basis sets were used. The list includes the smallest basis sets in Pople's $3-21 \mathrm{G}$ and $6-31 \mathrm{G}$ series, STO-3G, the Karlsruhe basis sets Def2-SV(P) and def2-SVP, Huzinaga's MINI, scaled MINI (MINIs), and MIDIh, and the smallest Jensen's polarization consistent basis sets (pc-0, and pc-1). (Segmented versions of these basis sets, called "pcs-n", have been proposed recently. ${ }^{126}$ ) The BSIPs developed in our

TABLE I. Data sets used in the training set, grouped into supersets by type of molecular property. The number of points in each set is given in the "Num" column.

| Set | Description | Num. | Ref. |
| :---: | :---: | :---: | :---: |
| Non-covalent interactions (NCI) |  |  |  |
| S $22 \times 5$ | Interaction energies of 22 small dimers with only $\mathrm{C}, \mathrm{H}, \mathrm{N}$, and $\mathrm{O} ; 5$ intermolecular distances per dimer. | 110 | 59,60 |
| S66×8 | Interaction energies of 66 small dimers with only $\mathrm{C}, \mathrm{H}, \mathrm{N}$, and $\mathrm{O} ; 8$ intermolecular distances per dimer. | 528 | 61-63 |
| F-set | Interaction energies of 20 F-containing small dimers; 8 intermolecular distances per dimer. | 160 | 16 |
| P-set | Interaction energies of 15 P -containing small dimers; 8 intermolecular distances per dimer. | 120 | 16 |
| S-set | Interaction energies of 18 S -containing small dimers; 8 intermolecular distances per dimer. | 144 | 16 |
| Cl-set | Interaction energies of 20 Cl -containing small dimers; 8 intermolecular distances per dimer. | 160 | 16 |
| B-set | Interaction energies of 20 B-containing small dimers; 8 intermolecular distances per dimer. | 160 | This work |
| Si-set | Interaction energies of 19 Si-containing small dimers; 8 intermolecular distances per dimer. | 152 | This work |
| KB49 | Binding energies of 49 small dimers. | 49 | 64,65 |
| Water | Binding energies of water clusters with up to 10 molecules. | 38 | 66 |
| A24 | Binding energies of small dimers, some not at equilibrium. The two Ar-containing dimers were left out. | 22 | 67 |
| HSG | Interaction energies of small dimers from the active site of the HIV-II protease/indinavir complex. Some dimers are charged. | 21 | 68,69 |
| IonicHB | Binding energies of small hydrogen-bonded dimers, at least one of which is charged. | 120 | 70 |
| ADIM6 | Binding energies of $n$-alkane dimers, with monomers up to $\mathrm{C}_{7} \mathrm{H}_{16}$. | 6 | 11,71 |
| $\mathrm{X} 40 \times 10$ | Interaction energies of 40 halogenated dimers; 10 intermolecular distances per dimer. The Br- and I-containing dimers were left out. | 220 | 72 |
| S×8 | Interaction energies of 14 S -containing dimers; 8 intermolecular distances per dimer. | 112 | 73 |
| BBI | Binding energies of small dimers from protein backbones. | 100 | 74 |
| SSI | Binding energies of small dimers from protein sidechains. Some dimers are charged. | 3380 | 74 |
| ACHC | Binding energies of adenine/cytosine nucleobase dimers. | 54 | 75,76 |
| HBC6 | Interaction energies of 6 double-hydrogen-bonded dimers; $\approx 20$ intermolecular distances per dimer. | 118 | 76-78 |
| NBC10ext | Interaction energies of 10 dispersion-bound dimers; $\approx 20$ intermolecular distances per dimer. | 195 | 76,78,79 |
| Bauza | Halogen-bonded dimers. The Br-, Se-, and As-containing dimers were left out. Some dimers are charged. | 10 | 47,80 |
| Molecular conformations (Conf) |  |  |  |
| P26 | Conformational energies of dipeptides and tripeptides with aromatic side-chains. | 69 | 81 |
| ACONF | Conformational energies of alkenes. | 15 | 11,82 |
| CYCONF | Conformational energies of cysteine. | 10 | 11,83 |
| SCONF | Conformational energies of carbohydrates. | 17 | 11,84 |
| BCONF | Conformational energies in 1,4-butanediol | 64 | 85 |
| Covalent bond breaking and formation (Cov) |  |  |  |
| BDE03 | Bond dissociation energies. The Br-containing dimers were left out. | 73 | 86 |
| BHPeri | Barrier heights of pericyclic reactions. | 26 | 11,87-90 |
| BSR36 | Separation energies of alkanes. | 36 | 11,91 |
| DARC | Diels-Alder reaction energies. | 14 | 11,92 |
| BH76 | Barrier heights of reactions between small molecules. | 76 | 11,12,93,94 |
| ISO34 | Isomerization energies of organic molecules. | 34 | 11,95 |
| PA26 | Proton affinities. | 26 | 12,96 |
| W4-11 | Atomization energies. The Be- and Al-containing molecules were left out. | 133 | 12,97 |
| Intra-molecular geometries (Geom) |  |  |  |
| Mol-def | Molecular deformation energies. | 9372 | This work |

TABLE II. List of basis functions for which BSIPs are designed in this work. The columns indicate the type of basis set (dif $=$ one set of diffuse functions, $\mathrm{pol}=$ one set of polarization functions on non-hydrogen atoms, $\mathrm{polH}=$ one set of polarization functions on all atoms), the number of basis functions on the $\mathrm{H}, \mathrm{O}$, and S atoms, the mean absolute error (MAE) for the $\mathrm{S} 22 \times 5$ and $\mathrm{W} 4-11$ sets (in $\mathrm{kcal} / \mathrm{mol}$ ), the weight scheme employed in the fit, the value of the 1-norm constraint parameter (in Hartree), and the total number of terms in the set of proposed BSIP for all atoms ( $N_{\text {terms }}$ ).

| Basis set | Type | H/O/S | S $22 \times 5$ | W4-11 | Weights | $\lambda$ | $N_{\text {terms }}$ | Ref. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| MINI | minimal | 1s/2s1p/3s2p | 3.56 | 116.80 | Small | 10 | 86 | 110,111 |
| MINIs | minimal | 1s/2s1p/3s2p | 1.85 | 55.55 | Small | 15 | 102 | 110,111 |
| STO-3G | minimal | 1s/1s1sp/1s2sp | 2.47 | 42.93 | Small | 5 | 71 | 112 |
| 3-21G | $2 \zeta$ | $2 \mathrm{~s} / 1 \mathrm{~s} 2 \mathrm{sp} / 1 \mathrm{~s} 3 \mathrm{sp}$ | 3.82 | 29.07 | Small | 5 | 79 | 113-117 |
| 6-31G | $2 \zeta$ | 2s/1s2sp/1s3sp | 1.85 | 35.44 | Small | 5 | 83 | 118-123 |
| MIDIh | $2 \zeta$ | $2 \mathrm{~s} / 3 \mathrm{~s} 2 \mathrm{p} / 4 \mathrm{~s} 3 \mathrm{p}$ | 3.61 | 37.33 | Small | 5 | 75 | 110,111 |
| pc-0 | $2 \zeta$ | $2 \mathrm{~s} / 3 \mathrm{~s} 2 \mathrm{p} / 4 \mathrm{~s} 3 \mathrm{p}$ | 4.35 | 24.51 | Small | 5 | 84 | 100-103 |
| 6-31+G | $2 \zeta+$ dif | $2 \mathrm{~s} / 1 \mathrm{~s} 3 \mathrm{sp} / 1 \mathrm{~s} 4 \mathrm{sp}$ | 0.94 | 38.32 | Small | 10 | 104 | 118-123 |
| $3-21 \mathrm{G}^{*}$ | $2 \zeta+$ pol | $2 \mathrm{~s} / 1 \mathrm{~s} 2 \mathrm{sp} / 1 \mathrm{~s} 3 \mathrm{sp} 1 \mathrm{~d}$ | 3.82 | 19.34 | Small | 5 | 89 | 113-117 |
| 6-31G* | $2 \zeta+\mathrm{pol}$ | 2s/1s2sp1d/1s3sp1d | 1.43 | 5.53 | Large | 15 | 130 | 118-123 |
| Def2-SV(P) ${ }^{a}$ | $2 \zeta+\mathrm{pol}$ | $2 \mathrm{~s} / 3 \mathrm{~s} 2 \mathrm{p} 1 \mathrm{~d} / 4 \mathrm{~s} 3 \mathrm{p} 1 \mathrm{~d}$ | 1.60 | 6.49 | Large | 5 | 108 | 124,125 |
| Def2-SVP ${ }^{b}$ | $2 \zeta+$ polH | $2 \mathrm{~s} 1 \mathrm{p} / 3 \mathrm{~s} 2 \mathrm{p} 1 \mathrm{~d} / 4 \mathrm{~s} 3 \mathrm{p} 1 \mathrm{~d}$ | 1.58 | 3.97 | Large | 5 | 108 | 124,125 |
| pc-1 | $2 \zeta+$ polH | $2 \mathrm{~s} 1 \mathrm{p} / 3 \mathrm{~s} 2 \mathrm{p} 1 \mathrm{~d} / 4 \mathrm{~s} 3 \mathrm{p} 1 \mathrm{~d}$ | 1.16 | 8.11 | Large | 10 | 137 | 100-103 |
| $6-31+\mathrm{G}^{*}$ | $2 \zeta+$ dif + pol | $2 \mathrm{~s} / 1 \mathrm{~s} 3 \mathrm{sp} 1 \mathrm{~d} / 1 \mathrm{~s} 4 \mathrm{sp} 1 \mathrm{~d}$ | 0.42 | 7.38 | Large | 10 | 147 | 118-123 |
| $6-31+\mathrm{G}^{* *}$ | $2 \zeta+$ dif + polH | 2s1p/1s3sp1d/1s4sp1d | 0.38 | 5.44 | Large | 10 | 160 | 118-123 |

${ }^{a} \overline{\text { In Gaussian, this basis set is accessed via the "Def2SVPP" keyword. }{ }^{b} \text { In Gaussian, this basis set is accessed via the }}$ "Def2SVP" keyword.
previous work ${ }^{16}$ targeted only five basis sets: scaled MINI (MINIs), MINIs(d) (MINIs with a set of polarization functions on the second-row atoms), 6-31G*, pc-1, and $6-31+\mathrm{G}^{* *}$. All of them are included in the present work, except for MINIs(d), a single- $\zeta$ basis set plus polarization, which we found not to improve substantially upon MINIs. In all cases, we use the default choice in Gaussian regarding Cartesian or spherical primitives. Namely, all Pople basis sets use Cartesian functions and the Karlsruhe and Jensen's basis sets use spherical functions.

The basis sets considered are either minimal (MINI, MINIs, STO-3G) or double- $\zeta$. Among the latter, we have included a variety of function types and basis-set sizes, with sets of polarization functions on the non-hydrogen atoms (pol), on all atoms (polH), and/or diffuse functions (dif). Table II also gives the mean absolute error (MAE) of the uncorrected basis sets using the B3LYP functional against the near-CBS reference values on two representative sets of the NCI and Cov supersets: the $\mathrm{S} 22 \times 5$ set of non-covalent interactions energies and the W4-11 set of atomization energies (see Table I). The MAE in both sets roughly decreases with basis set size, but we can see that diffuse functions significantly reduce errors for NCIs (e.g. 6-31+G) whereas polarization functions are important for the atomization energies (e.g. 6-31G*). The table also gives the number of basis functions for some representative atoms that are targets in the BSIP development (H, O, and S). This serves as an indication of the characteristic size of the basis sets as well as their computational cost in practice.

The weights associated to each of the entries in the training set (Table I) depend on the basis set employed. Table II shows that there is a large gap in BSIE for atomization energies using different basis sets. While basis sets with polarization functions (other than 3-21G*) show relatively small errors, the MAEs for the rest are so high that we decided not to include the treatment of covalent bond breaking and formation as a target of the BSIP fitting procedure for those basis sets. Consequently, we used two different schemes for assigning weights during the fitting procedure. We call these the "small" and "large" weighting schemes in Table II. In the large weighting scheme, we assign a default weight of 1 to all systems in the training set, with the following exceptions. First, in sets composed of compressed and stretched geometries around equilibrium, the weight of the equilibrium geometry is equal to the number of geometries in each series. Thus, for instance, the equilibrium dimer geometries in the $\mathrm{S} 66 \times 8$ have $w_{i}=8$, and the non-equilibrium dimers have $w_{i}=1$. Second, each element in the Mol-def set has $w_{i}=0.1$ to account for the large number of elements in that set.

For the basis sets using the small weighting scheme we focus on non-covalent binding energies and intra- and inter-molecular geometries. This weighting scheme uses the same weights as the large scheme but assigns zero weight to all sets in the Cov superset (except BSR36) and also to the Bauza set, which involves non-covalent dimers
with somewhat covalent character. The reason for including BSR36 in the small weighting scheme is that BSR36 comprises isodesmic reactions,,${ }^{127}$ i.e. reactions where the number and types of bonds are preserved. BSIE is known to have minimal impact on the calculated reaction energies of isodesmic reactions (hence their popularity in the early days of computational chemistry), and therefore it is not detrimental to include it in the fit even for very small and minimal basis sets. A consequence of the weight assignment in Table II is that the BSIP-corrected basis sets using the small weighting scheme should not be used for modeling bond breaking and formation.

Lastly, Table II also indicates the 1-norm constraint used in the LASSO method $(\lambda)$ for each basis set. As mentioned previously, $\lambda$ was determined by running a series of BSIP-corrected self-consistent calculations with the BSIPs generated by different $\lambda$ values, then choosing the $\lambda$ that gave the lowest wRMS.

## E. BSIP development

To recapitulate our choices, we developed BSIPs for ten atoms ( $\mathrm{H}, \mathrm{B}-\mathrm{F}, \mathrm{Si}-\mathrm{Cl}$ ) with angular momentum channels in the BSIP up to the maximum $l$ in the basis set for a particular atom and 26 exponents per channel, from 0.08 up to 4.0 . Fifteen basis sets of different sizes were used (Table II), grouped into large (BSIPs fitted using the whole training set) and small (the subsets with covalent bond breaking and formation left out). The training set (Table I) contains entries for non-covalent interactions, covalent bond energies, conformational energies, and molecular deformations. The computation of the uncorrected ("bare") basis set result plus the BSIP terms on the training set involved a total of $498,048,831$ calculations plus an additional 38,191 B3LYP/aug-cc-pVQZ calculations for the reference data. The calculation of the BSIP terms was efficiently carried out by first running the self-consistent calculation with the indicated basisset without BSIPs, then computing all the BSIP terms post-SCF.

The LASSO fit was carried out with the 1-norm constraints given in Table II, and the resulting BSIPs were evaluated by running BSIP-corrected self-consistent calculations on the training set. The number of terms in the proposed BSIPs is given in Table II (there are approximately $N_{\text {terms }} / 10$ BSIP terms per atom). The performance of these BSIPs is shown in Table III. A detailed list of results for each individual subset in the training set, as well as the BSIPs themselves, are given in the SI.

Table III shows that the MAE for all sets and all basis sets decreases with the application of the BSIP, except in some of the cases where the set in question was not part of the fit (the Cov superset from MINI to $3-21 \mathrm{G}^{*}$ in Table III). The MAE is reduced by a factor of $3-5$ in most cases. For NCIs, the improvement is general and the average error is under $1 \mathrm{kcal} / \mathrm{mol}$ for all basis sets with a simultaneous decrease in the bias measured by the mean

TABLE III. Mean absolute errors (MAE) and mean errors (ME) in the supersets of the training set (Table I) using B3LYP compared to the B3LYP/aug-cc-pVQZ reference for the 15 basis sets in this work, in $\mathrm{kcal} / \mathrm{mol}$. The three results columns are: Bare $=$ the uncorrected basis set, $\mathrm{LS}=$ the least-squares fit prediction of the BSIP-corrected result, Eval $=$ the actual BSIP result when used in a self-consistent calculation.

|  |  | NCI |  |  | Conf |  |  | Cov |  |  | Geom |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Bare | LS | Eval | Bare | LS | Eval | Bare | LS | Eval | Bare | LS | Eval |
| MINI | MAE | 4.03 | 0.66 | 0.83 | 6.94 | 1.62 | 1.83 | 53.02 | 49.28 | 47.35 | 9.92 | 1.71 | 1.80 |
|  | ME | -3.91 | 0.00 | -0.48 | 5.50 | -0.26 | -0.00 | -43.72 | -35.98 | -34.40 | -3.45 | 0.10 | $-0.05$ |
| MINIs | MAE | 2.11 | 0.54 | 0.56 | 4.93 | 1.00 | 0.99 | 27.28 | 34.98 | 34.15 | 4.53 | 0.98 | 0.99 |
|  | ME | -1.86 | 0.03 | -0.13 | 3.75 | -0.30 | -0.10 | -12.72 | -24.82 | -22.69 | 0.33 | 0.06 | -0.09 |
| STO-3G | MAE | 2.81 | 0.66 | 0.87 | 5.33 | 1.19 | 1.21 | 27.27 | 42.17 | 28.77 | 3.56 | 1.16 | 1.46 |
|  | ME | -2.51 | 0.07 | -0.32 | 4.21 | -0.37 | -0.04 | -0.34 | -31.47 | -18.32 | 1.05 | 0.26 | 0.63 |
| 3-21G | MAE | 4.01 | 0.47 | 0.80 | 4.22 | 0.95 | 0.96 | 14.52 | 17.38 | 18.26 | 1.70 | 0.79 | 0.90 |
|  | ME | -3.97 | -0.01 | -0.54 | 3.58 | -0.40 | 0.08 | -11.21 | -10.48 | -7.73 | 0.12 | 0.15 | 0.27 |
| 6-31G | MAE | 2.06 | 0.32 | 0.53 | 2.04 | 0.60 | 0.57 | 14.40 | 14.84 | 15.64 | 1.80 | 0.53 | 0.57 |
|  | ME | -1.99 | -0.03 | -0.37 | 1.80 | -0.16 | 0.21 | -11.63 | -4.44 | -6.03 | 0.09 | 0.03 | 0.07 |
| MIDIh | MAE | 3.98 | 0.51 | 0.78 | 4.07 | 0.78 | 0.95 | 16.92 | 16.17 | 16.44 | 2.10 | 0.80 | 0.97 |
|  | ME | $-3.93$ | 0.00 | -0.43 | 3.44 | -0.12 | 0.28 | -13.22 | -8.57 | -7.33 | -0.04 | 0.15 | 0.26 |
| pc-0 | MAE | 4.26 | 0.43 | 0.85 | 5.65 | 0.87 | 1.03 | 14.13 | 20.17 | 20.25 | 2.24 | 0.72 | 0.82 |
|  | ME | -4.20 | -0.01 | -0.61 | 4.53 | -0.18 | 0.32 | -9.03 | -13.41 | $-10.66$ | 0.07 | 0.13 | 0.26 |
| $6-31+\mathrm{G}$ | MAE | 1.01 | 0.21 | 0.29 | 1.45 | 0.44 | 0.37 | 14.82 | 12.92 | 13.00 | 1.81 | 0.52 | 0.53 |
|  | ME | -0.89 | -0.00 | -0.16 | 1.31 | -0.18 | 0.04 | -12.00 | -6.07 | -5.23 | 0.01 | -0.06 | $-0.01$ |
| $3-21 \mathrm{G}^{*}$ | MAE | 3.99 | 0.43 | 0.80 | 4.20 | 0.81 | 1.02 | 11.14 | 19.20 | 18.61 | 1.04 | 0.70 | 0.81 |
|  | ME | -3.94 | -0.01 | $-0.56$ | 3.56 | -0.24 | 0.21 | -8.25 | -12.18 | -7.78 | 0.23 | 0.21 | 0.36 |
| $6-31 \mathrm{G}^{*}$ | MAE | 1.59 | 0.37 | 0.41 | 1.36 | 0.43 | 0.45 | 3.87 | 1.57 | 1.69 | 0.64 | 0.49 | 0.44 |
|  | ME | -1.56 | -0.05 | -0.24 | 1.11 | -0.01 | 0.15 | -2.45 | -0.04 | 0.11 | 0.08 | 0.34 | 0.28 |
| Def2-SV(P) ${ }^{a}$ | MAE | 1.91 | 0.39 | 0.48 | 1.77 | 0.49 | 0.50 | 4.57 | 1.51 | 1.72 | 1.02 | 0.51 | 0.59 |
|  | ME | -1.87 | -0.04 | -0.18 | 1.48 | 0.00 | 0.16 | -2.97 | -0.04 | 0.21 | -0.15 | 0.36 | 0.44 |
| Def2-SVP ${ }^{\text {b }}$ | MAE | 1.84 | 0.34 | 0.44 | 1.63 | 0.41 | 0.43 | 3.00 | 1.40 | 1.61 | 0.91 | 0.41 | 0.45 |
|  | ME | -1.81 | -0.03 | $-0.20$ | 1.37 | 0.07 | 0.19 | -1.43 | -0.04 | 0.17 | -0.13 | 0.23 | 0.28 |
| pc-1 | MAE | 1.21 | 0.27 | 0.29 | 1.16 | 0.41 | 0.43 | 3.86 | 1.02 | 1.22 | 0.72 | 0.30 | 0.30 |
|  | ME | -1.19 | -0.04 | -0.14 | 0.86 | $-0.03$ | -0.01 | -3.30 | -0.10 | 0.17 | -0.09 | 0.14 | 0.16 |
| $6-31+\mathrm{G}^{*}$ | MAE | 0.39 | 0.16 | 0.17 | 0.66 | 0.30 | 0.33 | 3.45 | 0.62 | 0.68 | 0.67 | 0.21 | 0.21 |
|  | ME | -0.33 | -0.00 | -0.05 | 0.52 | -0.03 | 0.01 | -2.83 | -0.10 | -0.02 | 0.00 | 0.04 | 0.04 |
| $6-31+\mathrm{G}^{* *}$ | MAE | 0.36 | 0.12 | 0.14 | 0.50 | 0.24 | 0.26 | 2.48 | 0.45 | 0.50 | 0.61 | 0.14 | 0.14 |
|  | ME | -0.32 | -0.00 | -0.06 | 0.38 | -0.02 | 0.00 | -2.00 | -0.07 | 0.00 | -0.03 | 0.02 | 0.03 |

error (ME). Thanks to its diffuse functions, the performance of BSIP-corrected $6-31+\mathrm{G}$ is particularly good for NCIs, with an MAE of only $0.29 \mathrm{kcal} / \mathrm{mol}$. In general, the MAE for the NCI subsets differ little from the MAE predicted by the least-squares fitting procedure, indicating that our choice of 1-norm constraint was appropriate. However, there are two noteworthy exceptions: the ionic-HB and the water set show a significant deviation between the self-consistent and the least-squares MAEs, probably related to the strong induction effects present in these systems (many-body induction in the case of the water clusters). It is also important to note that the water MAE is dominated by the large water clusters in the set, whose reference binding energies are in the hundreds of kcal/mol. The tendency to large nonlinearity error during ACP development in water clusters had already been noted by Holmes et al. ${ }^{49}$ in the development of water-specific ACPs, where it was found that a very tight constraint was necessary to prevent large non-linearity error effects.

The excellent performance of our BSIPs extends to the conformational energy set. In this case, the MAE from
the self-consistent calculations is above $1 \mathrm{kcal} / \mathrm{mol}$ for MINI and STO-3G but not for MINIs ( $0.99 \mathrm{kcal} / \mathrm{mol}$ ), which is the best-performing minimal-basis-set method overall. The conformational energy MAEs decrease substantially for the larger basis sets, with $6-31+\mathrm{G}$ ( $0.37 \mathrm{kcal} / \mathrm{mol}$ ) and $6-31 \mathrm{G}^{*}$ ( $0.42 \mathrm{kcal} / \mathrm{mol}$ ) offering particularly low MAEs for their cost. The MAEs for the molecular deformation superset (Geom) have a very similar behavior to the conformational energies, following essentially the same trends and with similar error values. Lastly, there are clear differences between basis sets for the chemical reaction superset ("Cov"). For the basis sets in which Cov was part of the training set $\left(6-31 \mathrm{G}^{*}\right.$ and below in Table III), the MAEs are greatly reduced. For the others, the performance is erratic, showing improvement for some basis sets but not for others.

It is instructive to compare the performance of the BSIPs developed in this work with the previous version presented in Ref. 16. Table IV shows the MAEs in the subsets of the training set using B3LYP against the CBS reference for four basis sets for which the previous BSIPs are available (MINIs(d) was left out). Compared to the
 ${ }^{29}$ BSIP2 $=$ BSIPs proposed in this work. The subsets (rows) labeled with an asterisk were in the training set of the BSIPs proposed in Ref. 16

previous version, our new BSIPs show decreased MAE for most of the subsets in the training set; all of them in the case of the $6-31+\mathrm{G}^{* *}$ basis set. It is surprising that the reduction in MAE is also quite substantial for the subsets that were part of the original training set in Ref. 16, since the current training set contains almost five times as many data points as the previous one. This can be justified by the improved performance in the least-squares fit afforded by the LASSO method and also by the change in density functional used to develop the BSIPs (B3LYP in this work, BLYP in Ref. 16). The wRMS, which is the target of our fit, almost halves when comparing the old BSIPs (MINIs $=1.72,6-31 \mathrm{G}^{*}=1.11$, pc-1 $=0.81$, and $6-31+\mathrm{G}^{* *}=0.43 \mathrm{kcal} / \mathrm{mol}$ ) to the new ones (MINIs $=0.84,6-31 \mathrm{G}^{*}=0.65, \mathrm{pc}-1=0.47$, and $6-31+\mathrm{G}^{* *}$ $=0.21 \mathrm{kcal} / \mathrm{mol})$. Our new BSIPs also solve the spurious behavior of the old potentials in the description of isodesmic reaction energies with minimal basis sets (represented by BSR36 in Table IV), which showed a higher MAE than the uncorrected basis set. Table IV also compares the performance of the proposed BSIPs with the results obtained using the geometric counterpoise correction (gCP) of Kruse and Grimme using the MINIs, $6-31 \mathrm{G} *$, Def2-SV(P), and Def2-SVP basis sets. In general, our new BSIPs improve upon gCP across the board, in some cases by $100 \%$ or more. The only exceptions are the treatment of covalent bond breaking with MINIs, in which gCP yields lower MAEs than the uncorrected basis set or the same basis set corrected with any of the BSIPs, and the Bauza set, which was specifically excluded from our fit.

## IV. BSIP TESTING

Table V contains the MAE for uncorrected and BSIPcorrected B3LYP-D3 for a few benchmark sets. Unlike in previous sections, these average errors are computed against the reference data for the corresponding sets, rather than the near-CBS result. Our objective is to evaluate whether B3LYP-D3 in combination with a BSIP-corrected small basis set is useful in practice. Some of the sets included in the table are part of our training set (Table I) but others (the S12L ${ }^{8,9}$, S30L ${ }^{10}$, and PEPCONF, ${ }^{128}$ ) are not. Given the scarcity of data not in the training set, we have included an additional validation set based on the X23 molecular crystal lattice energy benchmark. ${ }^{129}$ The geometry of the 23 crystals in the X23 set were relaxed using the B86bPBE-XDM functional, and then all unique close-contact dimers were extracted. The reference binding energy for these 106 dimers was calculated at the B3LYP-D3/aug-cc-pVQZ level.

For the NCI sets that are part of the training set (S22, $\mathrm{S} 22 \times 5$, S66, $\mathrm{S} 66 \times 8$, and KB49), the MAE drops significantly after applying the BSIPs, indicating an excellent performance of B3LYP-D3 with BSIP-corrected small basis sets for non-covalent interactions. In general, larger
basis sets with diffuse functions give lower MAEs, even when BSIPs are used. However, calculations using MINIs with BSIPs gives a remarkably low MAEs for these sets, around or under $0.5 \mathrm{kcal} / \mathrm{mol}$. The improvement with the application of BSIPs extends to the S12L and S30L, which comprise NCI binding energies in large molecular dimers, and were not part of the training set. In this case. the MAE reduces from $20-30 \mathrm{kcal} / \mathrm{mol}$ to $6-8 \mathrm{kcal} / \mathrm{mol}$ upon application of the BSIPs. For reference, the MAE of B3LYP-D3 with a quadruple- $\zeta$ basis set in the S30L set is $4.1 \mathrm{kcal} / \mathrm{mol},{ }^{10}$ and the MAE of the similar B3LYP-XDM method in the S 12 L set is $4.0 \mathrm{kcal} / \mathrm{mol} .{ }^{6}$ Interestingly, and unlike the other NCI sets considered, the MAEs for S12L and S30L do not have a clear decreasing trend as the size of the basis set increases. For instance, B3LYP-D3/STO-3G-BSIP is the best-performing method in the S12L set. This is probably a result of error cancellation between BSIE, errors due to the approximate nature of the density functional, and errors from the applied experimental back-correction in the reference data. For the NCI binding energies in the X23, which were also not in the training set, there is a substantial reduction in MAE upon application of the BSIPs, particularly for the small basis sets.

We consider now the results for the conformational energies, measured by the PEPCONF set. The PEPCONF set ${ }^{128}$ is a reference benchmark set for the development and testing of force fields and similar inexpensive methods in the description of peptide-peptide interactions. It contains a number of subsets designed to target specific interactions, as indicated in Table V. The dipeptide and tripeptide conformation energy sets comprise the majority of the PEPCONF set, but specific systems of interest are also included, like peptides connected by disulfide bridges ("disulfide" subset), residues associated with biofunctionality ("bioactive"), and cyclic oligopeptides ("cyclic"). The calculation level of the reference data for the PEPCONF set is LC- $\omega$ PBE-XDM/aug-cc-pVTZ. ${ }^{128}$

Table V shows that the MAEs in the PEPCONF set, as well as in all its subsets individually, decrease for all basis sets with the application of BSIPs. The decrease is most noticeable for the dipeptide and tripeptide subsets, with MAEs in the $1-2 \mathrm{kcal} / \mathrm{mol}$ range for the basis sets with the small weighting scheme and in the $0.3-1 \mathrm{kcal} / \mathrm{mol}$ range for the others. This gap between groups of basis sets is mostly absent for the uncorrected MAE results, suggesting that including the Cov superset in the fit may indirectly improve the description of conformational energies. The improvement caused by BSIPs extends to the other subsets of PEPCONF, with a reduction in MAE of up to a third of the uncorrected value. Reassuringly, this improvement occurs also for the disulfide subset, even though disulfide bonds were not part of the training set.

We turn our attention to the covalent bond breaking and formation sets in Table V. The BDE03 set ${ }^{86}$ comprises homolytic bond dissociation energies of small molecules. The reference BDEs in the set were obtained from experimental formation enthalpies with a back-

TABLE V. Mean absolute errors (MAE) of uncorrected ("Bare") and BSIP-corrected B3LYP-D3 in combination with 15 basis sets for a few selected benchmark sets, in kcal/mol. The MAE is calculated relative to the corresponding reference data reported in the literature. The sets preceded by an asterisk were not part of the training set.

|  | Set |  | MINI | MINIs | STO-3G | 3-21G | 6-31G | MIDIh | pc-0 | 6-31+G |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | S22 | Bare | 4.79 | 4.34 | 5.16 | 4.93 | 3.23 | 3.99 | 6.06 | 2.87 |
|  |  | BSIP | 0.88 | 0.48 | 0.84 | 1.17 | 0.85 | 1.11 | 1.43 | 0.59 |
|  | $\mathrm{S} 22 \times 5$ | Bare | 2.89 | 2.81 | 3.53 | 3.24 | 2.22 | 2.76 | 3.91 | 1.83 |
|  |  | BSIP | 0.63 | 0.45 | 0.59 | 0.91 | 0.63 | 0.88 | 1.07 | 0.38 |
| S66 |  | Bare | 3.49 | 3.32 | 3.59 | 3.81 | 2.75 | 3.31 | 4.80 | 2.91 |
|  |  | BSIP | 0.69 | 0.36 | 0.60 | 0.86 | 0.58 | 0.80 | 1.20 | 0.47 |
| S66×8 |  | Bare | 2.41 | 2.39 | 2.72 | 2.81 | 2.09 | 2.50 | 3.47 | 2.13 |
|  |  | BSIP | 0.56 | 0.31 | 0.46 | 0.74 | 0.49 | 0.73 | 0.96 | 0.32 |
| KB49 |  | Bare | 3.63 | 3.17 | 3.72 | 3.76 | 2.54 | 3.29 | 4.83 | 2.40 |
|  |  | BSIP | 1.03 | 0.67 | 1.12 | 1.10 | 0.73 | 1.16 | 1.25 | 0.51 |
| * | S12L | Bare | 13.39 | 20.77 | 23.02 | 16.85 | 19.57 | 13.51 | 17.82 | 21.67 |
|  |  | BSIP | 8.76 | 8.46 | 6.20 | 8.02 | 8.54 | 8.25 | 12.45 | 9.92 |
| * | S30L | Bare | 25.62 | 29.37 | 31.58 | 23.93 | 25.48 | 19.70 | 25.29 | 28.11 |
|  |  | BSIP | 7.70 | 8.11 | 8.03 | 7.54 | 7.43 | 9.38 | 11.17 | 9.04 |
| * | X23 | Bare | 12.92 | 6.97 | 4.47 | 4.65 | 0.90 | 5.29 | 6.02 | 3.57 |
|  |  | BSIP | 2.39 | 1.82 | 2.12 | 1.60 | 0.49 | 1.89 | 1.15 | 0.88 |
| * | PEPCONF...all | Bare | 5.02 | 4.08 | 5.10 | 3.61 | 2.76 | 3.13 | 4.80 | 3.04 |
|  |  | BSIP | 2.59 | 1.78 | 2.35 | 1.62 | 1.30 | 1.95 | 1.85 | 1.09 |
| * | bioactive | Bare | 5.96 | 5.10 | 6.37 | 4.25 | 2.83 | 3.50 | 5.30 | 3.07 |
|  |  | BSIP | 2.78 | 1.84 | 2.65 | 1.68 | 1.13 | 2.16 | 2.22 | 0.93 |
| * | . . . . . . . . .cyclic | Bare | 6.17 | 4.47 | 6.78 | 6.43 | 3.77 | 5.27 | 9.48 | 3.24 |
|  |  | BSIP | 6.07 | 3.40 | 4.74 | 2.29 | 2.07 | 2.20 | 3.56 | 1.48 |
| * | . . . . dipeptide | Bare | 3.67 | 2.86 | 3.83 | 2.18 | 1.46 | 1.91 | 2.68 | 1.57 |
|  |  | BSIP | 1.74 | 1.16 | 1.54 | 1.10 | 0.77 | 1.40 | 1.07 | 0.65 |
| * | disulfide | Bare | 6.69 | 5.91 | 7.19 | 5.01 | 4.89 | 4.48 | 6.31 | 5.56 |
|  |  | BSIP | 3.53 | 2.70 | 3.28 | 2.86 | 2.46 | 3.22 | 3.02 | 2.26 |
| * | . . . tripeptide | Bare | 4.72 | 3.77 | 4.36 | 3.19 | 2.34 | 2.76 | 4.42 | 2.71 |
|  |  | BSIP | 1.92 | 1.37 | 1.88 | 1.17 | 0.92 | 1.59 | 1.37 | 0.72 |
|  | BDE03 | Bare | 17.21 | 12.99 | 16.28 | 6.32 | 9.75 | 8.82 | 6.35 | 11.18 |
|  |  | BSIP | 21.35 | 18.47 | 13.12 | 12.13 | 11.13 | 12.38 | 14.49 | 9.58 |
|  | BHPeri | Bare | 14.76 | 9.09 | 12.02 | 5.09 | 7.64 | 3.97 | 2.95 | 7.65 |
|  |  | BSIP | 5.75 | 4.50 | 4.53 | 4.53 | 3.60 | 3.90 | 4.00 | 3.16 |
|  | Set |  | $3-21 \mathrm{G}^{*}$ | 6-31G* | Def2-SV $(\mathrm{P})^{a}$ | Def2-SVP ${ }^{\text {b }}$ | pc-1 | $6-31+\mathrm{G}^{*}$ | $6-31+\mathrm{G}^{* *}$ | HF-3c |
|  | S22 | Bare | 4.93 | 2.63 | 2.92 | 2.84 | 2.57 | 3.40 | 3.36 | 0.51 |
|  |  | BSIP | 1.20 | 0.58 | 0.44 | 0.46 | 0.42 | 0.48 | 0.45 |  |
|  | $\mathrm{S} 22 \times 5$ | Bare | 3.24 | 1.83 | 2.02 | 1.98 | 1.75 | 2.15 | 2.12 | 0.52 |
|  |  | BSIP | 0.95 | 0.54 | 0.48 | 0.50 | 0.42 | 0.36 | 0.33 |  |
| S66 |  | Bare | 3.81 | 2.19 | 2.54 | 2.52 | 2.45 | 2.90 | 2.88 | 0.36 |
|  |  | BSIP | 0.90 | 0.46 | 0.44 | 0.45 | 0.39 | 0.37 | 0.36 |  |
| S66×8 |  | Bare | 2.81 | 1.68 | 1.93 | 1.92 | 1.83 | 2.14 | 2.12 | 0.37 |
|  |  | BSIP | 0.76 | 0.44 | 0.42 | 0.46 | 0.36 | 0.28 | 0.25 |  |
| KB49 |  | Bare | 3.65 | 2.11 | 2.43 | 2.44 | 2.12 | 2.63 | 2.56 | 0.89 |
|  |  | BSIP | 1.08 | 0.54 | 0.59 | 0.60 | 0.40 | 0.40 | 0.39 |  |
| * | S12L | Bare | 16.85 | 21.12 | 20.63 | 20.75 | 19.64 | 26.46 | 26.28 | 5.39 |
|  |  | BSIP | 8.84 | 7.32 | 6.73 | 6.43 | 8.86 | 6.92 | 7.44 |  |
| * | S30L | Bare | 23.78 | 26.37 | 26.10 | 26.15 | 25.32 | 32.49 | 32.29 | 5.57 |
|  |  | BSIP | 8.07 | 6.90 | 7.64 | 7.55 | 8.54 | 6.42 | 6.78 |  |
| * | X23 | Bare | 4.65 | 3.74 | 1.64 | 1.44 | 1.19 | 0.87 | 1.09 | 4.26 |
|  |  | BSIP | 1.24 | 1.08 | 0.82 | 0.81 | 0.60 | 0.38 | 0.67 |  |
| * | PEPCONF...all | Bare | 3.64 | 2.60 | 2.53 | 2.41 | 2.65 | 3.26 | 3.29 | 2.05 |
|  |  | BSIP | 1.52 | 1.04 | 1.32 | 1.29 | 1.02 | 0.88 | 0.83 |  |
| * | . . . . . . bioactive | Bare | 4.26 | 2.61 | 2.53 | 2.45 | 2.63 | 3.26 | 3.28 | 2.64 |
|  |  | BSIP | 1.62 | 0.82 | 1.12 | 1.07 | 0.82 | 0.59 | 0.54 |  |
| * | . . . . . . . . .cyclic | Bare | 6.43 | 2.52 | 2.62 | 2.54 | 2.53 | 2.79 | 2.79 | 3.22 |
|  |  | BSIP | 2.04 | 1.14 | 2.05 | 1.70 | 1.08 | 1.45 | 1.28 |  |
| * | . . . . . dipeptide | Bare | 2.20 | 1.44 | 1.38 | 1.25 | 1.34 | 1.64 | 1.67 | 1.41 |
|  |  | BSIP | 0.94 | 0.51 | 0.66 | 0.65 | 0.53 | 0.39 | 0.36 |  |
| * | . . . . . . disulfide | Bare | 5.07 | 4.79 | 4.62 | 4.47 | 5.12 | 6.09 | 6.15 | 3.37 |
|  |  | BSIP | 2.78 | 2.53 | 2.77 | 2.80 | 2.41 | 2.15 | 2.13 |  |
| * | . . . . . tripeptide | Bare | 3.22 | 2.29 | 2.24 | 2.12 | 2.30 | 3.04 | 3.05 | 1.49 |
|  |  | BSIP | 1.14 | 0.65 | 0.90 | 0.89 | 0.66 | 0.46 | 0.41 |  |
|  | BDE03 | Bare | 3.75 | 5.19 | 4.66 | 5.41 | 6.21 | 6.53 | 6.21 | 23.97 |
|  |  | BSIP | 12.49 | 3.63 | 3.93 | 4.08 | 3.76 | 4.00 | 4.01 |  |
|  | BHPeri | Bare | 5.03 | 8.01 | 8.37 | 9.85 | 7.82 | 8.37 | 7.99 | 6.63 |
|  |  | BSIP | 4.24 | 3.00 | 3.12 | 3.28 | 2.74 | 2.95 | 2.97 |  |

correction calculated using B3LYP/6-31G(2df,p). The BHPeri set ${ }^{11,87-90}$ was part of the BSIP training set (Table I) and benchmarks barrier heights of pericyclic reactions. In this case, Table I shows that there is a clear difference between the basis sets whose BSIPs were developed with the Cov superset in the training set $\left(6-31 \mathrm{G}^{*}\right.$ to $6-31+\mathrm{G}^{* *}$ in Table I) and the ones where the small weighting scheme was used (MINI to $3-21 \mathrm{G}^{*}$ ). For reference, the MAE using B3LYP-D3 and an almost complete basis set (aug-cc-pVQZ) is $4.1 \mathrm{kcal} / \mathrm{mol}$ for BDE03 and $1.8 \mathrm{kcal} / \mathrm{mol}$ for BHPeri.

For the minimal and small basis sets, without Cov in their training set, the performance of the BSIP is erratic, with occasional improvement of the BDE03 MAE and general improvement for BHPeri. In the case of the large basis sets, the MAE is decreased in all cases, although to a lesser extent than in the case of the NCIs, evidencing the smaller impact of BSIE in the calculation of these properties. For the BDE03 set, the reduction in MAE is such that almost the same MAE is obtained with the BSIP-corrected basis sets as with the near-CBS basis set ( $4.1 \mathrm{kcal} / \mathrm{mol}$ ). This is not the case for BHPeri (the B3LYP-D3/aug-cc-pVQZ MAE is $1.8 \mathrm{kcal} / \mathrm{mol}$ ) but the MAE from the BSIP-corrected basis sets is reasonably close and there is a very significant improvement relative to the uncorrected MAE, indicating a very important influence of basis-set incompleteness in barrier height calculations. Curiously, once BSIP-corrected, the small and minimal basis sets that used the small weighting scheme in the BSIP fit produce a similar, but slightly higher MAE.

For comparison, Table V also shows the MAEs for the HF-3c method, ${ }^{130,131}$ based on HF/MINIs plus three additional corrections, one of which is gCP. The B3LYP-D3/MINIs-BSIP method, which is comparable to HF-3c in cost, achieves lower MAEs in almost all sets, except S12 and S30L. Larger basis sets have even lower MAEs. The basis sets for which the Cov set was included in the training set can be used for thermochemical calculations.

It is also interesting to consider whether the proposed BSIPs are transferable, that is, if they can be used with functionals other than the one used in their development (B3LYP). We have shown in previous work ${ }^{16}$ that BSIE is almost functional-independent, and is mostly determined by the fraction of exact exchange in the functional definition. Table VI shows the results of our transferability tests for the proposed BSIPs. We chose a few functionals (BLYP, PBE, B3LYP, PBE0, and LC- $\omega$ PBE, all with the D3 dispersion correction) and a few test sets (S22, S66, BDE03, and BHPeri) and calculated the MAE using seven BSIP-corrected basis sets of various sizes (MINIs, $6-31 \mathrm{G}, 6-31+\mathrm{G}, 6-31 \mathrm{G}^{*}$, Def2-SVP, $6-31+\mathrm{G}^{*}$, and $\left.6-31+\mathrm{G}^{* *}\right)$. The almost-complete-basis-set results, at the aug-cc-pVQZ level, are also given in the table for reference.

Except for BDE03 combined with the basis sets for which the Cov superset was not a target of the BSIP fit (MINIs, $6-31 \mathrm{G}$, and $6-31+\mathrm{G}$ ), the results are excellent
and close to the near-CBS value regardless of functional and basis set. In the NCI sets the MAEs are always lower than $1 \mathrm{kcal} / \mathrm{mol}(\mathrm{S} 22)$ and $0.6 \mathrm{kcal} / \mathrm{mol}$ (S66). For the basis sets that include at least one diffuse function, the MAE is only a few tenths of a kcal/mol above the nearCBS reference value. In the case of the bond dissociation energies (BDE03 set), there is very little difference between the near-CBS and the BSIP-corrected MAEs. The fact that many of these MAEs are smaller than the one obtained using a near-complete-basis-set indicates that there is error cancellation present and that the BSIE no longer dominates the overall error in the BDE calculation. The same can be said about the barrier height set (BHPeri), in which even the BSIP-corrected small and minimal basis sets achieve an MAE similar to the nearCBS reference value. Therefore, it is clear from Table VI that our BSIPs can be utilized in combination with any of the usual functionals, other than the Minnesota functionals.

As a final test, we consider the energy difference $(\Delta E)$ between the folded and unfolded conformation of crambin, a protein with 642 atoms. ${ }^{29}$ In the original paper by Kruse et al. ${ }^{29}$ and in our previous work, ${ }^{16}$ only BLYPD3 was considered. Table VII shows the $\Delta E$ between both forms of crambin with several basis sets, functionals, and with and without BSIPs. Calculations using the $\mathrm{pc}-2$ triple- $\zeta$ basis set were used as reference. As the pc-2 result likely contains significant BSIE, we also report in the table the standard deviation of the $\Delta E$ calculated with the six basis sets.

The table shows that the new BSIPs greatly improve the agreement with the pc-2 reference for every basis set and functional compared to the uncorrected calculation and, at the same time, they also reduce the spread of the $\Delta E$ calculated with different basis sets. The best performance is obtained with B3LYP, which is the functional used in the development of the BSIPs, with an 8 -fold decrease in MAE. However, BLYP-D3 and LC- $\omega$ PBE-D3 are also significantly improved. The proposed BSIPs in combination with BLYP also improve slightly upon the BSIPs proposed in our previous article, ${ }^{16}$ which is particularly encouraging since BLYP was the functional used to develop the BSIPs in that work.

## V. CONCLUSIONS

In this article, we developed basis-set incompleteness potentials (BSIP) for a number of small and minimal basis sets and a set of atoms relevant in organic chemistry and biochemistry. The objective of BSIPs is to alleviate the detrimental effect of basis-set incompleteness on calculated molecular properties using density-functional theory (DFT). In large systems, the near-complete basis set necessary to describe non-covalent interactions and chemical reactions accurately cannot be used due to their computational cost. BSIPs are one-electron potentials, similar to effective-core potentials, that provide an en-

TABLE VI. Mean absolute error (MAE) of various D3-corrected density functionals with some BSIP-corrected basis sets in a few benchmark sets, in $\mathrm{kcal} / \mathrm{mol}$. The MAEs are calculated relative to the corresponding reference data reported in the literature. The last column gives the MAE with an almost-complete basis set (aQZ = aug-cc-pVQZ).

| Set | Functional | MINIs | $6-31 \mathrm{G}$ | $6-31+\mathrm{G}$ | $6-31 \mathrm{G}^{*}$ | Def2-SVP | $6-31+\mathrm{G}^{*}$ | $6-31+\mathrm{G}^{* *}$ | aQZ |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| S22 | BLYP-D3 | 0.68 | 0.91 | 0.41 | 0.64 | 0.58 | 0.33 | 0.30 | 0.22 |
|  | PBE-D3 | 0.90 | 0.73 | 0.51 | 0.61 | 0.58 | 0.45 | 0.44 | 0.57 |
|  | B3LYP-D3 | 0.48 | 0.85 | 0.59 | 0.58 | 0.46 | 0.48 | 0.45 | 0.31 |
|  | PBE0-D3 | 0.68 | 0.66 | 0.65 | 0.50 | 0.44 | 0.52 | 0.52 | 0.53 |
|  | LC- $\omega$ PBE-D3 | 0.53 | 0.47 | 0.59 | 0.37 | 0.46 | 0.54 | 0.50 | 0.31 |
| S66 | BLYP-D3 | 0.47 | 0.60 | 0.36 | 0.48 | 0.52 | 0.27 | 0.25 | 0.19 |
|  | PBE-D3 | 0.54 | 0.57 | 0.45 | 0.46 | 0.58 | 0.39 | 0.40 | 0.39 |
|  | B3LYP-D3 | 0.36 | 0.58 | 0.47 | 0.46 | 0.45 | 0.37 | 0.36 | 0.22 |
|  | PBE0-D3 | 0.53 | 0.55 | 0.51 | 0.43 | 0.53 | 0.42 | 0.42 | 0.36 |
|  | LC- $\omega P B E-D 3$ | 0.44 | 0.40 | 0.46 | 0.33 | 0.56 | 0.36 | 0.33 | 0.21 |
| BDE03 | BLYP-D3 | 19.21 | 12.25 | 11.04 | 4.91 | 5.39 | 5.68 | 5.48 | 5.08 |
|  | PBE-D3 | 16.20 | 10.75 | 9.30 | 3.99 | 4.04 | 3.79 | 3.75 | 4.43 |
|  | B3LYP-D3 | 18.47 | 11.13 | 9.58 | 3.63 | 4.08 | 4.00 | 4.01 | 4.12 |
|  | PBE0-D3 | 17.38 | 10.70 | 9.16 | 3.25 | 3.63 | 3.33 | 3.37 | 4.01 |
|  | LC- $\omega$ PBE-D3 | 17.23 | 10.77 | 8.71 | 2.96 | 3.27 | 2.99 | 3.12 | 3.57 |
| BHPeri | BLYP-D3 | 4.01 | 3.74 | 3.11 | 2.56 | 2.98 | 2.72 | 2.80 | 4.18 |
|  | PBE-D3 | 4.26 | 4.95 | 4.33 | 4.06 | 4.32 | 4.32 | 4.23 | 6.69 |
|  | B3LYP-D3 | 4.50 | 3.60 | 3.16 | 3.00 | 3.28 | 2.95 | 2.97 | 1.18 |
|  | PBE0-D3 | 4.03 | 4.02 | 3.55 | 3.33 | 3.35 | 3.25 | 3.08 | 3.27 |
|  | LC- $\omega P B E-D 3$ | 4.31 | 2.50 | 2.25 | 3.34 | 3.42 | 2.86 | 2.75 | 2.18 |

TABLE VII. Total energy differences between the unfolded and folded forms of crambin using selected functionals and basis sets and with and without BSIP correction. For BLYP, the current BSIPs (BSIP2) are compared to the results using the BSIPs from our previous work. ${ }^{16}$ The reference energies were calculated using the pc-2 basis set ${ }^{100-103}$ (B3LYP-D3 $=245.1$; BLYP-D3 $=234.2 ;$ LC $-\omega$ PBE-D3 $=245.7 \mathrm{kcal} / \mathrm{mol}$ ). The mean absolute error (MAE) and standard deviation are indicated in the bottom row. All values in $\mathrm{kcal} / \mathrm{mol}$.

| Basis Set | B3LYP-D3 |  |  | BLYP-D3 |  |  |  |
| :--- | ---: | ---: | ---: | ---: | :--- | ---: | :---: |
|  | LC- $\omega$ PBE-D3 |  |  |  |  |  |  |
|  | Bare | BSIP2 | Bare | BSIP2 | BSIP1 | Bare | BSIP2 |
| MINIs | 242.6 | 246.6 | 238.0 | 227.9 | 228.7 | 225.0 | 224.3 |
| pc-0 | 312.9 | 224.5 | 312.2 | 222.8 |  | 307.3 | 212.2 |
| 6-31G* | 305.2 | 248.2 | 305.6 | 227.0 | 219.5 | 299.3 | 215.7 |
| Def2-SVP | 258.4 | 250.7 | 249.0 | 242.1 |  | 267.6 | 261.3 |
| pc-1 | 388.9 | 256.1 | 391.4 | 254.9 |  | 367.1 | 231.1 |
| 6-31+G** | 292.7 | 244.2 | 282.2 | 233.6 | 225.3 | 306.1 | 250.3 |
| MAE | 55.9 | 7.1 | 62.2 | 9.0 | 9.7 | 56.6 | 20.0 |
| Std. dev. | 51.3 | 10.9 | 55.2 | 11.9 |  | 47.2 | 19.5 |

ergy correction that changes depending on the chemical environment and the system's Kohn-Sham orbitals. The two types of adjustable parameters in BSIPs, the coefficients and exponents of the radial Gaussian functions, are determined in a fitting procedure in which we preselect a number of exponents for each atom, then calculate the coefficients by linear least-squares minimization of the BSIP energy compared to the difference between the near-CBS energy and the uncorrected energy using the B3LYP density functional. Since basis-set incompleteness error is mostly transferable between density functionals, using the B3LYP near-CBS to generate the fitting and reference data ensures that the developed BSIPs can be applied to a wide range of density functionals and are tied only to the corresponding basis sets.

In this work, BSIPs were developed for ten atoms $(H$, $\mathrm{B}-\mathrm{F}, \mathrm{Si}-\mathrm{Cl})$ and for 15 double- $\zeta$ and minimal basis sets,
some with polarization and/or diffuse functions (MINI, MINIs, STO-3G, 3-21G, 6-31G, MIDIh, pc-0, 6-31+G, 3-
 and $\left.6-31+\mathrm{G}^{* *}\right)$. The BSIPs involve the local plus all angular momentum channels up to the maximum $l$ in each basis set, and 26 pre-selected exponents per atom and channel. The training set contains a mixture of molecular properties, including non-covalent binding energies, reaction energies, barrier heights, conformational energies, and molecular deformations, for a total of 15,944 data points. The linear least-squares fit used to determine the BSIP coefficients is carried out using the LASSO regularization method, which serves the double purpose of keeping the 1-norm of the coefficients below a given threshold and performing variable selection, thus resulting in smaller and therefore more efficient BSIPs.

The BSIPs were tested by running self-consistent

BSIP-corrected calculations on the training set, demonstrating excellent performance in reproducing near-complete-basis-set results, much better in fact than our previous version of the same potentials that used a different fitting technique. The BSIPs were also tested in several sets for large molecules not contained in the training set (S12L and S30L) as well as in the description of conformational equilibria in polypeptides (the PEPCONF set). In addition, we showed that the new BSIPs can be used with functionals other than B3LYP, and that the description of molecular properties in very large systems, such as the difference between the folded and unfolded conformation of crambin, is also improved. We are confident that these new BSIPs offer a simple way of carrying out quantum chemical calculations in large systems with improved accuracy at the computational cost of using a small or minimal basis set.
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