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Abstract: The way a database schema is designed has a high impact on its performance in relational databases, which are symmetric in nature. While the problem of schema optimization is even more significant for NoSQL (“Not only SQL”) databases, existing modeling tools for relational databases are inadequate for this asymmetric setting. As a result, NoSQL modelers rely on rules of thumb to model schemas that require a high level of competence. Several studies have been conducted to address this problem; however, they are either proprietary, symmetrical, relationally dependent or post-design assessment tools. In this study, a Dynamic Schema Proposition (DSP) model for NoSQL databases is proposed to handle the asymmetric nature of today’s data. This model aims to facilitate database design and improve its performance in relation to data availability. To achieve this, data modeling styles were aggregated and classified. Existing cardinality notations were empirically extended using synthetically generated queries. A binary integer formulation was used to guide the mapping of asymmetric entities from the application’s conceptual data model to a database schema. An experiment was conducted to evaluate the impact of the DSP model on NoSQL schema production and its performance. A profound improvement was observed in read/write query performance and schema production complexities. In this regard, DSP has significant potential to produce schemas that are capable of handling big data efficiently.
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1. Introduction

With the rise of asymmetric data, there emerge new concerns about how data can be managed efficiently and effectively in a conventionally symmetric environment [1,2]. One of these concerns is the storage capability of the relational databases. This is because the inherent complexity, high access latency demand, and unpredictable nature of today’s data (i.e., big data) has rendered relational databases less capable due to their structural rigidity and untimely response [3–7]. Relational databases provide engines that provide central control of redundancy and data access patterns, enforce a schema, and eliminate inconsistencies [8]. This has led to the invention of a more flexible database called NoSQL (“Not only SQL”) to handle such complex asymmetric data. These types of databases do not require full knowledge of the target data at the initial stage of database design, because they are
easily extendable, scalable, and can tolerate limitless partitions [9] (Section 2). The schemas of such databases are flexible and are enforced by client-side application developers rather than database engines, as in the case of relational databases [4,10]. This means, however, that the quality of NoSQL schema depends solely on the designers’ competence and professionalism [3,5,11–14].

As such, numerous techniques have been developed to aid designers in modeling NoSQL schemas properly [6,15]. However, existing modeling tools are inadequate for the NoSQL setting [11,16]. They are either proprietary [17,18], symmetrical [3,19,20], or post-development assessment tools [17,21,22]. As a result, NoSQL modelers rely on rules of thumb to model schemas that require a high level of competence [23]. In this study, a Dynamic Schema Proposition (DSP) model for NoSQL databases is proposed to handle the asymmetric nature of today’s data. This model aims to ease database design and improve its query performance. The model covers both the physical and logical stages of database designs. It consists of the following contributions:

- Design and development of a new model that takes into account both user and system requirements of NoSQL clients and proposes a NoSQL schema accordingly.
- Relationship classifications: mathematical formulas that calculate all relationship expectations and finally classify entities.
- Automatic prioritization of guidelines using a feedforward neural network concept.
- An algorithm that calculates parameters and maps entities based on relationship classifications.
- Accelerating incremental records view through bucketing as opposed to non-relational caching.

A small scale of DSP was originally introduced in an earlier article [24,25] as SPM. In this extended presentation, we focus on one impotent parameter (i.e., performance) and also describe how DSP supports a broader class of query complexities, like single-selectivity, drill-down, and rollup. We also include additional formulas to make the model more dynamic and accurate. These advancements have become necessary as data increase asymmetrically in size and complexity daily, thus necessitating dynamic modeling solutions for a more generic application [11,17,26,27].

The remainder of the paper is structured as follows. Section 2 presents an overview of the NoSQL databases. Section 3 discusses related works. Section 4 presents the proposed DSP model. Section 5 highlights the method adopted. Section 6 presents and discusses the results of our study. Finally, the conclusions and future direction are described in Section 7.

2. Overview of the NoSQL Databases

Not only SQL (NoSQL) databases are powerful databases created to handle big data that are asymmetric in nature. These databases differ from relational databases in many significant ways, such as their avoidance of rigid symmetric table structure and SQL as the only query language. In addition, joint operations are indirectly performed or not allowed in some cases. The Atomicity, Consistency, Isolation, and Durability (ACID) properties are not guaranteed. In contrast to traditional ACID, the NoSQL databases are based on semantics known as BASE (Basically Available, Soft state, Eventual consistency), which are rooted in the Consistency, Availability, and Partition-tolerance (CAP) theorem. In the context of read/write query performance of voluminous data, the Availability of the CAP theorem will be the focus in this study. It also important to note that NoSQL databases are scaled horizontally rather than vertically, as in the case of relational databases. These types of databases may be classified in many ways; however, the most significant factor for NoSQL classification is the data model, i.e., the way data is organized and stored [28]. The most common are key-value, document-store, column family, and graph databases [29,30]. In this research, we focus on document-stores for their popularity [27]. Although DSP was experimented with on this type of data model, it can also be used on the key-value data model with very limited adjustments.
3. Related Work

Numerous techniques and tools are available for solving related schema design issues in relational databases. These solutions organize collections of indexes, select an optimized version of them, and finally support workloads by materializing views [31–38]. However, as highlighted in Sections 2 and 4, many important differences exist between NoSQL schema design and the relational schema design, which DSP addresses. Other solutions have emphasized partitioning relations vertically, either to identify covering indexes and offer some recommendations [39] or to classify relations and determine their physical representation [40,41]. Similarly, automatic partitioning and layout tools do exist for relational layout across servers [33,42] or storage devices [43,44]. DBDesigner [45] uses projections to physically represent tables used by Vertica [40] column-store, based on the incoming workloads. However, recommending single projection may not produce optimal solutions, especially when the effects of updates are not explicitly considered, as when DBDesigner limits its number of projections based on heuristics only.

Normally, physical designs of relation include identifying physical structures and their candidates, followed by candidates’ selections. DSP uses a slightly different approach. The order of the process is altered to start with the identification before the structural selection. This is to make DSP dynamic in producing structure, based on both old and new candidates. Some design tools for relational databases, including CORADD [46], CoPhy [47,48], and a technique used for physical design called C-Store [41], have communicated some steps that should be followed to choose good candidates. A binary integer program also was presented through a simple problem formulation by Papadomanolakis and Ailamaki [36]. This work was extended as CoPhy [38], which aims to reduce several trips to the relational query optimizer. In their work, queries are broken down into components that are analyzed independently. This approach has some sets of extendable constraints that may be utilized by DSP.

Our approach to the schema design problem has inherited some existing techniques from the relational schema design proposed by Peter Chen [49] and Gordon Everest [50]. In their approach, data should be modelled in only three different ways: one-to-one, one-to-many, and many-to-many. The authors produced these categories out of a desire to cover all possible data modeling options. However, this system was introduced before the emergence of big data with its numerous characteristics. In the late 1990s, a Unified Modeling Language (UML) was introduced by Dembczy [51], which was later improved by Rumbaugh et al. [52] to consolidate the data modeling symbols and notations invented by Peter Chen [49] and Gordon Everest [50]. They are harmonized into one standardized language, all for the purpose of visualization, construction, and documentation of the artifacts of software systems, and for business modeling of the non-software systems. UML uses mostly graphical notations to express the design of software projects. In our solution, these techniques are adopted out of necessity to minimize the learning curve of our extended cardinalities, which are produced as a result of the emergence of big data. The second technique DSP adopted owes an intellectual debt to Zola William [11], who initiated the idea of modeling classifications. In his view, whether entities are modelled together as one or separately has a significant effect on query performance. This is because, unlike in relational databases, queries make several trips to NoSQL databases for retrieving related data from different collections. In contrast, we found that schema optimization can be best started right from its time of creation [14]. Moreover, our solution added more new techniques, such as modeling guidelines, performance computations, and a schema generation algorithm (please refer to Section 4 for details).

Other solutions focus more on enhancing the performance of NoSQL through queries that are written against a conceptual model. For instance, instead of improving the structural design or mapping each query to a given set of physical structures, NoSE [1], which extends many features of GMAP [53], chooses a set of physical structures that are suitable for a given workload. In addition, ERQL [47] enhances the entity relationship diagram using a conceptual query language. This approach refers to a series of entities using the path expressions it has defined. Our query models, however, adopted the relational modeling structure as defined in Section 5.4. The performance of the physical structure that our approach recommends relies on the foundations of the structure rather than the
queries. Our argument is that although NoSQL databases were originally designed to be flexible, the way the data is modeled has a significant correlation with its performance. This has also been argued by Bertino and Kim [46] where path indexes and nested indexes are introduced.

Michael et al. [22] presented a schema design in a similar way to our setting. They used a cost-driven approach to optimize the schema design. It analyzes the workloads and execution costs required to map the physical data model with the application data model. Like our method, this approach makes several decisions from vital inputs, such as entity types, indices, estimated number of each type, and estimated cardinality of each field. While in our approach, only the initial entities and their expected number of records are required, the DSP model handles the remaining schema design processes. As in our proposed solution, the cost-driven approach also does not consider modeling data in a more in-depth way using the new cardinalities and relations classifications.

Vertica [40] used a similar technique that resides only on the C-Store database [54]. It consists of an SQL interface that uses multiple encoding techniques to improve the query performance via views denormalizations. This approach is an extension of earlier work by Zodnik et al. [41] who initiated an automated schema design for C-Stores.

Conversely, the work of the Object Management Group [55–57] has scientifically proved that separating platform technologies from application logic can provide more generic models that can be applied on virtually any platform. As such, a Model Driven Architecture (MDA) was proposed. MDA provides guidelines for structuring software specifications that are expressed as models. MDA was utilized by [58–60] for different purposes, such as data collection and aggregation in a mobile context, controlling short- and long-term adaptive behavior, and modeling of a cataract intervention. While it is significant to make both the business and technical aspects of an application independent, it is equally imperative to make their relationship as efficient. DSP comes in here to provide optimal database designs that can handle requests from the application layer efficiently.

However, Atzeni et al. [61] believed that, instead of emphasizing more on separating the application logic from the platform technologies, as proposed by [55], a unified interface would play a better role, leaving both sections untouched. As such, Save Our Systems (SOS) was proposed by [61] as a common programming interface to the NoSQL systems. This system aims to map specific interfaces of the individual systems regardless of their individual differences; thus, interoperability. In a similar work conducted by Tan et al. [62], an interface known as Tempo was created for DBAs to have a simpler way of specifying performance objectives and optimize Resource Manager Configurations. This is to optimize job processing time allocations and make sure deadlines are not missed. As mentioned in the previous paragraph, DSP focus on the foundation layer of the NoSQL databases rather than the application or interface layers. DSP argues that the structure in which NoSQL databases are designed has a significant impact on its performance, especially with the presence of voluminous and highly diversified datasets (i.e., big data).

Rule-based approaches also exist [63], namely OLAP [64], Spatial and Astronomical Data [65,66], column-stores [67], and data migration to NoSQL [68,69]. However, they are workload agnostic and no single schema was produced. Next, the proposed model and its components are presented.

4. The DSP Model and Components

This section presents the proposed DSP model and the description of the proposed method. The section consists of the DSP model architecture and its associated components, such as the cardinalities notations, modeling classifications, and modeling guidelines; it also contains the DSP model algorithm (Algorithm 1) and the procedure that DSP follows to generate NoSQL schemas. At first, the DSP architecture is presented.
4.1. DSP Architecture

The architecture of the proposed DSP model is presented in Figure 1. There are seven phases or layers in the architecture, which are labeled with numbers from 1 to 7. Every layer consists of a process that relies on the outcome of its predecessor (previous layer).

As noted earlier, the following architecture (presented in Figure 1) is made up of seven interconnected layers: (1) command layer; (2) iteration layer; (3) parameter-values composition layer; (4) cardinality layer; (5) classification layer; (6) guidelines ranking layer; and (7) output layer. At the beginning (Layer 1), modelers are expected to supply values to the parameters and execute the command. These parameters are the choice of CRUD operations, list of parent entities, availability (which is a constant parameter), and expected number of records. It is important to note that the constant parameter (availability) is originally from the CAP theorem, which means more work is required on DSP before it can handle the remaining members of CAP theorem (i.e., Consistency and Partition-tolerance).

After the first layer command, the DSP model takes over the operational responsibility from Layer 2 to Layer 7. The engine of the model runs from Layer 4 to Layer 7. Within this engine, the semantic mappings of the logical model to the schema take place, including the calculations and selection of the appropriate entities, cardinalities, classifications, and guidelines. These are partly achieved through the use of modeling guidelines, relationship classifications, and new generation cardinalities, all of which are presented in the following sections.

4.2. Cardinality Notations

In modeling the NoSQL databases, the following new cardinalities are proposed, highlighted with the gray color background (Table 1).

![Figure 1. The Dynamic Schema Proposition (DSP) model.](image-url)
Table 1. SQL and Not so SQL (NoSQL) cardinalities.

<table>
<thead>
<tr>
<th>Cardinalities</th>
<th>Notations</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 One-to-One</td>
<td>1:1</td>
<td>Person ←→ Id card</td>
</tr>
<tr>
<td>2 One-to-Few</td>
<td>1:F</td>
<td>Author ←→ Addresses</td>
</tr>
<tr>
<td>3 One-to-Many</td>
<td>1:M</td>
<td>Post ←→ Comments</td>
</tr>
<tr>
<td>4 One-to-Squillions</td>
<td>1:S</td>
<td>System ←→ Logs</td>
</tr>
<tr>
<td>5 Many-to-Many</td>
<td>M:M</td>
<td>Customers ←→ Products</td>
</tr>
<tr>
<td>6 Few-to-Few</td>
<td>F:F</td>
<td>Employees ←→ tasks</td>
</tr>
<tr>
<td>7 Squillions-to-Squillions</td>
<td>S:S</td>
<td>Transactions ←→ Logs</td>
</tr>
</tbody>
</table>

Please note that (in Table 1) the original cardinalities are also included in the list without any highlighting. This is to indicate the progression in the area with respect to cardinality notations and their evolvement base. The table outlines the proposed cardinalities for NoSQL databases. These cardinalities are selected based on the classifications that are presented in the following section. It should be noted that the new cardinalities do not propose the elimination of the original cardinalities, rather complementing them in the big data world where data is highly voluminous. They contain an almost similar structure with the existing cardinalities; however, a new concept is provided in the new cardinalities, such as differentiating “few-records” from “billions-of-records” on the many side of a relationship as opposed to conventional cardinalities where both are considered “many”. This provides a more in-depth breakdown on data modeling possibilities for better performance.

4.3. Relationship Classifications

Data access patterns and the nature of applications’ data are considered the major indicators of whether or not entities should be modeled together or should be modeled separately or bucketed. These classifications (as presented in Table 2) possess unique qualities suitable for different situations.

Table 2. Relationship classification.

<table>
<thead>
<tr>
<th>S/N</th>
<th>Styles</th>
<th>Notations</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Embedding</td>
<td>EMB</td>
</tr>
<tr>
<td>2</td>
<td>Referencing</td>
<td>REF</td>
</tr>
<tr>
<td>3</td>
<td>Bucketing</td>
<td>BUK</td>
</tr>
</tbody>
</table>

The three relationship classifications are explained as follows using their applicable models.

4.3.1. Embedding

Embedding refers to inserting a child document into a parent document. There are two types of embedding, namely, one-way and two-way; both are computed using Equation (1).

\[
EMB = P_1 \leftarrow \sum_{i=1}^{n} [Cd_1 \ldots Cd_n] \quad (1)
\]

where \(P_1\) represents a parent document and \(Cd_i\) represents a child document.

4.3.2. Referencing

Unlike embedding, referencing connects child entities to a parent entity using their unique identities. This class of relationship can be modeled as shown in Equation (2).

\[
REF = [Pd_1 \ldots Pd_m] \leftrightarrow [Cd_1 \ldots Cd_n] \quad (2)
\]

where \(P\) represents a parent document and \(Cd\) represents a child document. Both ids are interchanged.
4.3.3. Bucketing

Bucketing refers to the splitting of records of entities into manageable portions. It is situated between the flexibility of referencing and the rigidity of embedding and is modeled using Equation (3) as follows:

\[ BUK = P_{id} \rightarrow \{C_1 \ldots C_n\} \] (3)

where \( P \) denotes a parent document and \( C_d \) represents a child document.

4.3.4. Embedding and Referencing

It is important to note that, although the modeling classifications are distinctly implemented, there is a high possibility of combining Embedding and Referencing, as modeled in Equation (4).

\[ REF + EMB = \{P_{id} \leftarrow \sum_{i=1}^{n} [C_1 \ldots C_n]\} \leftrightarrow \{C_{id} \ldots C_{id}\} \] (4)

where \( P \) represents a parent document and \( C_d \) represents a child document. Both ids are interchanged in the case of referencing while child documents are directly attached to parents in the case of embedding. This type of classification may be required when document volatility is high, or a document relationship is more than one, among others.

4.4. Schema Proposition Guidelines

The model proposed in this paper adopts the guidelines as proposed by [70]. These guidelines (in Table 3) are helpful in prioritizing relationships.

<table>
<thead>
<tr>
<th>Code</th>
<th>Read Operations</th>
<th>Write Operations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Code</td>
<td>Total Scores</td>
<td>Priority Level</td>
</tr>
<tr>
<td>G6</td>
<td>12</td>
<td>1</td>
</tr>
<tr>
<td>G1</td>
<td>16</td>
<td>2</td>
</tr>
<tr>
<td>G17</td>
<td>30</td>
<td>3</td>
</tr>
<tr>
<td>G15</td>
<td>34</td>
<td>4</td>
</tr>
<tr>
<td>G2</td>
<td>52</td>
<td>5</td>
</tr>
<tr>
<td>G7</td>
<td>54</td>
<td>6</td>
</tr>
<tr>
<td>G11</td>
<td>67</td>
<td>7</td>
</tr>
<tr>
<td>G9</td>
<td>69</td>
<td>8</td>
</tr>
<tr>
<td>G3</td>
<td>76</td>
<td>9</td>
</tr>
<tr>
<td>G19</td>
<td>92</td>
<td>10</td>
</tr>
<tr>
<td>G5</td>
<td>97</td>
<td>11</td>
</tr>
<tr>
<td>G4</td>
<td>106</td>
<td>12</td>
</tr>
<tr>
<td>G22</td>
<td>123</td>
<td>13</td>
</tr>
<tr>
<td>G8</td>
<td>126</td>
<td>14</td>
</tr>
<tr>
<td>G12</td>
<td>129</td>
<td>15</td>
</tr>
<tr>
<td>G10</td>
<td>141</td>
<td>16</td>
</tr>
<tr>
<td>G13</td>
<td>157</td>
<td>17</td>
</tr>
<tr>
<td>G14</td>
<td>161</td>
<td>18</td>
</tr>
<tr>
<td>G18</td>
<td>168</td>
<td>19</td>
</tr>
<tr>
<td>G23</td>
<td>186</td>
<td>20</td>
</tr>
<tr>
<td>G16</td>
<td>187</td>
<td>21</td>
</tr>
<tr>
<td>G20</td>
<td>199</td>
<td>22</td>
</tr>
<tr>
<td>G21</td>
<td>202</td>
<td>23</td>
</tr>
</tbody>
</table>

While ranking the guidelines in Table 3, equal ranks are allowed to be given to more than one guideline. However, for each participant involved in the ranking process, a constraint of a total number
of 276 ($= 1 + 2 + 3 + 4 + \ldots + 23$) are expected. This is calculated using Equation (5). The assigned ranks were organized by guideline, leading to the results as presented in Table 3.

\[
\text{Total Scores : } T_s = \sum_{i=1}^{n} \{G_1 \ldots G_{23}\}
\]  

(5)

Referring to Table 3, the guidelines are ranked based on their availability requirement. As such, the total score values are considered to be the weight of each guideline.

Now, because the requirements are linearly separable, True (T) and False (F) are attached to each guideline and the OR Boolean is used to determine the combination, which will collectively be summed up as the input of our activation function. The activation function in DSP is a function that calculates the possibility of including or excluding a guideline from the list of applicable guidelines. The verdict ranges from 0 to 1, where 1 is fully accepted (True) or 0 fully rejected (False). The average value for consideration is 0.5. Any guideline that falls below the average is given low priority except when another guideline that depends on it is considered. In such cases, the weight of the two or more guidelines are put together and divided by their numbers to get the average. This is done using Equation (6).

\[
Av = \frac{(G_{s_1} + G_{s_2} + \ldots G_{s_n})}{\sum G_{s_n}}
\]

(6)

where $Av$ is the average value of each of the inter-dependent applicable guidelines and $G_{s_1} \ldots G_{s_n}$ stands for guideline scores from 1 until n, and $G_{s_n}$ is the number of participating guidelines. When the $Av$ value is 0.5 or higher, all the inter-dependent applicable guidelines are considered, otherwise the least scoring guideline is removed using Equation (7) and the remaining guidelines are recomputed again using Equation (6).

\[
\min_{G=1}^{G_{s_1}, G_{s_2}, \ldots G_{s_n}}(G_{s_1}, G_{s_2}, \ldots G_{s_n})
\]

(7)

where $\min()$ is the function that extracts the guideline with the least value, and a limit of $G = 1$ is set, such that at least one guideline is returned if the guidelines do not collectively add up to 0.5. The following algorithm explains the DSP logic.

4.5. DSP Algorithm

The brain of the DSP model follows the following algorithm (Algorithm 1) in order to perform its operations and produce the desired schema. In the following algorithm, the process of generating the NoSQL schema is demonstrated.

The algorithm starts by accepting inputs such as entities and expected number of records. It then proceeds to the declaration of variables that are capable of holding the required values for schema design. The anticipated schema is thereafter produced as the output of the algorithm. It is important to note that the numbers of Line 10 and 11 are the approximate thresholds values for deciding which of the modeling classifications is suitable for modeling records that are $\approx 9! \times 3$ or $\approx 11! \times 2$. Such thresholds are also used for bucketing, which refers to the splitting of records of entities into manageable portions. These thresholds are experimentally established through the use of new cardinality notations as presented in Table 1 and the modeling classifications as shown in Table 2. The DSP model follows the following procedure to execute its processes.
Algorithm 1 DSP Algorithm

Input: E = entities. 
\[ ENR = \text{Estimated number of records.} \]
\[ EMB = \text{Embedding, REF = Referencing, BUK = Bucketing.} \]
CRUD Operations \( Cr (C, R, U, D). \)

Output: NoSQL Schema.

Definitions: \( \approx \) approximation, \( \gg \) much less than.

1. begin
2. variables \((E(E + ENR), CRUD, i = 1)\)
3. if \( E.IS \neq \emptyset \) then
4. \( A \leftarrow \text{Availability} \)
5. \( Cr \leftarrow \text{get preferred CRUD} \)
6. while \( i < E.IS \) do
7. \( ENR \leftarrow \text{get } ENR(E) \)
8. for each item in \( E \) do
9. if \( (Cr = C || U) \) then
10. if \( ENR[i] \gg 0 \) and \( ENR[i] \ll 9 \times 3 \) then
11. execute \( EMB; \)
12. else if \( ENR[i] = \infty \) or \( ENR[i] \gg 11 \times 2 \) then
13. execute \( REF; \)
14. end;
15. end;
16. if \( (Cr = R) \) then
17. execute \( BUK; \)
18. for \( (j = 0; j <= \text{ROUND } (ENR/5! \times 2); j++) \)
19. \( \text{Tpg}[j] = \text{ROUND } (ENR/5! \times 2); \)
20. end;
21. foreach (range(Tpg) as pg)
22. Next = pg>Tpg;
23. end;
24. end;
25. end;
26. \( i+ = 1; \)
27. end;
28. else
29. return null;
30. end;

4.6. DSP Model Procedure

In this section, the procedure that DSP follows to suggest a NoSQL schema is depicted and explained. There are three subsections in the procedure, as shown in Figure 2; each is explained in its separate section.

Initially, the main DSP procedure flow is presented, through which all other subsections are referenced during the schema production processes. Each process in the DSP main procedure (Figure 2a) makes a call to a separate figure to perform a unique responsibility and return back a desired result. This is indicated, for example, in Figure 3, which directly refers to the corresponding branch of the main process.
The algorithm starts by accepting inputs such as entities and expected number of records. It then calculates weight and bias of guidelines and relationship styles prioritization by calling Figure 2b. After starting the process, the purpose of the first operation is to supply the required values for schema construction requirements. These requirements (values) are either selectable values or supplementary values (project peculiar requirements), as indicated in the first activity of Figure 2b.

The estimated number of records that will be considered when establishing a relation between entities is a primary expected entity along with their expected schema. After the first operation, the algorithm proceeds to the declaration of variables that are capable of holding the required values for schema generation.

Availability CRUD operations and system requirements are also selected based on the ENR values estimated number of records that will be considered when establishing a relation between entities.

The first step of the schema generation process is to retrieve all the necessary schema, which are mapped and saved for later retrieval during schema generation. Each process in the DSP main procedure (Figure 2b) makes a call to a separate figure to perform a unique responsibility and return back a desired result. This is indicated, for example, in Figure 3, which directly refers to the corresponding branch of the main process.

In this section, the procedure that DSP follows to suggest a NoSQL schema is depicted and explained. There are three subsections in the procedure, as shown in Figure 2; each is explained in its separate section.

4.6. DSP Model Procedure

4.6.1. Requirements Selection

Initially, the main DSP procedure flow is presented, through which all other subsections are further depicted and explained in the following subsections. The first step of the schema generation process is to retrieve all the necessary schema, which are mapped and saved for later retrieval during schema generation. Each process in the DSP main procedure (Figure 2b) makes a call to a separate figure to perform a unique responsibility and return back a desired result. This is indicated, for example, in Figure 3, which directly refers to the corresponding branch of the main process.

The thresholds of the ENR values are described and used in the DSP algorithm (Section 4.5). The anticipated schema is thereafter produced as the output of the algorithm. It is important to note that the numbers of Line 10 and 11 are the approximate thresholds values for deciding which guideline is included.

If there is no guideline that depends on the dropped guideline, an alternative, more capable guideline is retrieved and evaluated using the same procedure.

Wallach et al. (2009) presents the number of queries in a given dataset as a guideline inclusion score. If the number of queries is less than 0.5; however, if another guideline scores $> 0.5$ and is dependent on the guideline that has been dropped, a further computation is considered for possible inclusion.

4.6.2. Requirements Computation

Figure 2a provides the overview of the main activities that DSP follows to produce a desired schema. After starting the process, the purpose of the first operation is to supply the required values to the available parameters. These values are the primary expected entities as well as their expected number of records. The second set of values that are expected at this stage are the CRUD operations, to the available parameters. These values are the primary expected entities as well as their expected schema. After starting the process, the purpose of the first operation is to supply the required values portions. These thresholds are experimentally established through the use of new cardinality thresholds are also used for bucketing, which refers to the splitting of records of entities into manageable portions.

The anticipated schema is thereafter produced as the output of the algorithm. It is important to note that the numbers of Line 10 and 11 are the approximate thresholds values for deciding which guideline is included.
i.e., Create, Read, Update, and Delete (CRUD). The next step is the computation and the preparation of all the DSP-dependent components. Finally, all of the prepared components are calculated and mapped, and they continue to generate the desired schema. Each of the aforementioned activities is further depicted and explained in the following subsections.

4.6.1. Requirements Selection

The first step of the schema generation process is to retrieve all the necessary schema construction requirements. These requirements (values) are either selectable values or supplementary values (project peculiar requirements), as indicated in the first activity of Figure 2b.

After providing either the list or number of entities, each entity in the list is expected to have its estimated number of records that will be considered when establishing a relation between entities, whether it will be referencing or embedding, as highlighted in Section 4.3. This is, however, not meant to be static as depicted and explained in Section 4.2.

The thresholds of the ENR values are described and used in the DSP algorithm (Section 4.5). The CRUD operations and system requirements (Availability) are also selected based on the ENR values provided. All these values are mapped and saved for later retrieval during schema generation.

4.6.2. Requirements Computation

After all requirements are selected as inputs, the guidelines, as presented in Section 4.4, are aligned with the selected requirements, after which initial weights and biases are assigned for guideline inclusivity computations (please see Figure 3).

The result of this process (as shown in Figure 3) would be an integer value (usually a large number) that is suppressed to a value between 0 and 1 inclusive. A guideline is dropped if it scores less than 0.5; however, if another guideline scores > 0.5 and is dependent on the guideline that has been dropped, a further computation is considered for possible inclusion. If there is no guideline that depends on the dropped guideline, an alternative, more capable guideline is retrieved and evaluated using the same procedure.

4.6.3. Calculate Availability

Availability (i.e., read/write performance) is the major target area for improvement in this research. As such, Figure 4 describes the process of performing availability-related computations. In each step of this process (as shown in Figure 4), the three classifications are given equal integration opportunities. However, a suitable classification is only implemented based on the computations performed in Figures 3 and 4.

For the availability computations, the expected number of records (ENR) plays a very significant role alongside Create, Read (C, R) of the CRUD operations. Small, mid, and large parameters contain different data sizes, as experimentally defined, while preliminary assessing the new cardinality notations and their associated modeling classifications.

Small, medium, and large parameters contain different data sizes, as experimentally defined, while a preliminary assessment of the new cardinality notations and their associated modeling classifications is carried out. Next, the method that was used to apply and evaluate DSP is explained.
4.6.3. Calculate Availability

Availability (i.e., read/write performance) is the major target area for improvement in this research. As such, Figure 4 describes the process of performing availability-related computations. In each step of this process (as shown in Figure 4), the three classifications are given equal integration opportunities. However, a suitable classification is only implemented based on the computations performed in Figures 3 and 4.

Figure 4. Availability computations.

5. Method: Pilot Application and Evaluation Description

This section presents the approaches taken to produce, implement, and experiment with the proposed Dynamic Schema Proposition (DSP) model as well as its associated components. Other subsections include the experimental and analytical procedures.

5.1. Datasets

In this study, four different datasets are used, of which three are produced by industry experts. All the datasets have the same format, as depicted in Figure 5.

Figure 5 shows a sample dataset that was generated using the DSP model as well as the industry experts within our network. These experts have an average of nine years system development experience in various areas of databases, which includes data migration from relational to NoSQL databases, data modeling, system designs, etc.

Figure 5. Sample dataset (schema).

Figure 5 shows a sample dataset that was generated using the DSP model as well as the industry experts within our network. These experts have an average of nine years system development experience in various areas of databases, which includes data migration from relational to NoSQL databases, data modeling, system designs, etc.
Since one of the ways to test a system is through its product [3,71], we generated schemas using the same requirements as used by all the participating experts. This is to enable us to test and compare the performances of all the schemas without discrimination or bias.

It is important to note that the DSP model does not discriminate between data structures or formats, rather, it studies the data structure and develop schemas that can improve data availability when performing CRUD operations. This is achieved using the new cardinalities as proposed in Section 4.2, classifications offered in Section 4.3, and also the modeling guidelines that are presented in Section 4.4.

In general, the datasets are nothing but the daily routine records that are generated from small, medium, or large systems, and include common information such as name, id, title, age, gender, paragraph, or bunch of texts, etc. The following section explains how we fused these datasets together.

5.2. Prototype Building Using the Datasets

The datasets, as explained in the previous section, are integrated into a prototype system. The following architecture (Figure 6) describes the system. It was used to execute the read/write query experiments [72]. The components of the system include the NoSQL repositories containing all the participating datasets, the graphical user interface (GUI), and the data processing unit.

![Figure 6. Prototype system architecture.](image)

The four datasets that are stored in the NoSQL repositories have two optional access points, as shown in Figure 6. The first one is accessed through the MapReduce framework, while the second is accessed through JDBC drivers. Both the two access points can be used to assess the read/write query performance (availability).

In this research, both data access points are adopted. However, since the scope of this research is not a comparison between the access points, both the access points are used, and their results are merged and categorized based on the query models as presented in Table 4. Although each access point has a separate cost analysis model, our target is to improve the schema design regardless of which access point is used. Therefore, analyzing both at the same time justifiably shows, generally, which schema is better than the other.
Table 4. Query models for selectivity, drill-down, and roll-up queries.

<table>
<thead>
<tr>
<th>Query Models</th>
<th>Model Application</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. QUERY; data WHERE time = Tx WITH Int(T) = ( \Phi )</td>
<td>Read, Update</td>
<td>Single selectivity</td>
</tr>
<tr>
<td>2. SaveFew (INTO collection of each node) WITH Int(T) = ( \Phi )</td>
<td>Create</td>
<td>Single selectivity</td>
</tr>
<tr>
<td>3. QUERY; data WHERE time &gt;= Tx AND time &gt;= Ty AND Ty-Tx &lt; ( \Delta ) WITH Int(T) = ( \Phi )</td>
<td>Read, Update</td>
<td>Drill-down query</td>
</tr>
<tr>
<td>4. SaveMany (INTO collection of each node) WITH Int(T) = ( \Phi )</td>
<td>Create</td>
<td>Drill-down query</td>
</tr>
<tr>
<td>5. QUERY data WHERE time &gt;= Tx AND time &lt;= Ty AND Ty-Tx &gt; ( \Delta ) WITH ComNo &gt; ( \Delta ) OR ComL &gt; ( \Delta ) IF ComD in (Tx, Ty) WITH Int(T) = ( \Phi )</td>
<td>Read, Update</td>
<td>Roll-up query</td>
</tr>
<tr>
<td>6. BulkSave (INTO collection of each node) WITH Int(T) = ( \Phi )</td>
<td>Create</td>
<td>Roll-up query</td>
</tr>
</tbody>
</table>

5.3. Experimental Setup

Before the actual DSP model was developed, this research work began with a preliminary analysis experiment. The aim of this preliminary experiment was to identify which of the relational database cardinalities can be used for the non-relational databases and which of them require more in-depth breakdown. A single machine with the following configurations was used to conduct the experiment: running on the Ubuntu OS 12.0.4 (LINUX), CPU of 8 cores, 32 GB RAM, Ethernet card with 1 GB bandwidth, and 1 terabyte HDD. Datasets with sizes of 1 GB, 500 MB, 300 MB, 100 MB, and 10 MB were loaded into a mini prototype system. Synthetically generated queries were run to assess all cardinalities in relation to different levels of data sizes as mentioned earlier. These preliminary experiments yielded the need to further break down the existing cardinalities and provide modeling guidelines that resulted in the DSP.

Subsequently, two main experimental environments were setup to evaluate the DSP model: (1) using the Hadoop-2.7.2-stable platform where a cluster with five nodes was prepared, four of which are DataNodes (slaves), to house the four datasets in MongoDB (version 4.2.0), while the remaining one acts as master (NameNode). All these nodes have the following configurations: running on the Ubuntu OS 12.0.4 (LINUX), CPU of 8 cores, 32 GB RAM, Ethernet card with 1 GB bandwidth, and 1 terabyte HDD; and (2) using a webpage that connects to MongoDB (version 4.2.0) through MongoDB ODBC Driver for Mac V18 (version: 18.0.6894). The system configuration for the second experimental environment is the same as the first.

5.4. The Test Queries

The queries used in the experiment utilized two different combinations of CRUD operations (queries). The two combinations are (1) Create and Read; and (2) Create and Update. These have adopted the following models:

Create : \( r \leftarrow r \cup E \)  

Read : \( r := \sigma_{\theta_1 \wedge \theta_n}(r) \)  

Update : \( r := \prod F_1, F_2 \ldots F_n(r) \)  

Delete : \( r := r - E \)

where \( r \) represents a relation and relational algebra expression represented as \( E \).

where \( r \) is the relation, and \( \sigma \) is the select command. \( \theta \) is the query-control from limit 1 to limit n that are joined by \( \wedge \).

Each \( F_n \) is either the nth attribute of \( r \), if the nth attribute is not updated, or, to be updated, the \( F_n \) attribute involving only constants.

where \( r \) represents a relation or the entity, while the relational algebra expression is represented as \( E \).
Equations (8)–(11) are used to construct the query models as presented in Table 4. The queries are further classified into three types: selectivity, drill-down, and roll-up. This means each classification will contain several queries to test the schema capabilities. Table 4 presents the corresponding models for the three types of queries.

In the models shown in Table 4, we use $\Delta$ to denote the limit of numbers, like number of comments or likes in a particular post, and $\Phi$ to denote the interval of query executions between nodes. Some models are applicable to Create while others are applicable to Read and Update queries. Accordingly, the aim of the single selectivity is to retrieve data that falls within one indexed data collection. While in drill-down query, a subset of data of one indexed collection is queried. Finally, the rollup query involves querying multiple indexed collections.

5.5. The Experimental Procedure

The experiment involved the implementation of all four participating datasets (schemas), as explained in Section 5.1, as well as the running of the queries that adopted the models, as presented in Table 4. The sizes of the dataset were on average the same ($\pm$ 1 MB) and came in multiple files within the collections. A function `db.collection.totalSize()` was used to make sure the content of each dataset was within $\pm$ 1 MB. The queries were run to test the performance of all the participating schemas.

The selectivity percentages of insert queries were different from the select and update query operations. With the insert query operation, all the records that are available are inserted into the NoSQL databases across the participating nodes, while some percentage of them is selected (as for select query operation) and updated (for update query operation) on different conditions of query complexities. Table 5 shows the summary of the distribution of the records across the three categories of queries.

<table>
<thead>
<tr>
<th>Data</th>
<th>Corresponding Records</th>
<th>Number of Target Records</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Insert</td>
</tr>
<tr>
<td>50 GB</td>
<td>145,000,000</td>
<td>145,000,000 (100%)</td>
</tr>
<tr>
<td>100 GB</td>
<td>290,000,000</td>
<td>290,000,000 (100%)</td>
</tr>
<tr>
<td>300 GB</td>
<td>870,000,000</td>
<td>870,000,000 (100%)</td>
</tr>
<tr>
<td>500 GB</td>
<td>1,450,000,000</td>
<td>1,450,000,000 (100%)</td>
</tr>
<tr>
<td>1 TB</td>
<td>2,900,000,000</td>
<td>2,900,000,000 (100%)</td>
</tr>
</tbody>
</table>

For each of the records above, a query is run to insert, retrieve, or update part of the records. Each query has a starting and end time and other resources to consider when comparing with another. As such, the following section explains the cost analysis models that are adopted to calculate the returning values as well as the starting and end time of each query.

5.6. Cost Analysis Models

This section presents the models that are adopted to calculate the execution runtime (ERT) of each of the read/write operations performed on all the participating schemas. The testing of availability is performed using two different approaches, namely MapReduce and JDBC deriver. The architecture (Figure 6) describes a complete system that was followed during the read/write query experiments [72].

The two availability evaluation approaches are related as represented in Figure 6. Both the approaches start by sending a query through graphical user interface. By using the MapReduce approach, the data processing framework processes the query and then passes it to any of the selected/active datasets. In the second approach (through JDBC drivers), the query is processed using the wrapper and then passed to NoSQL through the JDBC driver. Each of these two approaches is further explained using their applicable cost analysis models as follows.
5.6.1. MapReduce Cost Model Analysis

The cost analysis model proposed by Wang and Wang [73], as shown in Equation (12), was adapted to calculate the ERT of each read/write operation performed, thus testing availability (i.e., A of the CAP theorem). In the equation, the RT for the input data \( N \) can be calculated by summing up all \( T_{Maps} \) and \( T_{ReduceMerge} \) processes that are commonly executed by the Hadoop and other NoSQL databases during the query processing life time.

\[
RT = \sum_{i=1}^{N} (T_{Maps} + T_{ReduceMerge})
\]  

\( T_{Maps} \) is the time taken for all map processes to complete and \( T_{ReduceMerge} \) is the time taken by the reduce phase to complete merging the results.

It can be observed that, for the reduce phase, the time considered is only that of the merging of the key-value emitted by the map phase, even though the reduce phase comprises other sub-processes, such as copy, sort, and merge. This is due to the fact that the reduce phase does the copying and sorting in parallel with the map phase and only begins the merging when all maps are completed [73]. Equation (13) shows the formula used to calculate \( T_{Map} \) of Equation (12).

\[
T_{Maps} = \left( T_{Map} + T_{MapDelay} \right) \times \frac{N_{Maps}}{D_{Parallel}} \times D_{Parallel} \times T_{MapDelay}
\]  

From the equation, \( T_{Map} \) is the time taken by a single map process to be completed. \( T_{MapDelay} \) denotes the time between the completion of one map job and the assigning of another job. \( N_{Maps} \) is the total number of maps processed and \( D_{Parallel} \) denotes the parallel degree of maps. This calculation can be further described, as shown in Figure 7.

![Figure 7. Overview of the MapReduce execution process.](image_url)

The cost analysis model as presented in Equations (12) and (13) are used to calculate the availability for the first approach (MapReduce approach as shown in Figure 6). This analysis pass through a process as depicted in Figure 7, where the first layer is defined as the input that receives the data to be analyzed, process layer, and finally produced results in the output layer.

The following section describes the cost analysis models for the second approach (JDBC driver).

5.6.2. Hypercube Topology and Gaian Topology Cost Model Analysis

The second ETR calculation was done through the wrapper and JDBC driver. Unlike the first approach, where only the MapReduce framework is involved, this approach includes many other factors, such as the JDBC driver, APIs, wrapper, network, etc. [74]. As such, two related cost analysis models (Hypercube topology and Gaian topology) are used in this approach.

Let:

\( N \) be the number of nodes in the network, and
LTx be proportion of fragments of the Logical document collection named X, and
PLN be the average path length in a network with N nodes, and
SLL be the size of a logical document lookup message and response (per network step), and
SQ be the size of a query message and standard (no data) response, and
SQR be the size of data results per logical document fragment.

Using the above-defined variables, the cost models work as follows:

(a) Hypercube topology with Content Addressable Network (CAN):

\[
\text{Cost}(P_1, P_2) = \left( \frac{PLN \cdot SLL + N \cdot SQR}{LTx \cdot PLN \cdot SQ} \right) + (PLN \cdot N \cdot LTx \cdot SQR)
\]  

(14)

where \( P_1 \) is the query type and \( P_2 \) is the cost model, like hypercube CAN in this case. Further computations can be explained as

the cost of logical document lookup in a CAN is \( PLN \cdot SLL \),
the cost of sending the query to the specific locations with that logical document is \( N \cdot LTx \cdot PLN \cdot SQ \), and
the cost of retrieving results is \( PLN \cdot SQR \cdot N \cdot LTx \).

(b) Gaian topology cost analysis model:

\[
\text{Cost}(P_1, P_2) = (2 \cdot N \cdot SQ) + (PLN \cdot SQR \cdot N \cdot LTx)
\]  

(15)

where \( P_1 \) is the query type and \( P_2 \) is the cost model, like Gaian in this case. Further computations can be explained as

the cost of sending the query to all nodes is \( 2 \cdot N \cdot SQ \), and
the cost of retrieving results is \( PLN \cdot N \cdot LTx \cdot SQR \).

In the following section, results from the aforementioned experiment and analysis are presented and discussed.

6. Results and Discussion

The main target of the DSP model is to improve the read/write performance of the NoSQL databases. Hence, a low execution runtime on Create, Read and Update query operations is the major determinant for meeting the target or otherwise. Therefore, in order to evaluate the impact of the DSP model, a query execution runtime of its schema was compared against the schemas produced by industry experts who hold a minimum of nine years working experience. The DSP model itself is then compared against formal schema generation methods on parameters such as reusability, extendibility, understandability, creation time, requirement integration, etc. All the query processing approaches were created using the query models presented in Table 4 and were run using the three query types, namely single selectivity, drill-down, and rollup. The datasets (schemas) used here are also presented in Section 5.1. At the outset, the preliminary results that guided the development of the DSP model are put forward.

6.1. Preliminary Analysis Results on DSP Foundations

In an attempt to determine a suitable structure and compatible components that can serve as the foundation upon which the proposed DSP will be built, a preliminary analysis of the existing cardinality notations was carried out. This has led us to propose new cardinality notations and modeling classifications that are suitable for a big data setting (please see Sections 4.2 and 4.3). The
main aim here is to clearly demonstrate whether or not there is need for a more in-depth breakdown of the existing cardinalities.

At first, the one-to-many relationship is further classified into one-to-few (1:F), one-to-many (1:M), and one-to-squillion (1:S). These cardinalities were tested and assessed. Each query was run three times on each dataset size for a particular cardinality, after which the average of the three trials was taken while reporting the discrepancies in the graph (error bars). The following sections describe the performance of each cardinality in different data size conditions.

As can be observed from Figure 8a, each of the cardinalities (1:F, 1:M, and 1:S) exhibits a unique behavior across data sizes. At the earliest stage, 1:F performs better than 1:M, and 1:S with an average interval of around 700 ms at the 300 MB data point and below; the strength of 1:M ranges from the 400 MB to 800 MB data sizes. However, as data size reach around 900 MB and above, 1:S consistently proves to be the most suitable cardinality for a very large dataset. These differences arose as a result of applying the new modeling classifications as proposed in Table 2 on each of the cardinalities. In addition to the read operations, performance analysis was also conducted on the write operation, the results of which are presented in Figure 8b.

Figure 8. Preliminary experimental results on execution runtime for (a) read operations on 1:F, 1:M, and 1:S cardinality notations; (b) write operations on 1:F, 1:M, and 1:S cardinality notations; (c) read operations on F:F, M:N, and S:S cardinality notations; (d) write operations on F:F, M:N, and S:S cardinality notations.
Unlike in the read operations, write operations take more time across the three tested cardinalities. However, in write operations, a similar pattern of performance between the cardinalities is observed as in the read operations. According to Figure 8b, a 400 MB data size and below is best modeled as 1:F, while a data size above 800 MB is best modeled as 1:S. Moreover, the strength of 1:M lies in-between 1:F and 1:S. This shows that performances of the write operations strongly agree with those of the read operations.

Secondly, performance analysis was conducted to assess the many-to-many (M:N) cardinality. At first the surrogate associates, such as F:F and S:S, are created to compliment the M:N relationship modeling for more in depth analysis. Their performances are assessed during the read and write operations as conducted in the previous experiment (Figure 8a,b). The results of the read operations on M:N cardinality and its competing associates are presented in Figure 8c.

It is implied from Figure 8c that the F:F cardinality performs significantly better at around the 450 MB data size and below as compared with M:N and S:S. This cardinality, however, performs very poorly as data size increases by 200 MB, with an average increment of 500 ms. On the other hand, as the data size reaches 500 MB, M:N cardinality takes over as being the most suitable model, but at around 900 MB its performance begins to drastically decrease as compared to S:S, which performs very poorly at the beginning of the graph (between 1 MB to 1000 MB), but then as the data size becomes very large, it turns out to be more suitable than its counterparts. It can be clearly seen that S:S has a very stable performance, with a considerably lower increment in time despite the massive increase in the data sizes, especially at 700 MB and above.

Furthermore, the performance of F:F, M:N, and S:S on the write operations were assessed equally. This is to support the decision of adopting a more in-depth breakdown of M:N cardinality in the big data setting. The results of the write operations F:F, M:N, and S:S are presented in Figure 8d and discussed as follows.

It is observed that the findings presented in Figure 8d strongly support the results of the read operations, as shown in Figure 8c. This indicates that the F:F cardinality still performs better at around the 460 MB data size and below as compared with M:N and S:S. This cardinality, however, performs weakly as the data size increases by 200 MB, with an average increment of 500–600 ms. Alternatively, as the data size reaches about 500 MB, the M:N cardinality becomes the most suitable adoptable model for the task, but at around 900 MB its performance begins to drastically decline as compared to S:S, which performs very poorly at the beginning of the graph (between 1 MB to 1000 MB); but, as the data size reaches levels over 1000 MB, it turns out to be more suitable than its counterparts. Again, it can be clearly seen that S:S has a very stable performance during the write operations, with a considerably lower increment in time, despite the massive increase in the data sizes, especially at 500 MB and above.

The aforementioned preliminary experiments were analyzed using the ANOVA statistical tool. The F values obtained are 0.2811 and 0.3707 for the read and write operations, respectively, on 1:F, 1:M, and 1:S; the F values for the read and write operations of F:F, M:N, and S:S are 8.1457 and 5.7503. Having F values bigger than the critical value of 3.682 clearly show that there is a need for more in depth cardinality notations that are suitable for big data storage settings. All cardinalities are presented in Section 4.2.


In order to evaluate the performance of the DSP-based schema, three different experts were engaged in the production of similar schemas using the same case study. These experts have a minimum of nine years database design and modeling experience. The schemas they produced, alongside the DSP-based schema, were then implemented in different nodes with the same system specifications for performances testing (Section 5.2).

At first, the read/write performance of the DSP based schema was compared to other schemas produced by experts of the NoSQL databases. The testing was performed using queries that were generated through the query models presented in Table 4. The generated queries were classified as
Create operation queries and Update operation queries. Experiments on each of these classifications were performed separately. The results are analyzed and reported in the following sections.

6.2.1. Scenario 1: Create Operation

In this section, the queries (as presented in Table 4) are executed under different conditions of data sizes and query complexities, such as single-selectivity, drill-down, and rollup. The Create operation results are presented as follows.

The first query in Table 4 is single selectivity. This type of query focuses on records insertion of one large file in a single collection. The documents that are enclosed therein do not have many branches that will complicate the writing process. As such, parallelism in records creation is permitted at this level because there are minimal entity dependencies in the collection. As a result, the difference in the write performance is insignificant, as shown in Figure 9, unlike in the subsequent queries (Figures 10 and 11) where much more complex queries are implemented. These results (in Figure 9) are further described as presented in Table 6 below. This is to clearly show the gaps in numbers that exist between the participating schemas, including the schema generated by the DSP model.

![Figure 9](image-url)  
**Figure 9.** Execution runtime for the Create operation on single-selectivity for the DSP, Expert 1, Expert 2, and Expert 3 schemas.

![Figure 10](image-url)  
**Figure 10.** Execution runtime for the Create operation on drill-down for the DSP, Expert 1, Expert 2, and Expert 3 schemas.
These results (as presented in Table 6) are expected because the size of the file under consideration is in megabytes and contains less dependencies, thereby having minimal impact on the new cardinalities. In the subsequent experiment, however, a significant gap is noticed between the participating cardinalities. In this experiment a more complex query (drill-down) is executed.

The drill-down query has proven different results. Unlike the competing schemas, the results of the DSP-based schema show steady incremental increases in execution runtimes across all data sizes (see Figure 10). Others, such as Expert1 and Expert2 schemas, perform below average right from the beginning (20 GB) and fluctuate as the data size increases. The Expert3 schema is left behind under these conditions with around 1700 s at Position 1 (20 GB) and it then rises steeply from Position 2 (50 GB) onward, with an average increment of 55 s. Table 7 shows the row data of this experiment.

Referring to Table 7, it can be observed that the DSP schema performs better as compared to the Expert1, Expert2, and Expert3 schemas, regardless of the data size increment across data points. This consistent increment can be seen continuously in the category of rollup query complexity, as depicted in Figure 11 below.
As noted in the previous results (drill-down), more distinctive output is observed as query complexity increases (rollup). In Figure 11, a clearer gap is noticed between the DSP schema and Expert1 and Expert2, with an average interval of around 720 s. Moreover, unlike the interval between the Expert1 and Expert2 schemas, which is around 300 s, the Expert3 schema performed very poorly with a kick-off time of around 4630 s and continues to increase with an average increment of 200 s as the data size increases. The gap between the Expert3 schema and DSP schema is around 1600 s, making the Expert3 schema the lowest performing schema in the list of the four competing schemas.

Although a dramatic gap is observed between the schemas produced by Expert2 and Expert3 in Table 8, the intervals across the earlier experiments have been consistent on average, which further supports the evidence that the Expert3 schema is consistently slower across the data points and the DSP schema is steadily faster.

**Table 8.** Execution runtime for the *Create* operation on rollup for the DSP, Expert1, Expert2, and Expert3 schemas.

<table>
<thead>
<tr>
<th>Data Size</th>
<th>DSP Schema</th>
<th>Expert1</th>
<th>Expert2</th>
<th>Expert3</th>
</tr>
</thead>
<tbody>
<tr>
<td>20 GB</td>
<td>2973</td>
<td>3724</td>
<td>4118</td>
<td>4597</td>
</tr>
<tr>
<td>50 GB</td>
<td>3026</td>
<td>3870</td>
<td>4162</td>
<td>4687</td>
</tr>
<tr>
<td>200 GB</td>
<td>3032</td>
<td>3862</td>
<td>4193</td>
<td>4786</td>
</tr>
<tr>
<td>500 GB</td>
<td>3062</td>
<td>4042</td>
<td>4197</td>
<td>4797</td>
</tr>
<tr>
<td>700 GB</td>
<td>3181</td>
<td>4011</td>
<td>4263</td>
<td>5039</td>
</tr>
<tr>
<td>1 TB</td>
<td>3188</td>
<td>4225</td>
<td>4508</td>
<td>5137</td>
</tr>
</tbody>
</table>

In the following section, the data that is loaded into the nodes in the earlier experiments will now be queried out. This is to perform the Read operation analysis as an opposite of the Create operation. All experiments will be analyzed at the end of this section.

### 6.2.2. Scenario 2: Read Operation

Unlike in the previous section where the Create queries are loaded with data and executed, this section presents the results of the Read operations. This is to say the Read operation focuses on retrieving data that have already settled in all the databases. As conducted in Scenario 1, the Read queries are also executed under different data-size conditions and different query complexities.

As can be observed from Figure 12, the Read performance of Expert1 and Expert3 schemas are generally slower than the Expert2 and DSP-based schemas across all data points (20 GB–1 TB).

![Figure 12](image-url)
However, as the data size reached around 700 GB, the performances of all schemas began to deteriorate, except for the DSP-based schema that maintained a steady increment despite the increase in the data size, as shown in Table 9.

Table 9. Execution runtime for the Read operation on single-selectivity for the DSP, Expert1, Expert2, and Expert3 schemas (Query 1).

<table>
<thead>
<tr>
<th>Data Size (GB)</th>
<th>DSP Schema</th>
<th>Expert1</th>
<th>Expert2</th>
<th>Expert3</th>
</tr>
</thead>
<tbody>
<tr>
<td>20 GB</td>
<td>41</td>
<td>387</td>
<td>59</td>
<td>412</td>
</tr>
<tr>
<td>50 GB</td>
<td>53</td>
<td>378</td>
<td>72</td>
<td>428</td>
</tr>
<tr>
<td>200 GB</td>
<td>62</td>
<td>412</td>
<td>91</td>
<td>456</td>
</tr>
<tr>
<td>500 GB</td>
<td>71</td>
<td>425</td>
<td>103</td>
<td>482</td>
</tr>
<tr>
<td>700 GB</td>
<td>90</td>
<td>451</td>
<td>129</td>
<td>503</td>
</tr>
<tr>
<td>1 TB</td>
<td>95</td>
<td>491</td>
<td>174</td>
<td>571</td>
</tr>
</tbody>
</table>

Moreover, according to the analysis of variance, the F value obtained for this test is 147.01, which is far greater than the critical value of 3.1. This indicates a massive difference between the DSP-based and Expert2 schemas on the one hand and other competing schemas (Expert1 and Expert3) on the other hand on the single-selectivity query of the Read operation. While, in the drill-down query, the difference is even more significant, as shown in Figure 13.

Figure 13. Execution runtime for the Read operation on drill-down for the DSP, Expert1, Expert2, and Expert3 schemas (Query 2).

The difference between the DSP-based schema against other participating schemas begins to be more significant as query complexity increases. The performance of the DSP schema started at around 335 s on the 20 GB data point and continued with a minimal (10 s) increment across all data points. However, this is not the case for the Expert1 and Expert2 datasets, whose starting point is around 2500 s and 1400 s, respectively, and continued with a similar increment as in the DSP-based schema. Furthermore, the worst performance recorded for this test is on the Expert3 schema, which is slower than all the schemas across data points with an average increment of ×4 at the early stage and ×6 at later stages (500 GB and above). Table 10 shows the row data in seconds.
Table 10. Execution runtime for the Read operation on drill-down for the DSP, Expert_1, Expert_2, and Expert_3 schemas (Query 2).

<table>
<thead>
<tr>
<th>Data Size</th>
<th>DSP Schema</th>
<th>Expert_1</th>
<th>Expert_2</th>
<th>Expert_3</th>
</tr>
</thead>
<tbody>
<tr>
<td>20 GB</td>
<td>446</td>
<td>2492</td>
<td>1367</td>
<td>2466</td>
</tr>
<tr>
<td>50 GB</td>
<td>449</td>
<td>2501</td>
<td>1389</td>
<td>2575</td>
</tr>
<tr>
<td>200 GB</td>
<td>478</td>
<td>2517</td>
<td>1396</td>
<td>2691</td>
</tr>
<tr>
<td>500 GB</td>
<td>486</td>
<td>2530</td>
<td>1514</td>
<td>2677</td>
</tr>
<tr>
<td>700 GB</td>
<td>514</td>
<td>2556</td>
<td>1542</td>
<td>2876</td>
</tr>
<tr>
<td>1 TB</td>
<td>519</td>
<td>2587</td>
<td>1614</td>
<td>3174</td>
</tr>
</tbody>
</table>

In Figure 13, six different trails are performed, as presented in Table 10. However, in this case, the average row data are presented for a more detailed comparisons between the DSP-based, Expert_1, Expert_2, and Expert_3 schemas.

Analysis of variance was performed to assess the significance level of the differences as discussed earlier on drilldown query complexity; the F value obtained for this test is 346.68, which is significantly greater than the critical value of 3.09. This has shown that the difference between the DSP-based schema and other competing schemas is significant on drill-down query complexity of the Read operation.

For the Read operation, the drill-down query model is divided into two. Query number two, as presented earlier, and query number three (Figure 14). Query number three makes more trips to the database in search of related and dependent data than query number two. In this type of query, the gap between the schemas produced by Expert_1, Expert_2, and Expert_3 are the same on average (around 1000 s), having the Expert_2 schema leading the group with initial results of 2520 s. These results continue to increase with an average of 20 s across all data points as shown in Figure 14. As for the DSP-based schema, the increment between the starting and the end point was very low (around 11 s). This adds to its dramatic performance improvement as compared with its counterparts. Table 11 presents the row results of this type of experiment (Read operations) for query number three under drill-down query complexity.

In addition, an analysis was performed to ascertain the differences between the participating schemas in this type of query using the ANOVA statistical tool. The F value obtained for this test is 112.39. This value is bigger than the critical value of 3.09, which again emphasized the significance of the new cardinality notations and styles that are embedded in the DSP-based schema.

Figure 14. Execution runtime for the Read operation on drill-down for the DSP, Expert_1, Expert_2, and Expert_3 schemas (Query 3).
Table 11. Execution runtime for the Read operation on drill-down for the DSP, \textit{Expert}_1, \textit{Expert}_2, and \textit{Expert}_3 schemas (Query 3).

<table>
<thead>
<tr>
<th>Data Size</th>
<th>DSP Schema</th>
<th>\textit{Expert}_1</th>
<th>\textit{Expert}_2</th>
<th>\textit{Expert}_3</th>
</tr>
</thead>
<tbody>
<tr>
<td>20 GB</td>
<td>1027</td>
<td>4095</td>
<td>2634</td>
<td>3120</td>
</tr>
<tr>
<td>50 GB</td>
<td>1037</td>
<td>4116</td>
<td>2673</td>
<td>3141</td>
</tr>
<tr>
<td>200 GB</td>
<td>1068</td>
<td>4314</td>
<td>2803</td>
<td>3349</td>
</tr>
<tr>
<td>500 GB</td>
<td>1064</td>
<td>4542</td>
<td>2948</td>
<td>3767</td>
</tr>
<tr>
<td>700 GB</td>
<td>1190</td>
<td>4764</td>
<td>3148</td>
<td>3889</td>
</tr>
<tr>
<td>1 TB</td>
<td>1225</td>
<td>4937</td>
<td>3441</td>
<td>4262</td>
</tr>
</tbody>
</table>

In the final experiment under this category, a much more complex query (rollup) was tested against all the participating schemas on Read operations. Again, generally, the performance of the DSP-based schema is significantly faster than all its counterparts as depicted in Figure 15. It started at around 2250 s and worked its way up with minimal increments in seconds, despite the large increment in the data sizes. This is not the case with the \textit{Expert}_1, \textit{Expert}_2, and \textit{Expert}_3 schemas; they all started and ended poorly as compared with the DSP-based schema in this category. The average interval between the DSP-based schema and its counterparts is around 3200 s across all data points, which is much bigger than the simpler queries presented earlier. Table 12 shows the exact values of each test for this type of query.


<table>
<thead>
<tr>
<th>Data Size</th>
<th>DSP Schema</th>
<th>\textit{Expert}_1</th>
<th>\textit{Expert}_2</th>
<th>\textit{Expert}_3</th>
</tr>
</thead>
<tbody>
<tr>
<td>20 GB</td>
<td>2355</td>
<td>5666</td>
<td>5028</td>
<td>5922</td>
</tr>
<tr>
<td>50 GB</td>
<td>2567</td>
<td>5977</td>
<td>5446</td>
<td>6622</td>
</tr>
<tr>
<td>200 GB</td>
<td>2778</td>
<td>5991</td>
<td>5957</td>
<td>7298</td>
</tr>
<tr>
<td>500 GB</td>
<td>2785</td>
<td>6004</td>
<td>6171</td>
<td>7838</td>
</tr>
<tr>
<td>700 GB</td>
<td>2903</td>
<td>6330</td>
<td>6412</td>
<td>8288</td>
</tr>
<tr>
<td>1 TB</td>
<td>2975</td>
<td>6760</td>
<td>7270</td>
<td>9231</td>
</tr>
</tbody>
</table>

Furthermore, the analysis of variance test was performed on the results presented in Table 12. The test produced the F value of 45.11, which was compared against the critical value of 3.1. This indicates
that the DSP-based schema performs significantly better than its counterparts on rollup query of the Read operation.


In this section, the performance of the proposed model (DSP) itself is tested on imperative variables such as time taken to generate the schema and production complexities. These variables are examined by comparing the DSP model and experts’ production. As such, the time taken to produce schema by the DSP model is analyzed against Expert1, Expert2, and Expert3 as follows.

It can be observed from Figure 16 that there is a big gap between the DSP model and formal methods in the time taken to produce schemas. While the DSP Model took only around 1120 s to complete its schema production assignment, formal methods take as long as 59,400 s, 92,520 s, and 69,480 s for Expert1, Expert2, and Expert3, respectively. This significant margin (in terms of speed) is as a result of the automation of the entire process of schema generation by the DSP model. The proposed model accepts a few requirements as parameters from the modeler and automatically generates the desired schema (please see schema production process in Section 4.6). The manual implementation of all the processes explained in Section 4.6 would be not only difficult and cumbersome, but naturally erroneous due to human involvement, depending on the modeler’s level of expertise.

![Figure 16. Schema production time of the DSP model against formal methods.](image)

The data generated from the schema production experiment was subjected to analysis using an analysis of variance (ANOVA). In this analysis, the F value obtained is 3,025,280,364.5 for schema production. This indicates that the F value is greater than CV of 3.09 in all the trials. This supports the notion of DSP functioning better in terms of schema production time.

In addition to schema production time, the DSP model is further evaluated on schema-complexity against formal methods. This complexity is classified into different categories, such as number of redo’s per document and per collection (as shown in Figure 17), full requirements integration, understandability, reusability, and extendibility (as presented in Figure 18).

The schema complexity comparison was conducted in a different context. At first, the DSP model was evaluated against formal methods on the number of redo’s per document and per collection. This experiment was conducted during the schema production where a digit 1 is recorded if any document or collection is revisited after the first design. It was observed that around 420, 300, and 610 documents were revisited by Expert1, Expert2, and Expert3, respectively. Moreover, around 7, 12, and 17 collections were revisited by Expert1, Expert2, and Expert3, respectively, as shown in Figure 17a,b. However, none of the documents or collections was revisited by the DSP model.
This is because it is only when a schema is understood that other activities such as possible extension or integration can take place. In Figure 18b, the understandability results of DSP model and formal methods are presented. A scale of 0–5 was used as a ranking measurement (0 = not-understandable and 5 = Highly-Understandable). Expert1 and Expert3 have the least understandable schemas with a scale of 1 each, while Expert2 schema scored up to 3 out of 5. However, the schema produced by DSP model has the highest level of understanding (4 out of 5), as indicated in Figure 18b.

The reusability of the schema indicates the possibility of duplicating the produced schema in a similar organizational setting. Using a similar scaling system as in the previous paragraph, the
DSP model schema has proven to be the most reusable schema, having scored 5 out 5 (as shown in Figure 18c). This is because the changing requirements in the produced schema result in the need to adjust only a few parameters, while rigorous scrutiny of all documents within a collection is required for other competing schemas.

Extendibility means that a schema can be easily extended to incorporate additional requirements without having to redesign the entire schema or adjust any of its sections. Using the same scaling system, all the competing schemas score 1 out 5, which means they are virtually not extendable, or that extensions require manual alterations of the existing schema. While the DSP-based schema was able to score 4 out 5 (please see Figure 18d). This high score obtained by the DSP schema emerges as a result of automation in the requirements selection process. In DSP, extending schemas due to the additional requirements only means increasing the list of parameters and rerun.

The data generated from the six complexity experiments are subjected to analysis using the chi-square statistical (Ch2) tool. A $p$-value approach was used to determine whether or not the difference is significant enough to make conclusions. Not significant was defined as $p$-value $\leq \alpha$ value (0.05). The $p$-values obtained for No-of-redo’s per document, No-of-redo’s per collection, requirements-integration, understandability, reusability, and extendibility are 0.014, 0.032, 0.132778358, 0.065789053, 0.283886131, and 0.020344999 for the schema complexity testing. This has indicated, based on Ch2, that the schema produced by the DSP model is more reusable, extendible, and understandable than its counterparts. It is also more capable of incorporating a greater coverage of requirements as well as eliminating the number of redo’s per document/collection. Therefore, the perception of the DSP model being better than its counterpart is retained, since the average $p$-value (0.045640402) for both scenarios is less than the significance level ($\alpha = 0.05$).

6.4. Discussion

In this section, the findings of this research in relation to the proposed DSP model and its competitors are discussed. Prior to the development of the DSP model, a preliminary experiment was conducted to assess the existing cardinality notations in a big data setting. It was observed that the existing cardinalities used in the traditional databases do not fit the NoSQL databases and therefore necessitate a more in-depth breakdown of the cardinalities as well as introducing new modeling classifications for better read/write performance. The results obtained from this experiment are used to guide the construction of the proposed DSP model.

The DSP model was evaluated alongside three other competing schemas. The comparison was between DSP and schemas produced by three different experts. This comparison was based on read/write query performance of the NoSQL databases. Moreover, other imperative variables like schema reusability, extendibility, understandability, etc., were also considered in the evaluation process. The results of the experiment indicate the following.

The new cardinality notations and modeling classifications proposed in our earlier study and utilized in this study have made a significant contribution to the read/write performance of the NoSQL databases. This is proven by the results obtained and presented in Sections 6.1 and 6.2 when the DSP-based schema is compared with the schemas developed by industry experts for the purpose of this experiment. In this comparison, the DSP-based schema surpasses its counterparts with approximately a 75% increment in the read/write query speed.

In addition, supporting the NoSQL modelers with modeling guidelines has been proven to be more important than assisting traditional database modelers. This is because of the high-flexibility of the NoSQL database and lack of standards and engines to enforce schemas, and as a result, the quality of the modeled schema stays in the hands of novice modelers. Results from the experiments presented in the previous sections have shown that when modelers are guided using the 23 empirically developed guidelines, the quality of database design improves significantly in terms of read/write performance.

On the other hand, the schema production process was also assessed between the DSP model and formal methods. The results of this experiment show that the DSP model takes only around
1120 s to produce the desired schema, while it takes days to produce the same schema using formal methods. In addition to schema production time, an experiment was also conducted to assess the schema complexities in terms of reusability, extendibility, understandability, etc. It is observed that the DSP-based schema is more reusable, extendible, and understandable. It is also able to incorporate, on average, all the user and system requirements. Furthermore, the DSP model does not repeat or revisit any document or collection after its completion, while other competing experts had to revisit the modeled documents around 600 times on average for the given case study. Collections are usually revisited to correct erroneous implementations, improve design performance, and improve synergy between the collaborative collections. These and many other possibilities are experimentally calculated, classified, and integrated into the DSP model, which eliminates re-visitations of documents after the schema production.

To further improve the accuracy in the schema production, several algorithms and mathematical models are produced. This is to make sure that the replication of the schemas produced by the Dynamic Schema Proposition model is as accurate as possible, making it compatible and applicable in almost all the big data settings. Formulas, such as relationship classifications (presented in Section 4.3), are invented to always calculate the compatibility of each cardinality with relationship classifications, such that a unique response is applied in the appropriate location.

In general, the proposed DSP-based schema not only proves to be better in terms of read/write performance on the schemas produced by experts, but also show remarkable improvements on other schema generation aspects. It has proven its capabilities in quick schema production without having to redo/revisit collections after completing the development of schemas. It has also been shown to be more extendible, reusable, and understandable in addition to being better at integrating the user and system requirements. These findings have clearly shown that the proposed model is ideal for schema generations in the big data storage setting.

7. Conclusions

Because the way a database schema is designed has a high impact on its performance, a Dynamic Schema Proposition (DSP) model for NoSQL databases is proposed in this study. This research was motivated by the fact that erroneous design and implementation problems have become rampant in the area of NoSQL database design. This is because of the flexibility offered by the NoSQL databases. The lack of design-aiding tools in NoSQL, as they are in relational databases, has forced designers to rely on rule of thumb to model NoSQL databases that require a high level of competence. Therefore, the proposed model aims at easing the database design process and improving its read/write performance. The model covers both physical and logical stages of database designs. An experimental approach was adopted to achieve this goal.

The results have shown that the proposed DSP model is significantly better than its counterparts in terms of read/write performance when compared with the schemas produced by industry experts. This is confirmed using analysis of variance (ANOVA), where an average F value of 74.10 and 162.80 was derived for the create and read operations, respectively, which are greater than the critical value of 3.09. DSP has also shown remarkable improvements on schema generation aspects such as quick schema production, without having to redo/revisit collections after completion. The DSP model has again revealed itself to be more extendible, reusable, and understandable in addition to being better in covering the user and system requirements integration than its counterparts. This is also confirmed using Chi2 analysis where an average $p$-value of 0.045640402 was generated for the schema complexity testing, which is less than the alpha value ($\leq \alpha$). In the future, we hope to make DSP more general and compatible to all the available data models of the NoSQL databases. We also intend to cover the remaining CAP theorem variables, namely, consistency and partition-tolerance, in addition to availability that is covered in this research.
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