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#### Abstract

Symplectic finite semifields can be used to construct nonlinear binary codes of Kerdock type (i.e., with the same parameters of the Kerdock codes, a subclass of Delsarte-Goethals codes). In this paper we introduce nonbinary Delsarte-Goethals codes of parameters $\left(q^{m+1}, q^{m(r+2)+2}, \frac{q-1}{q}\left(q^{m+1}-q^{\frac{m+1}{2}+r}\right)\right)$ over a Galois field of order $q=2^{l}$, for all $0 \leq r \leq \frac{m-1}{2}$, with $m \geq 3$ odd, and show the connection of this construction to finite semifields.
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## 1 Introduction

Some classical constructions of nonlinear (binary) codes, such as Kerdock [13], Preparata [30] or Delsarte-Goethals [7] codes, were introduced around 1970. All of them share the common property that they can be seen as the union of cosets of a linear code in a Reed-Muller code [26, 31]. This is the way they are described in the contemporary classic book [23, Chapter 15].

A better understanding of these codes and the relations amongst them came from the introduction of quaternary codes (i.e., codes over the alphabet $\mathbb{Z} / 4 \mathbb{Z}$ ) in their study. A pioneer work in this direction is the $\mathbb{Z} / 4 \mathbb{Z}$-cyclic version of the (punctured) Kerdock code provided by Nechaev in [28] (and announced as early as in 1982 [27]). A key contribution came from the seminal work of Hammons, Kumar, Calderbank, Sloane and Solé [9], where the $\mathbb{Z} / 4 \mathbb{Z}$-duality of the Kerdock and Preparata codes was shown. In these papers Galois rings $G R\left(2^{2 m}, 2^{2}\right)$ of cardinality $2^{2 m}$ and characteristic $2^{2}$ appeared naturally as ring extensions of the alphabet $\mathbb{Z} / 4 \mathbb{Z}$. The quaternary version of these codes connects them to low-correlation sequences [2,15], in particular to the sequence family $S(2)$ appearing in the W-CDMA component of the IMT-2000 standard for 3G mobile communication [16].

Later authors exploited other Galois rings with quotient finite field of characteristic 2 to obtain new families of codes. For instance, Kuzmin and Nechaev constructed nonbinary versions (over the alphabet $\mathbb{F}_{2^{l}}$ ) of the classical Kerdock code (Generalized Kerdock codes) by using Galois rings of the form $G R\left(2^{2 l m}, 2^{2}\right)$, i.e., of cardinality $2^{2 l m}$ and characteristic $2^{2}(l>1)$ [18]. Carlet introduced generalized (binary) versions of Kerdock and Delsarte-Goethals codes, constructed from Galois rings $G R\left(2^{k m}, 2^{k}\right)$, i.e., of cardinality $2^{k m}$ and characteristic $2^{k}>4$ [5]. Also, a nonbinary generalization (over the alphabet $\mathbb{F}_{2^{l}}$ ) of the Preparata code was proposed by Kuzmin, Markov, Nechaev and Neljubin, again with the use of the Galois ring $G R\left(2^{2 l m}, 2^{2}\right)(l>1)[20]$.

On a different direction, nonequivalent codes with the same parameters of the binary Kerdock code were introduced by Calderbank, Cameron, Kantor and Seidel [4] using orthogonal and symplectic spreads [11]. This construction is closely related to symplectic finite semifields, a particular

[^0]class of finite nonassociative division rings in the Knuth orbit of a commutative semifield [12]. The $\mathbb{Z} / 4 \mathbb{Z}$-valued quadratic forms introduced by Brown [3], proved to be useful in this context. These forms have also been fruitful in the study of quaternary sequence families (see, for instance, [33]), where properties of sets of bilinear forms over the binary field arise naturally. Notice that these sets appeared already in the original description of some of the codes mentioned above [7, 23].

In this paper we introduce a nonbinary version (over the alphabet $\mathbb{F}_{2^{l}}$ ) of the Delsarte-Goethals codes. The construction is based on Galois rings of the form $G R\left(2^{2 l m}, 2^{2}\right)(l>1)$, and on the quadratic forms valued in them [22]. These forms were first used to introduce a framework for the construction of nonequivalent Generalized Kerdock codes from symplectic semifield spreads [8], as a generalization of the binary methods in [4]. Sets of ordinary bilinear forms over an arbitrary finite field of characteristic 2 [34] have been naturally considered in our construction. Namely, the construction is related to the set of alternating bilinear forms over the finite field $\mathbb{F}_{2^{l}}$ originally considered by Delsarte and Goethals [7, Theorem 9]. The construction is also connected to finite semifields.

The structure of the paper is as follows. $\S 2$ is devoted to preliminaries: the properties of bilinear and quadratic forms over finite fields and Galois rings needed in the paper are collected there. In $\S 3$, we introduce the Generalized Delsarte-Goethals codes and obtain their minimum distance by explicitly computing the ideal weight enumerator of the Galois ring linear codes they are derived from. Finally, in $\S 4$ we show the connection of this construction to finite semifields.

## 2 Preliminaries

In this section we collect all the preliminary results on bilinear and quadratic forms over finite fields and Galois rings required in the rest of the paper.

### 2.1 Finite fields

Through this paper $q$ will always be a prime power $2^{l}$, and $\mathbb{F}_{q^{m}}$ will denote the finite field with $q^{m}$ elements $(m \in \mathbb{N})$. The new construction of Delsarte-Goethals codes will be obtained for $l>1$ and $m \geq 3$ odd. Notice that the map $\sqrt{\cdot}: \mathbb{F}_{q} \rightarrow \mathbb{F}_{q}$ given by $x \rightarrow \sqrt{x}=x^{\frac{q}{2}}$ is a field automorphism. The trace function of the field extension $\mathbb{F}_{q^{m}} \mid \mathbb{F}_{q}$ will be written as $\operatorname{tr}_{q}^{q^{m}}$ or simply as tr. It is an $\mathbb{F}_{q}$-linear map and so we will denote its kernel by ker ( $\operatorname{tr}$ ). The absolute trace is the trace function of the field extension $\mathbb{F}_{q^{k}} \mid \mathbb{F}_{2}$. It will be denoted as Abstr [21].

### 2.1.1 Quadratic and bilinear forms over finite fields

Classical quadratic forms over finite fields (and in particular in characteristic 2) are well-known and we refer to [21, Chapter 5, Section 2] or [25, Section 7.2] for definitions and properties.

Let $Q: \mathbb{F}_{q}^{m} \rightarrow \mathbb{F}_{q}$ be a quadratic form (i.e., a homogeneous polynomial of degree 2 ). Then the associated bilinear form $B_{Q}: \mathbb{F}_{q}^{m} \times \mathbb{F}_{q}^{m} \rightarrow \mathbb{F}_{q}$ (the polarisation of $Q$ ) given by $B_{Q}(x, y)=Q(x+y)+$ $Q(x)+Q(y)$ is symplectic and it has even rank $2 s \in\{0, \ldots, m\}$. Moreover, $Q$ is equivalent (under an invertible linear change of variables) to exactly one of the following quadratic forms:

- $H_{2 s}: x_{1} x_{2}+\ldots+x_{2 s-1} x_{2 s}$;
- $E_{2 s}: x_{1} x_{2}+\ldots+x_{2 s-3} x_{2 s-2}+x_{2 s-1}^{2}+x_{2 s-1} x_{2 s}+\beta x_{2 s}^{2}$, where $\operatorname{Abstr}(\beta)=1$;
- $P_{2 s}: x_{1} x_{2}+\ldots+x_{2 s-1} x_{2 s}+x_{2 s+1}^{2}$

Following [10, Chapter 5] we will call these forms hyperbolic, elliptic and parabolic, respectively. The radical of $Q$ is defined as the radical of $B_{Q}$, i.e, the set $\operatorname{rad}(Q)=\operatorname{rad}\left(B_{Q}\right)=\left\{x \in \mathbb{F}_{q} \mid B_{Q}(x, y)=\right.$ $\left.0, \forall y \in \mathbb{F}_{q}\right\}$, and it has dimension $m-2 s$. A well-known example of polarisation is the following:

$$
\begin{equation*}
B_{Q}(x, y)=\operatorname{tr}\left(\sum_{i=1}^{r} a_{i}\left(x^{q^{i}} y+x y^{q^{i}}\right)\right), \text { where } Q(x)=\operatorname{tr}\left(\sum_{i=1}^{r} a_{i} x^{q^{i}+1}\right), \text { with } a_{i} \in \mathbb{F}_{q^{m}} \tag{1}
\end{equation*}
$$

Proposition 1. For all $b \in \mathbb{F}_{q}$, denote $\nu(b)=q\left(1-b^{q-1}\right)-1 \quad(\nu(0)=q-1, \nu(b)=-1$ otherwise $)$. Let $Q: \mathbb{F}_{q}^{m} \rightarrow \mathbb{F}_{q}$ be a quadratic form which polarises to a bilinear form of rank $0 \leq 2 s \leq m$. Then:

1. The number of solutions to the equation $Q\left(x_{1}, \ldots, x_{m}\right)=b$ is:
(a) $q^{m-1}+\nu(b) q^{m-s-1}$, if $Q$ is of hyperbolic type $H_{2 s}$;
(b) $q^{m-1}-\nu(b) q^{m-s-1}$, if $Q$ is of elliptic type $E_{2 s}$;
(c) $q^{m-1}$, if $Q$ is of parabolic type $P_{2 s}$;
2. Let $H: \mathbb{F}_{q}^{m} \rightarrow \mathbb{F}_{q}$ be a nonzero linear form $H\left(x_{1}, \ldots, x_{m}\right)=\sum_{i=1}^{m} a_{i} x_{i}$, and let $u, v \in \mathbb{F}_{q}$. Then, the number of solutions to the system of equations $\left\{H\left(x_{1}, \ldots, x_{m}\right)=u, Q\left(x_{1}, \ldots, x_{m}\right)=v\right.$ is:
(a) $q^{m-2} \pm \nu(v) q^{m-s-2}$, if $Q$ is of hyperbolic $(+) /$ elliptic (-) type $H_{2 s} / E_{2 s}$, and there exists $i>2 s$ such that $a_{i} \neq 0$;
(b) $q^{m-2}$, if $Q$ is of parabolic type $P_{2 s}$, and there exists $i>2 s+1$ such that $a_{i} \neq 0$;
(c) $q^{m-2} \pm \nu(v) q^{m-s-1}$, if $Q$ is of hyperbolic $(+) /$ elliptic $(-)$ type $H_{2 s} / E_{2 s}, a_{2 s+1}=\ldots=a_{m}=0$, and $Q\left(a_{1}, \ldots, a_{m}\right)=u=0$;
(d) $q^{m-2} \pm(-1)^{\operatorname{Abstr}\left(v Q\left(a_{1}, \ldots, a_{m}\right) / u^{2}\right)} q^{m-s-1}$, if $Q$ is of hyperbolic $(+) /$ elliptic $(-)$ type $H_{2 s} / E_{2 s}$, $a_{2 s+1}=\ldots=a_{m}=0$, and $Q\left(a_{1}, \ldots, a_{m}\right) \neq 0 \neq u$;
(e) $q^{m-2}$, if $Q$ is of hyperbolic $(+) /$ elliptic $(-)$ type $H_{2 s} / E_{2 s}, a_{2 s+1}=\ldots=a_{m}=0$, and $Q\left(a_{1}, \ldots, a_{m}\right) \neq 0=u$ or $Q\left(a_{1}, \ldots, a_{m}\right)=0 \neq u ;$
(f) $q^{m-2}$, if $Q$ is of parabolic type $P_{2 s}$, and $a_{2 s+1}=\ldots=a_{m}=0$;
(g) $q^{m-2}+(-1)^{\operatorname{Abstr}\left(\left(Q\left(a_{1}, \ldots, a_{m}\right)-a_{2 s+1}^{2}\right) / a_{2 s+1}^{2}\right)} \nu\left(v+\left(u / a_{2 s+1}\right)^{2}\right) q^{m-s-2}$, if $Q$ is of parabolic type $P_{2 s}$, and $a_{2 s+1} \neq 0=a_{2 s+2}=\ldots=a_{m}$.

Proof. The first part is [21, Theorem 6.32], where as the second part consists of particular cases of [14, Propositions 3.3 and 3.4]. Namely, items $2(a)(b)$ fall into Proposition 3.3 (taking $c_{l}=s=d_{l}=$ $R(\bar{d})=d_{m}=0$ there $)$. On the other hand, items $2(c)(d)(e)$ are particular cases of Proposition 3.4 1.a.b (observe that $D(\bar{a}, \bar{c})=R(\bar{c})=0$ there). Also, item $2(f)$ corresponds to Proposition 3.4 2.a. Finally, item $2(g)$ is Proposition 3.4 case 2.c (because $\bar{c}=\overline{0}, D(\bar{a}, \bar{c})=0$ there).

Next, we introduce a technical lemma on bilinear forms that will be used in the proof of some results of the paper (see Proposition 2 and Theorem 1 below).

Lemma 1. Let $f$ be a nonzero linear form over $\mathbb{F}_{q}^{m}$, and let $B: \mathbb{F}_{q}^{m} \times \mathbb{F}_{q}^{m} \rightarrow \mathbb{F}_{q}$ be a symplectic bilinear form of rank $0 \leq 2 s<m$. Then, there exists a symplectic basis $\mathcal{E}=\left\{e_{1}, \ldots, e_{m}\right\}$ for the metric space $\left(\mathbb{F}_{q}^{m}, B\right)$ (i.e., $B\left(e_{2 i-1}, e_{2 i}\right)=1$ for all $1 \leq i \leq s$, and $B\left(e_{i}, e_{j}\right)=0$ otherwise) such that exactly one of the following two alternatives holds:

1. $f\left(e_{i}\right)=\delta_{\text {im }}$, when $\operatorname{rad}(B) \nsubseteq \operatorname{ker} f$. In this case $\operatorname{rank}\left(\left.B\right|_{\operatorname{ker} f}\right)=2 s=\operatorname{rank}(B)\left(\left.B\right|_{\operatorname{ker} f}\right.$ is the restriction of the bilinear form $B$ to the subspace $\operatorname{ker} f$ ), and the rank of the bilinear form $B+f^{2}$ given by $B(x, y)+f(x) f(y)$ is $\operatorname{rank}(B)+1$;
2. $f\left(e_{i}\right)=\delta_{i 1}$, when $\operatorname{rad}(B) \subseteq$ ker $f$. In this case $\operatorname{rank}\left(\left.B\right|_{\operatorname{ker} f}\right)=2(s-1)=\operatorname{rank}(B)-2$, and $\operatorname{rank}\left(B+f^{2}\right)=\operatorname{rank}(B)$.

Proof. Since $f$ is nonzero there exists $v \in \mathbb{F}_{q}^{m}$ such that $f(v)=1$, and so $\mathbb{F}_{q}^{m}=\operatorname{ker} f \oslash\langle v\rangle$. If $v \in \operatorname{rad}(B)$, then the direct sum of subspaces is also an orthogonal direct sum of subspaces $\mathbb{F}_{q}^{m}=$ ker $f \boxplus\langle v\rangle$ (where the symbol $\boxplus$ means orthogonal direct sum). We can add $v$ to a symplectic basis $\left\{e_{1}, \ldots, e_{m-1}\right\}$ of the restricted form $\left.B\right|_{\operatorname{ker} f}$ to construct the desired basis $\mathcal{E}=\left\{e_{1}, \ldots, e_{m-1}, e_{m}=v\right\}$. Moreover, in this situation $\operatorname{rank}\left(\left.B\right|_{\operatorname{ker} f}\right)=\operatorname{rank}(B)$. Also, $B\left(e_{m}, e_{m}\right)+f\left(e_{m}\right) f\left(e_{m}\right)=1$ and, for all $1 \leq i \neq j \leq m, B\left(e_{i}, e_{j}\right)+f\left(e_{i}\right) f\left(e_{j}\right)=0$, i.e., $\operatorname{rank}\left(B+f^{2}\right)=\operatorname{rank}(B)+1$.

On the other hand, if $\operatorname{rad}(B) \subseteq$ ker $f$, then choose a basis $\left\{v_{1}, \ldots, v_{m-2 s}\right\}$ of $\operatorname{rad}(B)$, and complete it to a basis of ker $f:\left\{v_{1}, \ldots, v_{m-2 s}, v_{m-2 s+1}, \ldots, v_{m-1}\right\}$. Take $v \in \mathbb{F}_{q}^{m}$ such that $f(v) \neq 0$, and consider the orthogonal direct sum of subspaces $\mathbb{F}_{q}^{m}=\operatorname{rad}(B) \boxplus S$, where $S=\left\langle v_{m-2 s+1}, \ldots, v_{m-1}, v\right\rangle$. The restriction $\left.B\right|_{S}$ is nonsingular [32, Theorem 11.7] and so the dimension of the orthogonal complement $T^{\perp_{S}}$ of $T=\left\langle v_{m-2 s+1}, \ldots, v_{m-1}\right\rangle$ in $S$ is one [32, Theorem 11.8]. Take $0 \neq w \in T^{\perp_{S}}$, and observe that $w \in T$ (otherwise, since $B$ is alternating, $w \in(\operatorname{rad}(B) \boxplus T \boxplus\langle w\rangle)^{\perp}=\left(\mathbb{F}_{q}^{m}\right)^{\perp}=\{0\}$, a contradiction). Therefore, we can complete $w$ to a basis $\left\{w, w_{m-2 s+2}, \ldots, w_{m-1}\right\}$ of $T$. Because $\left.B\right|_{S}$ is nonsingular, the dimension of the orthogonal complement $U^{\perp_{S}}$ of $U=\left\langle w_{m-2 s+2}, \ldots, w_{m-1}\right\rangle$ in $S$ is two. Since $U \subseteq T$, we have $w \in T^{\perp_{S}} \subseteq U^{\perp_{S}}$, and so we can take a basis $\{w, z\}$ of $U^{\perp_{S}} \subseteq S$. We claim that $z \notin T$. This is because $w \in T^{\perp_{S}}$, and if $z \in T$, then $z \in S \cap(\langle w\rangle+U)^{\perp}=S \cap T^{\perp}=T^{\perp_{S}}=\langle w\rangle$, a contradiction. So, $z \notin T$ and $\mathbb{F}_{q}^{m}=\langle z, w\rangle \boxplus U \boxplus \operatorname{rad}(B)$. Because $\langle w\rangle \boxplus U \boxplus \operatorname{rad}(B)=T \boxplus \operatorname{rad}(B)=\operatorname{ker} f$, we must have $\mu=f(z) \neq 0$. Clearly, the restriction $\left.B\right|_{\langle z, w\rangle}$ has rank two (otherwise $\operatorname{rad}(B)=\langle z, w\rangle \boxplus \operatorname{rad}(B)$, a contradiction), and so $B\left(\mu^{-1} z, w\right)=\lambda \neq 0$. The hyperbolic pair $\left\{e_{1}=\mu^{-1} z, e_{2}=\lambda^{-1} w\right\}$ can be completed with elements of $U \boxplus \operatorname{rad}(B)$ to the desired symplectic basis $\mathcal{E}=\left\{e_{1}, \ldots, e_{m}\right\}$ (observe that $f\left(e_{1}\right)=1$ ).

In this case the restriction $\left.B\right|_{\text {ker } f}$ has a symplectic basis $\left\{e_{2}, \ldots, e_{m}\right\}$ with hyperbolic pairs $\left(e_{3}, e_{4}\right), \ldots,\left(e_{2 s-1}, e_{2 s}\right)$, i.e., $\operatorname{rank}\left(\left.B\right|_{\text {ker } f}\right)=\operatorname{rank}(B)-2$. Finally, $B\left(e_{m}, e_{m}\right)+f\left(e_{m}\right) f\left(e_{m}\right)=0$ and, for all $1 \leq i \neq j \leq m$, $B\left(e_{i}, e_{j}\right)+f\left(e_{i}\right) f\left(e_{j}\right)=0$. Since $B\left(e_{1}, e_{1}\right)+f\left(e_{1}\right) f\left(e_{1}\right)=B\left(e_{1}+e_{2}, e_{1}+e_{2}\right)+f\left(e_{1}+e_{2}\right) f\left(e_{1}+e_{2}\right)=1$, we have $\operatorname{rank}\left(B+f^{2}\right)=\operatorname{rank}(B)$.

### 2.1.2 Sets of bilinear and quadratic forms over finite fields

Since classical Delsarte-Goethals codes are related to sets of binary bilinear forms [23, Chapter 15], one would expect that the study of nonbinary Delsarte-Goethals codes depend on properties sets of bilinear forms over finite fields of characteristic two. In this subsection we introduce the results on sets of bilinear (and also quadratic) forms needed for such a study. We refer the reader to [7, 33] for details.

Proposition 2. Let $m$ be an odd integer, $n=\frac{m-1}{2}$, and $0 \leq r \leq \frac{m-1}{2}$. Denote by $\left[\begin{array}{l}a \\ b\end{array}\right]$ the $q^{2}$-ary Gaussian binomial coefficient [7]. For all $a_{0}^{0} \in \mathbb{F}_{q^{m}}$, let

$$
\mathcal{A}_{r}^{a_{0}^{0}}=\left\{\operatorname{tr}\left(a_{0}^{0} x y\right)+\operatorname{tr}\left(\sum_{i=1}^{r} a_{i}\left(x^{q^{i}} y+x y^{q^{i}}\right)\right) \mid a_{i} \in \mathbb{F}_{q^{m}}\right\}, \mathcal{B}_{r}^{a_{0}^{0}}=\left\{B(x, y)+\operatorname{tr}\left(\sqrt{a_{0}^{0}} x\right) \operatorname{tr}\left(\sqrt{a_{0}^{0}} y\right) \mid B \in \mathcal{A}_{r}^{a_{0}^{0}}\right\}
$$

Then:

1. The number of forms of rank $i$ in the set $\mathcal{B}_{r}^{0}$ is:

$$
B_{r}(m-2 k-1)=\left[\begin{array}{l}
n \\
k
\end{array}\right] \sum_{j=k}^{r}(-1)^{j-k}\left(q^{2}\right)^{\binom{j-k}{2}}\left[\begin{array}{l}
n-k \\
n-j
\end{array}\right]\left(q^{m(r-j)}-1\right)
$$

for all $0 \leq k \leq \frac{m-3}{2}, B_{r}(0)=1$, and $B_{r}(i)=0$ for other values of $i$.
2. The number $B_{r}^{\prime}(i)$ of forms of rank $i$ in the multiset $\mathcal{B}_{r}^{\prime}=\cup_{a_{0}^{0} \in \mathbb{F}_{q^{m}}} \mathcal{B}_{r}^{a_{0}^{0}}$ is:
(a) $B_{r+1}(i)$, for all $i \geq 0$, when $r<\frac{m-1}{2}$;
(b) $q^{m} \cdot B_{\frac{m-1}{2}}(i)$, for all $i \geq 0$, when $r=\frac{m-1}{2}$. Moreover, every form appears exactly once in each of the $q^{m}$ subsets $\mathcal{B}_{\frac{m-1}{2}}^{a_{0}^{0}}\left(\right.$ for all $\left.a_{0}^{0} \in \mathbb{F}_{q^{m}}\right)$.
3. The number $B_{r}^{1}(i)$ of forms of rank $i$ in the set $\mathcal{B}_{r}^{1}$ is:
(a) $\frac{B_{r+1}(i)-B_{r}(i)}{q^{m}-1}$, for all $i \geq 0$, when $r<\frac{m-1}{2}$;
(b) $B_{\frac{m-1}{2}}(i)$, for all $i \geq 0$, when $r=\frac{m-1}{2}$.
4. The number of forms of rank $i$ in the set $\mathcal{A}_{r}^{\prime}=\cup_{a_{0}^{0} \in \mathbb{F}_{q^{m}}} \mathcal{A}_{r}^{a_{0}^{0}}$ is:

$$
\begin{gathered}
\left.A_{r}(m-2 k)=\left[\begin{array}{l}
n \\
k
\end{array}\right] \sum_{j=k}^{r}(-1)^{j-k}\left(q^{2}\right)^{(j-k} 2\right)\left[\begin{array}{l}
n+1-k \\
n+1-j
\end{array}\right]\left(q^{m(r-j+1)}-1\right) \\
A_{r}(m-2 l+1)=\left(q^{2}\right)^{n-l+1}\left[\begin{array}{c}
n \\
l-1
\end{array}\right] \sum_{j=l}^{r}(-1)^{j-l}\left(q^{2}\right)^{\binom{j-l}{2}}\left[\begin{array}{c}
n+1-l \\
n+1-j
\end{array}\right]\left(q^{m(r-j+1)}-1\right)
\end{gathered}
$$

for all $0 \leq k \leq \frac{m-1}{2}, 1 \leq l \leq \frac{m-1}{2}, A_{r}(0)=1$, and $A_{r}(i)=0$ for other values of $i$.
5. The number $A_{r}^{1}(i)$ of forms of rank $i$ in the set $\mathcal{A}_{r}^{1}$ is $\frac{A_{r}(i)-B_{r}(i)}{q^{m}-1}$, for all $i \geq 0$.
6. The number $D_{r}(i)$ of forms of rank $i$ in $\mathcal{B}_{r}^{1}$ for which the restriction to ker tr has different rank is $D_{r}(i)=A_{r}^{1}(i)$, if $i$ is even, and $D_{r}(i)=0$, if $i$ is odd.

Proof. 1. [34, Theorems 14 and 9][33, Result 6].
2. (a) It is clear that $\mathcal{B}_{r}^{\prime}$ is a (multi)set of $q^{m(r+1)}$ alternating forms (since $\left.\operatorname{tr}\left(x^{2}\right)=\operatorname{tr}(x)^{2}\right)$ containing the zero form $\left(a_{0}^{0}=a_{i}=0\right)$. If we show that it is an $(m, m-(2 r+1))-$ set (i.e., if $\operatorname{rank}\left(B_{1}-B_{2}\right) \geq m-(2 r+1)$, for all different $\left.B_{1}, B_{2} \in \mathcal{B}_{r}^{\prime}\right)$ then it attains the Singleton bound, and we can use [33, Theorems 6 and 9] to prove the result (see also [7, Theorem 4]). So, consider a difference of two forms $B_{1}, B_{2} \in \mathcal{B}_{r}^{\prime}\left(B_{1} \neq B_{2}\right)$ :

$$
\begin{gathered}
\operatorname{tr}\left(\left(a_{0}^{0}-b_{0}^{0}\right) x y\right)+\operatorname{tr}\left(\sqrt{a_{0}^{0}} x\right) \operatorname{tr}\left(\sqrt{a_{0}^{0}} y\right)-\operatorname{tr}\left(\sqrt{b_{0}^{0}} x\right) \operatorname{tr}\left(\sqrt{b_{0}^{0}} y\right)+\operatorname{tr}\left(\sum_{i=1}^{r}\left(a_{i}-b_{i}\right)\left(x^{q^{i}} y+x y^{q^{i}}\right)\right) \\
=\operatorname{tr}\left(y\left(a_{0}^{0}-b_{0}^{0}\right) x\right)+\operatorname{tr}\left(y\left(\sqrt{a_{0}^{0}} \operatorname{tr}\left(\sqrt{a_{0}^{0}} x\right)-\sqrt{b_{0}^{0}} \operatorname{tr}\left(\sqrt{b_{0}^{0}} x\right)\right)\right)
\end{gathered}
$$

$$
\begin{gathered}
+\operatorname{tr}\left(y \sum_{i=1}^{r}\left(a_{i}-b_{i}\right) x^{q^{i}}\right)+\operatorname{tr}\left(y \sum_{i=1}^{r}\left(a_{i}-b_{i}\right)^{q^{-i}} x^{q^{-i}}\right) \\
=\operatorname{tr}\left(y\left(\left(\sum_{i=1}^{r}\left(a_{i}-b_{i}\right)^{q^{-i}} x^{q^{-i}}+\left(a_{0}^{0}-b_{0}^{0}\right) x+\sum_{i=1}^{r}\left(a_{i}-b_{i}\right) x^{q^{i}}\right)+\sqrt{a_{0}^{0}} \operatorname{tr}\left(\sqrt{a_{0}^{0}} x\right)-\sqrt{b_{0}^{0}} \operatorname{tr}\left(\sqrt{b_{0}^{0}} x\right)\right)\right)
\end{gathered}
$$

Such a difference has the form $\operatorname{tr}(y(L(x)+p(x)))$ where $L(x)$ is a $q$-polynomial and $p(x)=$ $\sqrt{a_{0}^{0}} \operatorname{tr}\left(\sqrt{a_{0}^{0}} x\right)-\sqrt{b_{0}^{0}} \operatorname{tr}\left(\sqrt{b_{0}^{0}} x\right)$ is a polynomial function in $x$ which can only take $s \leq$ $q^{2}$ different values $v_{1}, \ldots, v_{s}$ (because the trace function is $\mathbb{F}_{q}$-valued). Therefore, $x \in$ $\operatorname{rad}\left(B_{1}-B_{2}\right)$ if and only if $\operatorname{tr}(y(L(x)+p(x)))=0$ for all $y \in \mathbb{F}_{q^{m}}$, i.e., if and only if $L(x)+p(x)=0$, and so:

$$
\operatorname{rad}\left(B_{1}-B_{2}\right)=\bigcup_{i=1}^{s}\left\{x \in \mathbb{F}_{q^{m}} \mid L(x)=v_{i}=p(x)\right\} \subseteq \bigcup_{i=1}^{s}\left\{x \in \mathbb{F}_{q^{m}} \mid L(x)=v_{i}\right\}
$$

Hence, $\# \operatorname{rad}\left(B_{1}-B_{2}\right) \leq s \cdot q^{2 r} \leq q^{2 r+2}$, because the number of solutions to the equation $L(x)=v_{i}$ is either 0 or the number of solutions to the homogeneous equation $L(x)=0$. This number is at most $q^{2 r}$ because $L(x)$ is a $q$-polynomial with exponents ranging from $q^{-r}$ to $q^{r}$. Therefore, $\operatorname{rank}\left(B_{1}-B_{2}\right) \geq m-(2 r+2)$. But, since $B_{1}-B_{2}$ is alternating, its rank has to be even, and so $m-(2 r+2)$ is not possible (because $m$ is odd). Hence, $\operatorname{rank}\left(B_{1}-B_{2}\right) \geq m-(2 r+1)$, as desired.
(b) When $r=\frac{m-1}{2}$, for all $B \in \mathcal{B}_{\frac{m-1}{2}}^{\prime}$ we have $B(x, y)=\operatorname{tr}(y \tilde{L}(x))$ with

$$
\tilde{L}(x)=\sqrt{a_{0}^{0}} \operatorname{tr}\left(\sqrt{a_{0}^{0}} x\right)+a_{0}^{0} x+\sum_{i=1}^{\frac{m-1}{2}}\left(\left(a_{i} x\right)^{q^{-i}}+a_{i} x^{q^{i}}\right)
$$

For every $a_{0}^{0} \in \mathbb{F}_{q^{m}}$ we can choose $a_{i}=\sqrt{\left(a_{0}^{0}\right)^{q^{i}+1}}$, for all $1 \leq i \leq \frac{m-1}{2}$, so that $a_{i}^{q^{-i}}=$ $\sqrt{\left(\left(a_{0}^{0}\right)^{q^{i}+1}\right)^{q^{-i}}}=\sqrt{\left(a_{0}^{0}\right)^{1+q^{-i}}}$. Therefore:

$$
\begin{gathered}
\sum_{i=1}^{\frac{m-1}{2}}\left(\left(a_{i} x\right)^{q^{-i}}+a_{i} x^{q^{i}}\right)=\sum_{i=1}^{\frac{m-1}{2}}\left(\sqrt{\left(a_{0}^{0}\right)^{1+q^{-i}}} x^{q^{-i}}+\sqrt{\left(a_{0}^{0}\right)^{q^{i}+1}} x^{q^{i}}\right) \\
=\sqrt{a_{0}^{0}} \sum_{i=1}^{m-1}\left(\sqrt{a_{0}^{0}} x\right)^{q^{i}}=\sqrt{a_{0}^{0}}\left(\operatorname{tr}\left(\sqrt{a_{0}^{0}} x\right)-\sqrt{a_{0}^{0}} x\right)
\end{gathered}
$$

and so $\tilde{L}(x)=0$.
This means that the zero form appears $q^{m}$ different times in the multiset $\mathcal{B}_{\frac{m-1}{2}}^{\prime}$. Let us denote these zero forms by $B_{a_{0}^{0}}$, for all $a_{0}^{0} \in \mathbb{F}_{q^{m}}$. Now, the multiset $\mathcal{B}_{\frac{m-1}{2}}^{\prime}$ can be written as the disjoint union of $q^{m}$ (multi)cosets: $\mathcal{B}_{\frac{m-1}{2}}^{\prime}=\left\{B_{a_{0}^{0}}+B \mid a_{0}^{0} \in \mathbb{F}_{q^{m}}, B \in \mathcal{B}_{\frac{m-1}{2}}^{0}\right\}$. The first part of the proposition gives us the rank distribution of $\mathcal{B}_{\frac{m-1}{2}}^{\prime}$.
3. (a) Observe that, for all $a_{0}^{0}, a_{i} \in \mathbb{F}_{q^{m}}\left(a_{0}^{0} \neq 0\right)$, the ranks of the forms $\operatorname{tr}\left(a_{0}^{0} x y\right)+\operatorname{tr}\left(\sqrt{a_{0}^{0}} x\right) \operatorname{tr}\left(\sqrt{a_{0}^{0}} y\right)+$ $\operatorname{tr}\left(\sum_{i=1}^{r} a_{i}\left(x^{q^{i}} y+x y^{q^{i}}\right)\right) \in \mathcal{B}_{r}^{a_{0}^{0}}$, and $\operatorname{tr}(x y)+\operatorname{tr}(x) \operatorname{tr}(y)+\operatorname{tr}\left(\sum_{i=1}^{r} a_{i} \sqrt{\left(a_{0}^{0}\right)^{-q^{i}-1}}\left(x^{q^{i}} y+x y^{q^{i}}\right)\right) \in$
$\mathcal{B}_{r}^{1}$ is the same. Therefore, there is a bijection between the sets $\mathcal{B}_{r}^{1}$ and $\mathcal{B}_{r}^{a_{0}^{0}}$ that preserves ranks. Since $\mathcal{B}_{r}^{\prime}=\dot{\cup}_{a_{0}^{0} \in \mathbb{F}_{q^{m}}} \mathcal{B}_{r}^{a_{0}^{0}}$, for all $i \geq 0$ we have $B_{r}^{\prime}(i)=B_{r}(i)+\left(q^{m}-1\right) B_{r}^{1}(i)$, and so item 2 can be used to get the desired result.
(b) The proof of the second part of the proposition shows that the rank distribution of $\mathcal{B}_{\frac{m-1}{2}}^{1}$ is that of $\mathcal{B}_{\frac{m-1}{2}}^{0}$, and so $B_{\frac{m-1}{2}}^{1}(i)=B_{\frac{m-1}{2}}(i)$, for all $i \geq 0$.
4. [34, Theorems 15 and 10][33, Result 7].
5. Like in the proof of item 3, for all $a_{0}^{0} \in \mathbb{F}_{q^{m}}^{*}$, there is a bijection between the sets $\mathcal{A}_{r}^{1}$ and $\mathcal{A}_{r}^{a_{0}^{0}}$ that preserves ranks. Since $\mathcal{A}_{r}^{0}=\mathcal{B}_{r}^{0}$, we deduce the equality $A_{r}^{1}=\frac{A_{r}(i)-B_{r}(i)}{q^{m}-1}$, for all $i \geq 0$.
6. For all $B \in \mathcal{B}_{r}^{1}$, let us apply Lemma 1 with $f=\operatorname{tr}$. Then, $\operatorname{rank}\left(\left.B\right|_{\text {ker } \operatorname{tr}}\right) \neq \operatorname{rank}(B)$ if and only if $\operatorname{rank}\left(B+\operatorname{tr}^{2}\right)=\operatorname{rank}(B)=2\left\lfloor\frac{\operatorname{rank}\left(B+\operatorname{tr}^{2}\right)}{2}\right\rfloor\left[34\right.$, Lemma 4], i.e., if and only if $\operatorname{rank}\left(B+\operatorname{tr}^{2}\right)$ is even. So, $D_{r}(i)$ counts those $B \in \mathcal{B}_{r}^{1}$ of rank $i$ such that the rank of $B+\operatorname{tr}^{2} \in \mathcal{A}_{r}^{1}$ is also $i$ and even.

Proposition 3. Consider a vector-space isomorphism $\mathbb{F}_{q^{m}} \cong\left(\mathbb{F}_{q}\right)^{m}$, and let $Q: \mathbb{F}_{q^{m}} \rightarrow \mathbb{F}_{q}$ be a quadratic form. Then:

1. The set of quadratic forms polarising to $B_{Q}$ is $\mathcal{Q}=\left\{Q_{(a)}(x)=Q(x)+\operatorname{tr}\left(a x^{2}\right) \mid a \in \mathbb{F}_{q^{m}}\right\}$.
2. If the rank of $B_{Q}$ is $2 s$ then in the set $\mathcal{Q}$ there are:
(a) $H(2 s)=\frac{q^{2 s}+q^{s}}{2}$ quadratic forms of hyperbolic type;
(b) $E(2 s)=\frac{q^{2 s}-q^{s}}{2}$ quadratic forms of elliptic type;
(c) $P(2 s)=q^{m}-q^{2 s}$ quadratic forms of parabolic type;

Proof. 1. For all $a \in \mathbb{F}_{q^{m}}$, the map $\operatorname{tr}\left(a x^{2}\right)$ is a quadratic form with associated zero bilinear form, and so $Q_{(a)}$ polarises to $B_{Q}$. Conversely, if $B_{Q^{\prime}}=B_{Q}$, then $B_{Q^{\prime}+Q}$ is zero, and so the form $L(y)=\left(Q+Q^{\prime}\right)(\sqrt{y})$ is $\mathbb{F}_{q}$-linear. Now, [21, Theorem 2.24] gives us the existence of $a \in \mathbb{F}_{q^{m}}$ such that $L(y)=\operatorname{tr}(a y)$, i.e., $\left(Q+Q^{\prime}\right)(x)=\operatorname{tr}\left(a x^{2}\right)$, for all $x \in \mathbb{F}_{q^{m}}$.
2. Consider a simplectic basis $\mathcal{E}=\left\{e_{1}, \ldots, e_{m}\right\}$ for the metric space $\left(\mathbb{F}_{q^{m}}, B_{Q}\right)$, i.e., $B_{Q}\left(e_{2 i-1}, e_{2 i}\right)=$ 1 for all $1 \leq i \leq s$, and $B_{Q}\left(e_{i}, e_{j}\right)=0$ otherwise. With respect to such a basis $\operatorname{rad}\left(B_{Q}\right)=<$ $e_{2 s+1}, \ldots, e_{m}>$, the coordinate expressions of the quadratic forms $\operatorname{tr}\left(a x^{2}\right)$ is $\sum_{i=1}^{m} a_{i} x_{i}^{2}\left(x_{1}, \ldots, x_{m}\right.$ are the coordinates of $x$ in the basis $\mathcal{E}$, and $a_{1}, \ldots, a_{m} \in \mathbb{F}_{q}$ ). So, w.l.o.g. we can assume that $Q$ is of hyperbolic type $H_{2 s}$, since addition of a term of the form $\sum_{i=1}^{m} a_{i} x_{i}^{2}$ does not change the set $\mathcal{Q}$.
Therefore, starting with $H_{2 s}$, let us add a term $\sum_{i=1}^{m} a_{i} x_{i}^{2}$. If at least one of the $a_{2 s+1}, \ldots, a_{m}$ is not zero, then $Q_{(a)}\left(\operatorname{rad}\left(Q_{(a)}\right)\right) \neq 0$ and the corresponding quadratic form is equivalent to $P_{2 s}$ [25, 7.2.9 Theorem 4]. Therefore, there are $q^{m}-q^{2 s}$ forms of parabolic type in $\mathcal{Q}$.
If $a_{2 s+1}=\ldots=a_{m}=0$, the type of the form $Q_{(a)}$ depends on its Arf invariant $\Delta\left(Q_{(a)}\right)=$ $\sum_{i=1}^{s} a_{2 i-1} a_{2 i}$, and so in the parity of summands $a_{2 i-1} a_{2 i}$ with absolute trace equal to one. If $a_{2 i-1}=0$ or $a_{2 i}=0$, then $\operatorname{Abstr}\left(a_{2 i-1} a_{2 i}\right)=0(2 q-1$ cases $)$, where as if $a_{2 i-1} \neq 0$, then $\left\{a_{2 i-1} a_{2 i} \mid a_{2 i} \neq 0\right\}=\mathbb{F}_{q}^{*}$, and so $\#\left\{\operatorname{Abstr}\left(a_{2 i-1} a_{2 i}\right)=0 \mid a_{2 i} \neq 0\right\}=\frac{q-2}{2}$. Therefore, the
number of summands $a_{2 i-1} a_{2 i}$ with zero (resp. one) absolute trace is $(2 q-1)+\frac{q-2}{2}(q-1)=\frac{q^{2}+q}{2}$ (resp. $q^{2}-\frac{q-2}{2}=\frac{q^{2}-q}{2}$ ) pairs. This proves, as a particular case, the lemma in the case $s=1$. The rest of the cases are proved by induction on $s$. For $s>1, \Delta\left(Q_{(a)}\right)=0$ if and only if $\operatorname{Abstr}\left(\sum_{i=1}^{s-1}\left(a_{2 i-1} a_{2 i}\right)\right)=\operatorname{Abstr}\left(a_{2 s-1} a_{2 s}\right)$. Using the induction hypothesis this gives a total amount of

$$
\frac{q^{2(s-1)}+q^{s-1}}{2} \cdot \frac{q^{2}+q}{2}+\frac{q^{2(s-1)}-q^{s-1}}{2} \cdot \frac{q^{2}-q}{2}=\frac{q^{2 s}+q^{s}}{2}
$$

hyperbolic forms. The rest of the forms, i.e., $q^{m}-\left(q^{m}-q^{2 s}\right)-\frac{q^{2 s}+q^{s}}{2}=\frac{q^{2 s}-q^{s}}{2}$, must be elliptic.

### 2.2 Galois rings

In this subsection we include definitions and basic facts on Galois rings (see [28, 24, 1] for details) and the related $R$-valued quadratic forms [22].

Let $R=G R\left(q^{2}, 2^{2}\right)$ be the Galois Ring of $q^{2}$ elements $\left(q=2^{l}\right)$ and characteristic $2^{2}$. It is an associative commutative local ring with identity $e=1$, maximal ideal $2 R$ and quotient field $\bar{R}=R / 2 R=\mathbb{F}_{q}$. This ring is uniquely determined by its cardinality and characteristic and it can be constructed as the quotient ring $\mathbb{Z}_{4}[x] /\langle p(x)\rangle$, where $p(x) \in \mathbb{Z}_{4}[x]$ is a Galois polynomial, i.e. any monic polynomial of degree $l$ such that $\bar{p}(x) \in \mathbb{Z}_{4}[x] / 2 \mathbb{Z}_{4}[x] \cong \mathbb{Z}_{2}[x]$ is irreducible. The set of units of $R$ is the multiplicative abelian group $R^{*}=R \backslash 2 R$ and the lattice of ideals of $R$ is the strictly decreasing chain $R \triangleright 2 R \triangleright 0$.

The subset $\Gamma(R)=\left\{b \in R \mid b^{q}=b\right\}$ is called the Teichmüller coordinate set (TCS) of $R$. It is a set of $q$ elements closed under the product and such that any element $b \in R$ can be written uniquely in the form $b=b_{0}+2 b_{1}$, where $b_{i}=\gamma_{i}(b) \in \Gamma(R), i=0,1$. This set is not closed under the addition, though. If we consider the map $\oslash: \Gamma(R) \times \Gamma(R) \rightarrow \Gamma(R)$ given by $a \oslash b=\gamma_{0}(a+b)$, then $(\Gamma(R), \oslash, \cdot)$ is the finite field $\mathbb{F}_{q}$. Moreover, for any $a, b \in \Gamma(R)$ the following equality holds: $\gamma_{1}(a+b)=\sqrt{a b}$.

For all $m \in \mathbb{N}, R$ is a subring of the Galois ring $S=G R\left(q^{2 m}, 2^{2}\right)$. The group of automorphisms of $S$ fixing $R$ elementwise is cyclic of order $l$, and it is generated by $\sigma(b)=b_{0}^{q}+2 b_{1}^{q}$, for all $b \in S$. The trace of the ring extension $S \mid R$ is the $R$-linear function $\operatorname{Tr}_{R}^{S}(b)=\sum_{i=0}^{m-1} \sigma(b)^{i}$ (or simply written $\operatorname{Tr}$ ). It can be checked [29] that

$$
\begin{equation*}
\operatorname{Tr}_{R}^{S}(b)=\operatorname{tr}_{q}^{q^{m}}\left(b_{0}\right)+2\left(\operatorname{tr}_{q}^{q^{m}}\left(b_{1}\right) \oslash \varkappa\left(\sqrt{b_{0}}\right)\right) \tag{2}
\end{equation*}
$$

where $\varkappa(x)=\sum_{0 \leq i<j \leq m-1} x^{q^{i}+q^{j}}$ is a quadratic form on $\Gamma(S) \cong \mathbb{F}_{q^{m}} \cong \mathbb{F}_{q}^{m} \cong \Gamma(R)^{m}$ polarising to

$$
\begin{equation*}
B_{\varkappa}(x, y)=\operatorname{tr}_{q}^{q^{m}}(x y) \oslash \operatorname{tr}_{q}^{q^{m}}(x) \operatorname{tr}_{q}^{q^{m}}(y) \tag{3}
\end{equation*}
$$

The map $Q: \Gamma(R)^{m} \rightarrow R$ is an $R$-valued quadratic form provided that:

- $Q(\lambda a)=\lambda^{2} Q(a), \forall \lambda \in R, \forall a \in \Gamma(R)^{m}$;
- The map $(\cdot, \cdot)_{Q}: \Gamma(R)^{m} \times \Gamma(R)^{m} \rightarrow R$ given by $(a, b)_{Q}=Q(a \oslash b)-Q(a)-Q(b)$, for all $a, b \in \Gamma(R)^{m}$, is a bilinear form.


### 2.3 Codes over Galois rings

The general setting of codes over modules can be found in [17]. A linear code over the Galois ring $R=G R\left(q^{2}, 2^{2}\right)$ of length $N$ is a submodule $\mathcal{K}$ of $R^{N}$. The homogeneous weight (or Lee weight in the
case $q=2[1])$ of a word $\bar{b}=\left(b^{1}, \ldots, b^{N}\right)$ is defined as $w(\bar{b})=\sum_{i=1}^{N} w_{H}\left(b^{i}\right)$, where $w_{H}\left(b^{i}\right)=0, q, q-1$ if $b^{i} \in 0 R, 2 R^{*}, R^{*}$, respectively.

Let $\Gamma(R)=\left\{g_{0}=0, g_{1}=1, \ldots, g_{q-1}\right\}$, and consider $\gamma_{*}: R \rightarrow \Gamma(R)^{q}$ given by

$$
\gamma_{*}\left(b_{0}+2 b_{1}\right)=\left(b_{1}, b_{1} \oslash b_{0}, \ldots, b_{1} \oslash g_{q-1} b_{0}\right)
$$

for any $b \in R\left(b_{0}, b_{1} \in \Gamma(R)\right)$. Then $\gamma_{*}(R)$ is a $[q, 2, q-1]$-Reed-Solomon code over $\Gamma(R)=\mathbb{F}_{q}$ and so the map $\gamma_{*}$ is called the $R S$-map (or Gray map in the case $q=2$ ). Moreover, the induced map $\gamma_{*}^{N}: R^{N} \rightarrow \Gamma(R)^{N q}$ is an isometry (taking the usual Hamming weight on the space $\left.\Gamma(R)^{N q} \cong \mathbb{F}_{q}^{N q}\right)$.

Given any word $\bar{b}=\left(b^{1}, \ldots, b^{N}\right)$, let $\nu_{0}(\bar{b}), \nu_{2}(\bar{b}), \nu_{1}(\bar{b})$ be the number of coordinates of $\bar{b}$ in $0 R, 2 R^{*}, R^{*}$, respectively. The ideal weight enumerator of a code $\mathcal{K}$ is $W_{\mathcal{K}}\left(y_{0}, y_{1}, y_{2}\right)=\sum_{\bar{b} \in \mathcal{K}} y_{0}^{\nu_{0}(\bar{b})} y_{2}^{\nu_{2}(\bar{b})} y_{1}^{\nu_{1}(\bar{b})}$, and it can be used to obtain the homogeneous (Hamming) weight enumerator of the code $\gamma_{*}^{N}(\mathcal{K})$ (and so eventually the minimum Hamming distance of such code). Namely, $W_{\gamma_{*}^{N}(\mathcal{K})}^{H}(X, Y)=W_{\mathcal{K}}\left(Y^{q}, X^{q}, Y X^{q-1}\right)$.

## 3 Generalized Delsarte-Goethals codes

In this section we introduce the Generalized Delsarte-Goethals codes, study their combinatorial properties and notice the relation to the original paper of Delsarte-Goethals. Classical (i.e., binary) DelsarteGoethals codes were introduced with the help of alternating bilinear forms over the finite field $\mathbb{F}_{2}[7$, Theorem 9], and as such they are described in [23, Chapter 15]. However, these codes can also be seen as the Gray image of linear quaternary codes, i.e., of linear codes over the alphabet $\mathbb{Z} / 4 \mathbb{Z}$. This is the way they are described in [9, Section VI] that we recall next.

Let $m \geq 3,0 \leq r \leq \frac{m}{2}$. Consider the trace function $\operatorname{Tr}: S \rightarrow R$ from $S=G R\left(2^{2 m}, 2^{2}\right)$ onto $R=G R\left(2^{2}, 2^{2}\right)=\mathbb{Z} / 4 \mathbb{Z}$. Under the identification $\Gamma(S) \cong \mathbb{F}_{2^{m}}$, the quaternary linear code $\mathcal{D} \mathcal{G}_{\mathbb{Z} / 4 \mathbb{Z}}(m, r)$ is defined as:

$$
\begin{equation*}
\mathcal{D G}_{\mathbb{Z} / 4 \mathbb{Z}}(m, r)=\left\{\left(\operatorname{Tr}\left(a_{0} x+2 \sum_{i=1}^{r} a_{i} x^{2^{i}+1}\right)+b\right)_{x \in \mathbb{F}_{2^{m}}} \mid a_{0} \in S, a_{1}, \ldots, a_{r} \in \mathbb{F}_{2^{m}}, b \in \mathbb{Z} / 4 \mathbb{Z}\right\} \tag{4}
\end{equation*}
$$

For $m$ odd it is a code of length $N=2^{m}$ over $\mathbb{Z} / 4 \mathbb{Z}$, cardinality $2^{m(r+2)+2}$ and minimum Lee weight $2^{m}-2^{m-\delta}$, where $\delta=\frac{m+1}{2}-r$. Moreover, it is a $\mathbb{Z} / 4 \mathbb{Z}$-module of type $4^{m+1} 2^{r m}$, i.e., it is isomorphic as a $\mathbb{Z} / 4 \mathbb{Z}$-module to $(\mathbb{Z} / 4 \mathbb{Z})^{m+1} \times(\mathbb{Z} / 2 \mathbb{Z})^{r m}[9$, Section II]. The (binary) Delsarte-Goethals code $\mathcal{D} \mathcal{G}_{2}(m+1, \delta)$ is the concatenation of the code $\mathcal{D} \mathcal{G}_{\mathbb{Z} / 4 \mathbb{Z}}(m, r)$ and the Reed-Solomon code $\gamma_{*}(\mathbb{Z} / 4 \mathbb{Z})$, i.e., $\mathcal{D} \mathcal{G}_{2}(m+1, \delta)=\gamma_{*}^{N}\left(\mathcal{D} \mathcal{G}_{\mathbb{Z} / 4 \mathbb{Z}}(m, r)\right)$. It is a distance-invariant code of length $2^{m+1}$, cardinality $2^{m(r+2)+2}$, and minimum Hamming distance $2^{m}-2^{\frac{m-1}{2}+r}$.

The quaternary version of the binary Delsarte-Goethals codes connects them to low-correlation sequences $[2,15]$. Namely, selected codewords of $\mathcal{D} \mathcal{G}_{\mathbb{Z} / 4 \mathbb{Z}}(m, r)$ punctured in the $x=0$ position provide the family $S(r)$, appearing one of its members ( $S(2)$, with $m=8$ ) in the W-CDMA component of the IMT-2000 standard for 3G mobile communication [16] (see also [33, Section V]).

This construction can be also regarded from the point of view of $\mathbb{Z} / 4 \mathbb{Z}$-valued quadratic forms (see [33, Section IV], where $\mathcal{D} \mathcal{G}_{\mathbb{Z} / 4 \mathbb{Z}}(m, r)$ is considered in the context of quaternary sequence families). Namely, the quaternary linear code is related to the set of valuations of the $\mathbb{Z} / 4 \mathbb{Z}$-valued quadratic forms $Q_{a}$ (with $\left.a=\left(a_{0}, a_{1}, \ldots, a_{r}\right) \in S \times \Gamma(S)^{r}\right)$ :

$$
\begin{equation*}
Q_{a}: \Gamma(S)\left(\cong \mathbb{Z} / 2 \mathbb{Z}^{m}\right) \rightarrow \mathbb{Z} / 4 \mathbb{Z} \text { given by } Q_{a}(x)=\operatorname{Tr}\left(a_{0} x+2 \sum_{i=1}^{r} a_{i} x^{x^{i}+1}\right) \tag{5}
\end{equation*}
$$

We will take into account this approach to introduce a general construction of Delsarte-Goethals codes in arbitrary Galois fields of characteristic 2.

Let $R=G R\left(q^{2}, 2^{2}\right)$ be the Galois Ring of $q^{2}$ elements $\left(q=2^{l}, l \geq 1\right)$ and characteristic $2^{2}$, and let $S=G R\left(q^{2 m}, 2^{2}\right)$ be its Galois extension of degree $m$. We want to define an $R$-linear code in the form of (4) for which the corresponding maps in the form of (5) are $R$-valued quadratic forms. This idea was already considered in $[8$, Section 4] when constructing nonequivalent Generalized Kerdock codes from symplectic semifield spreads. In particular, the $R$-valued quadratic forms

$$
T_{s}: \Gamma(S)\left(\cong \Gamma(R)^{m}\right) \rightarrow R \text { given by } T_{s}(x)=\operatorname{Tr}\left(s x^{2}\right)
$$

with $s \in \Gamma(S)$ where used. Therefore, it seems natural to define the Generalized Delsarte-Goethals codes in the following way.

Definition 1. Let $m \geq 3$ odd, $0 \leq r \leq \frac{m-1}{2}$, and $\delta=\frac{m+1}{2}-r$. Consider the trace function $\operatorname{Tr}: S \rightarrow R$ from $S=G R\left(q^{2 m}, 2^{2}\right)$ onto $R=G R\left(q^{2}, 2^{2}\right)$ (where $q=2^{l}, l \geq 1$ ), and define the $R$-code:

$$
\begin{equation*}
\mathcal{D} \mathcal{G}_{R}(m, r)=\left\{\left(\operatorname{Tr}\left(a_{0} x^{2}+2 \sum_{i=1}^{r} a_{i} x^{q^{i}+1}\right)+b\right)_{x \in \Gamma(S)} \mid a_{0} \in S, a_{1}, \ldots, a_{r} \in \Gamma(S), b \in R\right\} \tag{6}
\end{equation*}
$$

The Generalized Delsarte-Goethals code $\mathcal{D} \mathcal{G}_{q}(m+1, \delta)$ is the concatenation of the code $\mathcal{D} \mathcal{G}_{R}(m, r)$ and the Reed-Solomon code $\gamma_{*}(R)$, i.e., $\mathcal{D} \mathcal{G}_{q}(m+1, \delta)=\gamma_{*}^{q^{m}}\left(\mathcal{D} \mathcal{G}_{R}(m, r)\right)$.

Proposition 4. With the notation of the previous definition:

1. $\mathcal{D} \mathcal{G}_{R}(m, r)$ is an $R$-linear code of length $N=q^{m}$ and cardinality $q^{m(r+2)+2}$. Moreover, as an $R$-module it is isomorphic to $R^{m+1} \times\left(\mathbb{F}_{q}\right)^{r m}$.
2. The Generalized Delsarte-Goethals code $\mathcal{D}_{q}(m+1, \delta)$ is an $\mathbb{F}_{q}-($ non-linear $)$ distance-invariant code of length $q^{m+1}$ and cardinality $q^{m(r+2)+2}$.

Proof. 1. It is clear that $\mathcal{D} \mathcal{G}_{R}(m, r)$ is an $R$-module because of the linearity of the trace function, and so it is an $R$-linear code of length $|\Gamma(S)|=q^{m}$. If we show that the zero codeword is only obtained when $a_{0}=a_{1}=\ldots=a_{r}=b=0$, then we can conclude that $\mathcal{D} \mathcal{G}_{R}(m, r)$ is an $R$-module isomorphic to $S \times(\Gamma(S))^{r} \times R \cong R^{m+1} \times\left(\mathbb{F}_{q}\right)^{r m}$ of cardinality $q^{m(r+2)+2}$. But this is easy, as $\operatorname{Tr}\left(a_{0} x^{2}+2 \sum_{i=1}^{r} a_{i} x^{q^{i}+1}\right)+b=0$ for all $x \in \Gamma(S)$, makes $\operatorname{tr}\left(a_{0}^{0} x^{2}\right)=b_{0}$, and $\operatorname{tr}\left(a_{0}^{1} x^{2}+\sum_{i=1}^{r} a_{i} x^{q^{i}+1}\right)+\varkappa\left(\sqrt{a_{0}^{0}} x\right)=b_{1}$, for all $x \in \mathbb{F}_{q^{m}}$ (where $a_{0}=a_{0}^{0}+2 a_{0}^{1}$ and $b=b_{0}+2 b_{1}$ are the 2 -adic decompositions of the elements $a_{0}$ and $b$ ). From the first equality we deduce $a_{0}^{0}=b_{0}=0$ (observe that $\operatorname{tr}\left(a_{0}^{0} x^{2}\right)=\left(\operatorname{tr}\left(\sqrt{a_{0}^{0} x}\right)\right)^{2}$ and use [21, Theorem 2.24]). If we substitute $a_{0}^{0}=0$ into the second equality we get $\operatorname{tr}\left(x L_{a}(x)\right)=b_{1}$, for all $x \in \mathbb{F}_{q^{m}}$, where $L_{a}(x)=a_{0}^{1} x+\sum_{i=1}^{r} a_{i} x^{q^{i}}$. Clearly this forces $b_{1}=0($ take $x=0)$ and $a_{0}^{1}=a_{1}=\ldots=a_{r}=0$, because $\operatorname{tr}\left(x L_{a}(x)\right)$ is a trace form equal to zero with $\operatorname{deg} L_{a} \leq \frac{m-1}{2}[25,7.2 .20$ Remark].
2. Apply [19, Theorem 2].

Observe that, as particular cases, we recover both the classical Delsarte-Goethals codes and the Generalized Kerdock codes.

Remark 1. 1. If $l=1$, i.e., $q=2$, then $\mathcal{D} \mathcal{G}_{R}(m, r)$ is equivalent to the code $\mathcal{D} \mathcal{G}_{\mathbb{Z} / 4 \mathbb{Z}}(m, r)$ of equation (4), and so the Generalized Delsarte-Goethals code $\mathcal{D} \mathcal{G}_{q}(m+1, \delta)$ is equivalent to the original binary Delsarte-Goethals code $\mathcal{D} \mathcal{G}_{2}(m+1, \delta)$. Namely, the map $\varphi: \Gamma(S)^{q^{m}} \rightarrow \Gamma(S)^{q^{m}}$, given by $\varphi\left(\left(c_{x}\right)_{x \in \Gamma(S)}\right)=\left(\left(c_{x^{2}}\right)_{x \in \Gamma(S)}\right)$ induces a permutation equivalence between $\mathcal{D} \mathcal{G}_{\mathbb{Z} / 4 \mathbb{Z}}(m, r)$ and $\mathcal{D} \mathcal{G}_{R}(m, r)$ because

$$
\begin{gathered}
\operatorname{Tr}\left(a_{0} x^{2}+2 \sum_{i=1}^{r} a_{i}\left(x^{2}\right)^{2^{i}+1}\right)+b=\operatorname{Tr}\left(a_{0} x^{2}\right)+2 \operatorname{Tr}\left(\sum_{i=1}^{r} a_{i}\left(x^{2^{i}+1}\right)^{2}\right)+b \\
=\operatorname{Tr}\left(a_{0} x^{2}\right)+2 \operatorname{tr}\left(\left(\bigoplus_{i=1}^{r} \sqrt{a_{i}} x^{2^{i}+1}\right)^{2}\right)+b=\operatorname{Tr}\left(a_{0} x^{2}\right)+2\left(\operatorname{tr}\left(\bigoplus_{i=1}^{r} \sqrt{a_{i}} x^{2^{i}+1}\right)\right)^{2}+b \\
=\operatorname{Tr}\left(a_{0} x^{2}\right)+2 \operatorname{tr}\left(\bigoplus_{i=1}^{r} \sqrt{a_{i}} x^{2^{i}+1}\right)+b=\operatorname{Tr}\left(a_{0} x^{2}+2 \sum_{i=1}^{r} \sqrt{a_{i}} x^{2^{i}+1}\right)+b
\end{gathered}
$$

2. If $r=0$, then [ 8 , Proposition 1] shows that $\mathcal{D} \mathcal{G}_{R}(m, 0)$ is equivalent to the base linear code $\mathcal{K}_{R}(m)$, and so the Generalized Delsarte-Goethals code $\mathcal{D G}_{q}\left(m+1, \frac{m+1}{2}\right)$ is equivalent to the Generalized Kerdock $\mathcal{K}_{q}(m+1)$ code [29].
3. The code $\mathcal{D} \mathcal{G}_{R}(m, r)$ is the set of translates of valuations of the $R$-valued quadratic forms $Q_{a}$ (with $\left.a=\left(a_{0}, a_{1}, \ldots, a_{r}\right) \in S \times \Gamma(S)^{r}\right)$ :

$$
Q_{a}: \Gamma(S)\left(\cong \Gamma(R)^{m}\right) \rightarrow R \text { given by } Q_{a}(x)=\operatorname{Tr}\left(a_{0} x^{2}+2 \sum_{i=1}^{r} a_{i} x^{x^{i}+1}\right)
$$

Namely, if $\lambda \in R, x \in \Gamma(S)$, then

$$
\begin{gathered}
Q_{a}(\lambda x)=\operatorname{Tr}\left(a_{0}(\lambda x)^{2}+2 \sum_{i=1}^{r} a_{i}(\lambda x)^{q^{i}+1}\right)=\operatorname{Tr}\left(a_{0} \lambda^{2} x^{2}+2 \sum_{i=1}^{r} a_{i} \lambda^{q^{i}+1} x^{2^{i}+1}\right) \\
=\operatorname{Tr}\left(\lambda^{2}\left(a_{0} x^{2}+2 \sum_{i=1}^{r} a_{i} x^{2^{i}+1}\right)\right)=\lambda^{2} Q_{a}(x)
\end{gathered}
$$

because $\lambda^{q^{i}} \equiv \lambda \bmod 2 R$. And also, for all $x, y \in \Gamma(S)$,

$$
\begin{gathered}
(x, y)_{Q_{a}}=Q_{a}(x \oslash y)-Q_{a}(x)-Q_{a}(y) \\
=\operatorname{Tr}\left(a_{0}(x \oslash y)^{2}+2 \sum_{i=1}^{r} a_{i}(x \oslash y)^{q^{i}+1}\right)-\operatorname{Tr}\left(a_{0} x^{2}+2 \sum_{i=1}^{r} a_{i} x^{q^{i}+1}\right)-\operatorname{Tr}\left(a_{0} y^{2}+2 \sum_{i=1}^{r} a_{i} y^{q^{i}+1}\right) \\
=\operatorname{Tr}\left(a_{0}(2 x y)+2 \sum_{i=1}^{r} a_{i}\left(x^{q^{i}} y \oslash x y^{q^{i}}\right)\right)=2 \operatorname{Tr}\left(a_{0} x y+\sum_{i=1}^{r} a_{i}\left(x^{q^{i}} y \oslash x y^{q^{i^{i}}}\right)\right)
\end{gathered}
$$

because $(x \oslash y)^{2}=\left(x^{2} \oslash y^{2}\right)=x^{2}+y^{2}+2 x y$, and $(x \oslash y)^{q^{i}+1}=\left(x^{q^{i}} \oslash y^{q^{i}}\right)(x \oslash y)=x^{q^{i}+1} \oslash y^{q^{i}+1} \oslash$ $\left(x^{q^{i}} y \oslash x y^{q^{i}}\right)$. So, the corresponding bilinear form is $B_{Q_{a}}(x, y)=\operatorname{tr}\left(a_{0} x y+\sum_{i=1}^{r} a_{i}\left(x^{q^{i}} y \oslash x y^{q^{i}}\right)\right)$ (cf. [33, page 5806]).

The main result of this paper is the computation of the ideal weight enumerator of the $R$-linear code $\mathcal{D} \mathcal{G}_{R}(m, r)$. As a consequence we obtain the minimum distance of the Generalized DelsarteGoethals codes.

Theorem 1. The ideal weight enumerator of the code $\mathcal{D G}_{R}(m, r)$ is described with the data contained in Table 1.

| \#case | Pair $\left(\nu_{0}(a, b), \nu_{2}(a, b)\right)$ related to the term $y_{0}^{\nu_{0}(a, b)} \cdot y_{2}^{\nu_{2}(a, b)} \cdot y_{1}^{q^{m}-\nu_{0}(a, b)-\nu_{2}(a, b)}$ | \#codewords (coefficient) |
| :---: | :---: | :---: |
| 1 | (0, 0) | $q^{m(r+1)+1}(q-1)$ |
| 2 | $\left(q^{m-1}, q^{m}-q^{m-1}\right)$ | $B_{r}(m-2 k-1)\left(q^{m}-q^{2 s}\right) q$ |
| 3 | $\left(q^{m-1} \pm(q-1) q^{m-s-1}, q^{m}-q^{m-1} \mp(q-1) q^{m-s-1}\right)$ | $B_{r}(m-2 k-1) \frac{q^{2 s} \pm q^{s}}{2}$ |
| 4 | $\left.\left(q^{m-1} \mp q^{m-s-1}, q^{m}-q^{m-1} \pm q^{m-s-1}\right)\right)$ | $B_{r}(m-2 k-1) \frac{q^{2 s} \pm q^{s}}{2}(q-1)$ |
| 5 | $\left(q^{m-2} \pm(q-1) q^{m-s-2}, q^{m-1}-q^{m-2} \mp(q-1) q^{m-s-2}\right)$ | $\left(B_{r}^{1}(m-2 k-1)-D_{r}(m-2 k-1)\right) \frac{q^{2 s} \pm q^{s}}{2}\left(q^{m}-1\right) q$ |
| 6 | $\left(q^{m-2} \mp q^{m-s-2}, q^{m-1}-q^{m-2} \pm q^{m-s-2}\right)$ | $\left(B_{r}^{1}(m-2 k-1)-D_{r}(m-2 k-1)\right) \frac{q^{2 s} \pm q^{s}}{2}\left(q^{m}-1\right)(q-1) q$ |
| 7 | $\left(q^{m-2} \pm(q-1) q^{m-s-2}, q^{m-1}-q^{m-2} \mp(q-1) q^{m-s-2}\right)$ | $\left(B_{r}^{1}(m-2 k-1)-D_{r}(m-2 k-1)\right) \frac{q^{2 s} \pm q^{s}}{2}\left(q^{m}-1\right)(q-1) q$ |
| 8 | $\left(q^{m-2} \mp q^{m-s-2}, q^{m-1}-q^{m-2} \pm q^{m-s-2}\right)$ | $\left(B_{r}^{1}(m-2 k-1)-D_{r}(m-2 k-1)\right) \frac{q^{2 s} \pm q^{s}}{2}\left(q^{m}-1\right)(q-1)^{2} q$ |
| 9 | $\left(q^{m-2}, q^{m-1}-q^{m-2}\right)$ | $\left(B_{r}^{1}(m-2 k-1)-D_{r}(m-2 k-1)\right)\left(q^{m}-q^{2 s+1}\right)\left(q^{m}-1\right) q^{2}$ |
| 10 | $\left(q^{m-2}, q^{m-1}-q^{m-2}\right)$ | $D_{r}(m-2 k-1)\left(q^{m}-q^{2 s}\right)\left(q^{m}-1\right) q^{2}$ |
| 11 | $\left(q^{m-2} \pm(q-1) q^{m-s-1}, q^{m-1}-q^{m-2} \mp(q-1) q^{m-s-1}\right)$ | $D_{r}(m-2 k-1) \frac{q^{2(s-1)} \pm q^{s-1}}{2}\left(q^{m}-1\right)$ |
| 12 | $\left(q^{m-2} \mp q^{m-s-1}, q^{m-1}-q^{m-2} \pm q^{m-s-1}\right)$ | $D_{r}(m-2 k-1) \frac{q^{2(s-1)} \pm q^{s-1}}{2}\left(q^{m}-1\right)(q-1)$ |
| 13 | $\left(q^{m-2}, q^{m-1}-q^{m-2}\right)$ | $D_{r}(m-2 k-1) q^{2(s-1)}\left(q^{m}-1\right)(q-1) q$ |
| 14 | $\left(q^{m-2}, q^{m-1}-q^{m-2}\right)$ | $D_{r}(m-2 k-1) q^{2(s-1)}\left(q^{m}-1\right)(q-1) q$ |
| 15 | $\left(q^{m-2} \pm q^{m-s-1}, q^{m-1}-q^{m-2} \mp q^{m-s-1}\right)$ | $D_{r}(m-2 k-1) q^{2(s-1)}\left(q^{m}-1\right)(q-1)^{2} \frac{q}{2}$ |
| 16 | $\left(q^{m-2} \pm(q-1) q^{m-s-1}, q^{m-1}-q^{m-2} \mp(q-1) q^{m-s-1}\right)$ | $D_{r}(m-2 k-1) \frac{q^{2(s-1)} \pm q^{s-1}}{2}\left(q^{m}-1\right)(q-1)$ |
| 17 | $\left(q^{m-2} \mp q^{m-s-1}, q^{m-1}-q^{m-2} \pm q^{m-s-1}\right)$ | $D_{r}(m-2 k-1) \frac{q^{2(s-1)} \pm q^{s-1}}{2}\left(q^{m}-1\right)(q-1)^{2}$ |
| 18 | $\left(q^{m-2}, q^{m-1}-q^{m-2}\right)$ | $D_{r}(m-2 k-1) q^{2(s-1)}\left(q^{m}-1\right)(q-1)^{2} q$ |
| 19 | $\left(q^{m-2}, q^{m-1}-q^{m-2}\right)$ | $D_{r}(m-2 k-1) q^{2(s-1)}\left(q^{m}-1\right)(q-1) q \frac{q-2}{2}$ |
| 20 | $\left(q^{m-2} \pm q^{m-s-1}, q^{m-1}-q^{m-2} \mp q^{m-s-1}\right)$ | $D_{r}(m-2 k-1) q^{2(s-1)}\left(q^{m}-1\right)(q-1)^{2} \frac{q}{2} \frac{q-2}{2}$ |
| 21 | $\left(q^{m-2}, q^{m-1}-q^{m-2}\right)$ | $D_{r}(m-2 k-1) q^{2(s-1)}\left(q^{m}-1\right)(q-1) q \frac{q}{2}$ |
| 22 | $\left(q^{m-2} \mp q^{m-s-1}, q^{m-1}-q^{m-2} \pm q^{m-s-1}\right)$ | $D_{r}(m-2 k-1) \frac{q^{2(s-1)} \pm q^{s-1}}{2}\left(q^{m}-1\right)(q-1) \frac{(q-1) q}{2} \frac{q}{2}$ |
| 23 | $\left(q^{m-2} \pm q^{m-s-1}, q^{m-1}-q^{m-2} \mp q^{m-s-1}\right)$ | $D_{r}(m-2 k-1) \frac{q^{2(s-1)} \pm q^{s-1}}{2}\left(q^{m}-1\right)(q-1) \frac{(q-1) q}{2} \frac{q}{2}$ |

Table 1: $0 \leq k \leq \frac{m-1}{2}$ and $s=\frac{m-2 k-1}{2}$ (numbers $B_{r}, B_{r}^{1}$ and $D_{r}$ are defined in Proposition 2)

Proof. We need to compute, for all $a_{0} \in S, a_{1}, \ldots, a_{r} \in \Gamma(S), b \in R$, the number of $x \in \Gamma(S)$ such that $c(a, b):=\operatorname{Tr}\left(a_{0} x^{2}+2 \sum_{i=1}^{r} a_{i} x^{q^{i}+1}\right)+b=0$ and such that $c(a, b) \in 2 R^{*}$. If

$$
\nu_{0}(a, b):=\#\{x \in \Gamma(S) \mid c(a, b)=0\}, \nu_{2}(a, b):=\#\left\{x \in \Gamma(S) \mid c(a, b) \in 2 R^{*}\right\}
$$

then the corresponding codeword contributes with a term $y_{0}^{\nu_{0}(a, b)} \cdot y_{2}^{\nu_{2}(a, b)} \cdot y_{1}^{q^{m}-\nu_{0}(a, b)-\nu_{2}(a, b)}$ to the ideal weight enumerator of the code. We can use the 2 -adic decomposition of $c(a, b)$ to express $\nu_{0}(a, b), \nu_{2}(a, b)$ in terms of two equations over the finite field $\mathbb{F}_{q^{m}}$. Namely:

$$
\begin{equation*}
\operatorname{tr}\left(a_{0}^{0} x^{2}\right)=b_{0} \tag{7}
\end{equation*}
$$

$$
\begin{equation*}
\varkappa\left(\sqrt{a_{0}^{0}} x\right)+\operatorname{tr}\left(a_{0}^{1} x^{2}+\sum_{i=1}^{r} a_{i} x^{q^{i}+1}\right)+\sqrt{b_{0}} \operatorname{tr}\left(\sqrt{a_{0}^{0}} x\right)=b_{1} \tag{8}
\end{equation*}
$$

where $a_{0}=a_{0}^{0}+2 a_{0}^{1}$ and $b=b_{0}+2 b_{1}$ are the 2 -adic decompositions of the elements $a_{0}$ and $b$. So, $\nu_{0}(a, b):=\#\left\{x \in \mathbb{F}_{q^{m}} \mid(7)(8)\right.$ are true $\}, \nu_{2}(a, b):=\#\{x \in \Gamma(S) \mid(7)$ is true but (8) is not $\}$

1. First, let $a_{0}^{0}=0$. It is clear that equation (7) is true if and only if $b_{0}=0$. If $b_{0} \neq 0(q-1$ choices), then, for all $a_{0}^{1}, a_{1}, \ldots, a_{r} \in \Gamma(S), b_{1} \in \Gamma(R)\left(\left(q^{m}\right)^{r+1} \cdot q\right.$ choices $)$, we have $\nu_{0}(a, b)=$ $\nu_{2}(a, b)=0$, and the first row of the table is obtained. If $b_{0}=0$, then the equation (7) holds and we need to count the solutions to the equation $\operatorname{tr}\left(a_{0}^{1} x^{2}+\sum_{i=1}^{r} a_{i} x^{q^{i}+1}\right)=b_{1}$ (as $\nu_{2}(a, b)=q^{m}-\nu_{0}(a, b)$ in this case $)$. Observe that because of Proposition 3 , for fixed $a_{1}, \ldots, a_{r} \in$ $\Gamma(S)$, the left hand side of the equation corresponds to evaluations of the set of quadratic
 $0 \leq k \leq \frac{m-1}{2}$ ), then Proposition 3 gives us the number of quadratic forms of hyperbolic, elliptic and parabolic type in the set. For each of them, Proposition 1 provides the number of solutions to equation (8). So, using Proposition 2 we deduce that there are $B_{r}(m-2 k-1)$ bilinear forms $\operatorname{tr}\left(\sum_{i=1}^{r} a_{i}\left(x^{q^{i}} y+x y^{q^{i}}\right)\right)$ of rank $m-2 k-1$ (recall equation (1)), associated to $H(m-2 k-1), E(m-2 k-1), P(m-2 k-1)$ quadratic forms of hyperbolic, elliptic or parabolic type, for which the number of solutions to equation (8) depends on whether $b_{1}=0$ or $b_{1} \neq 0$ ( $q-1$ choices) in the elliptic and hyperbolic cases. This gives us rows $\# 2$ (parabolic), $\# 3$ (hyperbolic/elliptic $b_{1}=0$ ) and $\# 4$ (hyperbolic/elliptic, $b_{1} \neq 0$ ) in the table.
2. Let us now consider the case $a_{0}^{0} \neq 0$. The change of variable $y=\sqrt{a_{0}^{0}} x$, transforms equation (7) into a linear one $\left(\operatorname{tr}(y)=\sqrt{b_{0}}\right)$, and equation (8) into

$$
\varkappa(y)+\operatorname{tr}\left(c_{0} y^{2}+\sum_{i=1}^{r} c_{i} y^{q^{i}+1}\right)+\sqrt{b_{0}} \operatorname{tr}(y)=b_{1}
$$

with $c_{0}=a_{0}^{1}\left(a_{0}^{0}\right)^{-1}$ and $c_{i}=a_{i}\left(\sqrt{\left(a_{0}^{0}\right)^{-1}}\right)^{q^{i}+1}$, for all $i=1, \ldots, r$. If we count the number of solutions $\nu_{0}(a, b)$ to the system of equations $(7)(8)$, then $\nu_{2}(a, b)=q^{m-1}-\nu_{0}(a, b)$ (because the number of solutions to equation (7) is always $q^{m-1}$ ). If (7) is true, then (8) becomes

$$
\varkappa(y)+\operatorname{tr}\left(c_{0} y^{2}+\sum_{i=1}^{r} c_{i} y^{q^{i}+1}\right)=\tilde{b}_{1}
$$

with $\tilde{b}_{1}=b_{1}+b_{0}$. Again, because of Proposition 3 , for fixed $c_{1}, \ldots, c_{r} \in \Gamma(S)$, as $c_{0}$ varies, the left hand side of the latter equation corresponds to evaluations of the set $\mathcal{Q}$ of quadratic forms polarising to $B_{\operatorname{tr}\left(\sum_{i=1}^{r} c_{i} y^{q^{i}+1}\right)+\varkappa(y)}$. Since equations (1) and (3), the ranks of such bilinear forms (for all $c_{1}, \ldots, c_{r} \in \Gamma(S)$ ) is given by Proposition 2. Namely, for all values of $i$, there are $D_{r}(i)$ bilinear forms $B_{\operatorname{tr}\left(\sum_{i=1}^{r} c_{i} y^{q^{i}+1}\right)+\varkappa(y)}$ of rank $i$ such that rad $\left(B_{\operatorname{tr}\left(\sum_{i=1}^{r} c_{i} y^{q^{i}+1}\right)+\varkappa(y)}\right) \subseteq$ ker tr (see Lemma 1), and there are $B_{r}^{1}(i)-D_{r}(i)$ bilinear forms $B_{\operatorname{tr}\left(\sum_{i=1}^{r} c_{i} y^{q^{i}+1}\right)+\varkappa(y)}$ of rank $i$ such that $\operatorname{rad}\left(B_{\operatorname{tr}\left(\sum_{i=1}^{r} c_{i} y^{q^{i}+1}\right)+\varkappa(y)}\right) \nsubseteq$ ker tr. Let us now simultaneously compute the number of solutions to (7) and (8) for all $Q$ in $\mathcal{Q}$.
(a) We begin with the case of those bilinear forms $B_{\operatorname{tr}\left(\sum_{i=1}^{r} c_{i} y^{q^{i}+1}\right)+\varkappa(y)}$ of rank $0 \leq 2 s<m$ such that $\operatorname{rad}\left(B_{\operatorname{tr}\left(\sum_{i=1}^{r} c_{i} y^{q^{i}+1}\right)+\varkappa(y)}\right) \nsubseteq$ kertr. We consider the symplectic basis $\mathcal{E}$ of

Lemma 1 (taking $B=B_{\operatorname{tr}\left(\sum_{i=1}^{r} c_{i} y^{q^{i}+1}\right)+\varkappa(y)}$ and $f=\operatorname{tr}$ ). In coordinates with respect to such a basis, the quadratic forms in $\mathcal{Q}$ have the form $\sum_{i=1}^{s} y_{2 i-1} y_{2 i}+\sum_{i=1}^{m} h_{i} y_{i}^{2}$, where $h_{i} \in \mathbb{F}_{q}$ and $y=\sum_{i=1}^{m} y_{i} e_{i}$. So, the system of equations (7)(8) becomes $y_{m}=\sqrt{b_{0}}$ (7) and $\sum_{i=1}^{s} y_{2 i-1} y_{2 i}+\sum_{i=1}^{m} h_{i} y_{i}^{2}=\tilde{b}_{1}(8)$.
i. If $\left(h_{2 s+1}, \ldots, h_{m}\right)=(0, \ldots, 0)$ then, up to a change of the first $2 s$ coordinates, we are in the case 2. (a) of Proposition 1. So, $\nu_{0}(a, b)=q^{m-2} \pm \nu\left(\tilde{b}_{1}\right) q^{m-s-2}$. We have $(q-1)$ choices for $a_{0}^{0}, B_{r}^{1}(m-2 k-1)-D_{r}(m-2 k-1)$ choices for the $a_{i}, \frac{q^{2 s}+q^{s}}{2}$ or $\frac{q^{2 s}-q^{s}}{2}$ for the $h_{i}$, and $q$ or $q(q-1)$ for $b$. Rows $\# 5$ (hyperbolic/elliptic, $\tilde{b}_{1}=0$ ) and $\# 6$ (hyperbolic/elliptic, $\tilde{b}_{1} \neq 0$ ) collect this information.
ii. On the other hand, when $h_{m} \neq 0$ and $\left(h_{2 s+1}, \ldots, h_{m-1}\right)=(0, \ldots, 0)$, we can change $2 s+1$ coordinates (the first $2 s$ and the last one) and apply case $2 .(g)$ of Proposition 1. Namely, we can first change the first $2 s$ coordinates to get the quadratic form $H_{2 s}+h_{m} y_{m}^{2}$ or $E_{2 s}+h_{m} y_{m}^{2}$, while preserving the linear one.
In the first case, a second change $\sqrt{h_{m}} y_{m}=Y_{2 s+1}, y_{2 s+1}=Y_{m}$ (other coordinates remain $y_{i}=Y_{i}$ ) gives us $P_{2 s}$ and the linear form $\frac{Y_{2 s+1}}{\sqrt{h_{m}}}$. Therefore, we have $\nu_{0}(a, b)=$ $q^{m-2}+\nu\left(\tilde{b}_{1}+b_{0} h_{m}\right) q^{m-s-2}$. There are $\left(q^{m}-1\right)$ choices for $a_{0}^{0}, B_{r}^{1}(m-2 k-1)-D_{r}(m-$ $2 k-1)$ choices for the $a_{i}, \frac{q^{2 s}+q^{s}}{2} \cdot(q-1)$ for the $h_{i}$, and $q$ or $q(q-1)$ for $b$, which gives us the upper part of rows $\# 7\left(\tilde{b}_{1}+b_{0} h_{m}=0\right)$ and $\# 8\left(\tilde{b}_{1}+b_{0} h_{m} \neq 0\right)$.
In the second case, a further change of coordinates $\left(y_{2 s-1}+y_{2 s}=Y_{2 s}, \sqrt{\beta} y_{2 s}+\right.$ $\left.\sqrt{h_{m}} y_{m}=Y_{2 s+1}, y_{2 s+1}=Y_{m}\right)$ gives us $P_{2 s}$ and the linear form $\frac{\sqrt{\beta}}{\sqrt{h_{m}}} Y_{2 s-1}+\frac{\sqrt{\beta}}{\sqrt{h_{m}}} Y_{2 s}+$ $\frac{1}{\sqrt{h_{m}}} Y_{2 s+1}$, with $\operatorname{Abstr}(\beta)=1$. Therefore (with the notation of 2. (g) in Proposition 1), $\left(Q\left(a_{1}, \ldots, a_{m}\right)-a_{2 s+1}^{2}\right) / a_{2 s+1}^{2}=\beta$, and so $\nu_{0}(a, b)=q^{m-2}-\nu\left(\tilde{b}_{1}+b_{0} h_{m}\right) q^{m-s-2}$. There are $\left(q^{m}-1\right)$ choices for $a_{0}^{0}, B_{r}^{1}(m-2 k-1)-D_{r}(m-2 k-1)$ choices for the $a_{i}$, $\frac{q^{2 s}-q^{s}}{2} \cdot(q-1)$ for the $h_{i}$, and $q$ or $q(q-1)$ for $b$, which gives us the lower part of rows $\# 7\left(\tilde{b}_{1}+b_{0} h_{m}=0\right)$ and \#8 ( $\left.\tilde{b}_{1}+b_{0} h_{m} \neq 0\right)$.
iii. Finally, in the rest of cases, because there exists $h_{t} \neq 0$ with $2 s+1 \leq t<m$, we can change $\sum_{i=2 s+1}^{m-1} \sqrt{h_{i}} y_{i}=Y_{2 s+1}$ together with an independent change of the first $2 s$ coordinates to get the quadratic form $H_{2 s}+Y_{2 s+1}^{2}+h_{m} Y_{m}^{2}$ or $E_{2 s}+Y_{2 s+1}^{2}+h_{m} Y_{m}^{2}$, while preserving the linear one. In the first (alt. second) case, a further change $Y_{2 s+1}+$ $\sqrt{h_{m}} Y_{m}=Z_{2 s+1}$ (alt. $Y_{2 s-1}+Y_{2 s}=Z_{2 s-1}, \sqrt{\beta} Y_{2 s}+Y_{2 s+1}+\sqrt{h_{m}} Y_{m}=Z_{2 s+1}$ ) gives us $P_{2 s}$ where as the equivalent linear form does not change. Therefore, case 2.(b) of Proposition 1 applies, i.e., $\nu_{0}(a, b)=q^{m-2}$. There are $\left(q^{m}-1\right)$ choices for $a_{0}^{0}$, $B_{r}^{1}(m-2 k-1)-D_{r}(m-2 k-1)$ choices for the $a_{i},\left(q^{m-2 s-1}-1\right) q^{2 s+1}=q^{m}-q^{2 s+1}$ for the $h_{i}$, and $q^{2}$ for $b$, which gives us row $\# 9$.
(b) Next, we consider the case when $\operatorname{rad}\left(B_{\operatorname{tr}\left(\sum_{i=1}^{r} c_{i} q^{q^{i}+1}\right)+\varkappa(y)}\right)$, of dimension $1 \leq m-2 s \leq$ $m-2$, is contained in kertr. Let $\mathcal{E}$ be again the symplectic basis of Lemma 1 (taking $B=B_{\operatorname{tr}\left(\sum_{i=1}^{r} c_{i} y^{q^{i}+1}\right)+\varkappa(y)}$ and $\left.f=\operatorname{tr}\right)$. In coordinates with respect to such a basis, the system of equations (7)(8) becomes $y_{1}=\sqrt{b_{0}}(7)$ and $\sum_{i=1}^{s} y_{2 i-1} y_{2 i}+\sum_{i=1}^{m} h_{i} y_{i}^{2}=\tilde{b}_{1}$ (8) (where $h_{i} \in \mathbb{F}_{q}$ and $y=\sum_{i=1}^{m} y_{i} e_{i}$ ).
i. If $\left(h_{2 s+1}, \ldots, h_{m}\right) \neq(0, \ldots, 0)$, we can change the last $m-2 s$ coordinates $\left(\sum_{i=2 s+1}^{m} \sqrt{h_{i}} y_{i}=\right.$ $Y_{2 s+1}$ ) and (independently) the first $2 s$ to get either the equivalent form $H_{2 s}+Y_{2 s+1}^{2}=$ $P_{2 s}$ or the form $E_{2 s}+Y_{2 s+1}^{2}$. Clearly, this transformation leaves the equivalent linear form involving only the first $2 s$ coordinates (as the original form involved only
$y_{1}$ and the change of the first $2 s$ coordinates was made independently of the remaining coordinates). In the second case, another change of coordinates $\left(Y_{2 s-1}+Y_{2 s}=\right.$ $Z_{2 s}, \sqrt{\beta} Y_{2 s}+Y_{2 s+1}=Z_{2 s+1}$ gives us $P_{2 s}$ and an equivalent linear form in the first $2 s$ coordinates. Therefore, case 2. $(f)$ of Proposition 1 applies and so $\nu_{0}(a, b)=q^{m-2}$. There are $\left(q^{m}-1\right)$ choices for $a_{0}^{0}, D_{r}(m-2 k-1)$ choices for the $a_{i},\left(q^{m-2 s}-1\right) q^{2 s}=q^{m}-q^{2 s}$ for the $h_{i}$, and $q^{2}$ for $b$, which gives us row $\# 10$.
ii. Therefore, in the rest of the proof we assume $\left(h_{2 s+1}, \ldots, h_{m}\right)=(0, \ldots, 0)$.

If, besides, $h_{1}=0$, then the change of coordinates $y_{1}+h_{2} y_{2}=Y_{1}$, together with a suitable (independent) change of the coordinates $y_{3}, \ldots, y_{2 s}$ leaves the quadratic form equal to $H_{2 s}$ or $E_{2 s}$, and the linear form $Y_{1}+h_{2} Y_{2}$. So, we can apply cases $2 .(c)(d)(e)$ of Proposition 1, depending on whether $\sqrt{b_{0}}=0, Q\left(1, h_{2}, 0, \ldots, 0\right)=h_{2}=0$ or not. So, we have $\left(q^{m}-1\right)$ choices for $a_{0}^{0}, D_{r}(m-2 k-1)$ choices for the $a_{i}, \frac{q^{2(s-1)}+q^{s-1}}{2}$ or $\frac{q^{2(s-1)}-q^{s-1}}{2}$ for $h_{3}, \ldots, h_{2 s}$. When $h_{2}=0$, we have row $\# 11(b=0)$, row $\# 12$ $\left(b_{0}=0 \neq \tilde{b}_{1}\right)$ or row $\# 13\left(b_{0} \neq 0\right)$. When $h_{2} \neq 0(q-1$ possibilities $)$, we have row $\# 14$ $\left(b_{0}=0\right)$ and row $\# 15\left(b_{0} \neq 0\right.$ and the $\frac{q}{2}$ possible $\tilde{b}_{1}$ with $\operatorname{Abstr}\left(\frac{\tilde{b}_{1} h_{2}}{b_{0}}\right)=0$ or 1$)$.
Something similar happens when $h_{1} \neq 0$ but $\operatorname{Abstr}\left(h_{1} h_{2}\right)=0$, i.e., when there exists $g \in \mathbb{F}_{q}$ such that $h_{1} h_{2}=g+g^{2}$. The change of coordinates $\sqrt{h_{1}} y_{1}+\frac{g}{\sqrt{h_{1}}} y_{2}=$ $Y_{1}, \sqrt{h_{1}} y_{1}+\frac{g+1}{\sqrt{h_{1}}} y_{2}=Y_{2}$, together with a suitable (independent) change of the coordinates $y_{3}, \ldots, y_{2 s}$ leaves the quadratic form $H_{2 s}$ or $E_{2 s}$, and the linear form equal to $\frac{g+1}{\sqrt{h_{1}}} Y_{1}+\frac{g}{\sqrt{h_{1}}} Y_{2}$. Since $Q\left(\frac{g+1}{\sqrt{h_{1}}}, \frac{g}{\sqrt{h_{1}}}, 0, \ldots, 0\right)=h_{2}$ we are in the same situation as above (with the restriction to just $\frac{q-2}{2}$ possibilities when $h_{2} \neq 0$, because of the condition on the absolute trace of $h_{1} h_{2}$ ). This gives us rows $\# 16$ to $\# 20$.
iii. Finally, we deal with the case $h_{1} \neq 0$ and $\operatorname{Abstr}\left(h_{1} h_{2}\right)=1$. We can change coordinates $y_{3}, \ldots, y_{2 s}$ to get either $H_{2(s-1)}$ or $E_{2(s-1)}$. In the first case the quadratic form has type $E_{2 s}$ because we can apply the change $\sqrt{h_{1}} y_{1}=Y_{2 s-1}, \frac{y_{2}}{\sqrt{h_{1}}}=Y_{2 s}, y_{2 s-1}=Y_{1}, y_{2 s}=Y_{2}$, and so the linear form is equivalent to $\frac{Y_{2 s-1}}{\sqrt{h_{1}}}$. In this situation $Q\left(0, \ldots, 0, \frac{1}{\sqrt{h_{1}}}, \stackrel{(s}{0}, \ldots, 0\right)=$ $\frac{1}{h_{1}} \neq 0$. In the second case we can apply the change $y_{1}=Y_{1}+h_{2} Y_{2}, y_{2}=Y_{2}+$ $\sqrt{h_{1}} Y_{2 s}, y_{2 s-1}=\sqrt{h_{1}} Y_{1}+\sqrt{h_{1}} h_{2} Y_{2}+Y_{2 s-1}$ to get $H_{2 s}$ and an equivalent linear form $Y_{1}+h_{2} Y_{2}$. Therefore, $Q\left(1, h_{2}, 0, \ldots, 0\right)=h_{2} \neq 0$. Therefore, if $b_{0}=0$, case $2 .(e)$ of Proposition 1 gives us row $\# 21$. Observe that in such a case we have $\left(q^{m}-1\right)$ choices for $a_{0}^{0}, D_{r}(m-2 k-1)$ choices for the $a_{i}, q-1$ possible $h_{1}, \frac{q}{2}$ possible $h_{2}, q^{2(s-1)}$ choices for the remaining $h_{i}$ (it does not matter whether we are in the hyperbolic or elliptic case), and $q$ for $b_{1}$. If $b_{0} \neq 0(q-1$ choices $)$, case $2 .(d)$ of Proposition 1 is used to get rows $\# 22$ and $\# 23$, where we count $\left(q^{m}-1\right)$ choices for $a_{0}^{0}, D_{r}(m-2 k-1)$ choices for the $a_{i}, \frac{(q-1) q}{2}$ pairs $\left(h_{1}, h_{2}\right), \frac{q^{2(s-1)} \pm q^{s-1}}{2}$ choices for $h_{3}, \ldots, h_{2 s}$, and $q-1$ possible $b_{0}$, and $\frac{q}{2}$ different $\tilde{b}_{1}$, depending on the absolute trace of $\frac{\tilde{b}_{1} Q\left(a_{1}, \ldots, a_{m}\right)}{b_{0}}$ (observe that in these cases the hyperbolic and elliptic roles are inverted).

Theorem 2. The terms of the ideal weight enumerator of the code $\mathcal{D} \mathcal{G}_{R}(m, r)$ are summarized in Table 2. And so the minimum distance of the Generalized Delsarte-Goethals code $\mathcal{D} \mathcal{G}_{q}(m+1, \delta)$ is $\frac{q-1}{q}\left(q^{m+1}-q^{\frac{m+1}{2}+r}\right)$.

| \#case | Term | Coefficient |
| :---: | :---: | :---: |
| 1 | $y_{1}^{q^{m}}$ | $q^{m(r+1)+1}(q-1)$ |
| 2 | $y_{0}^{q^{m-1}} y_{2}^{q^{m}-q^{m-1}}$ | $B_{r}(m-2 k-1)\left(q^{m}-q^{2 s}\right) q$ |
| 3 | $y_{0}^{q^{m-1} \pm(q-1) q^{m-s-1} y_{2}^{q^{m}-q^{m-1}} \mp(q-1) q^{m-s-1}}$ | $B_{r}(m-2 k-1) \frac{q^{2 s} \pm q^{s}}{2}$ |
| 4 | $y_{0}^{q^{m-1} \mp q^{m-s-1}} y_{2}^{q^{m}-q^{m-1} \pm q^{m-s-1}}$ | $B_{r}(m-2 k-1) \frac{q^{2 s} \pm q^{s}}{2}(q-1)$ |
| 5 | $y_{0}^{q^{m-2}} \pm(q-1) q^{m-s-2} y_{2}^{q^{m-1}-q^{m-2} \mp(q-1) q^{m-s-2}} y_{1}^{q^{m}-q^{m-1}}$ | $\left(B_{r}^{1}(m-2 k-1)-D_{r}(m-2 k-1)\right) \frac{q^{2 s} \pm q^{s}}{2}\left(q^{m}-1\right) q^{2}$ |
| 6 |  | $\left(B_{r}^{1}(m-2 k-1)-D_{r}(m-2 k-1)\right) \frac{q^{2 s} \pm q^{s}}{2}\left(q^{m}-1\right)(q-1) q^{2}$ |
| 7 | $y_{0}^{q^{m-2}} y_{2}^{q^{m-1}-q^{m-2}} y_{1}^{q^{m}-q^{m-1}}$ | $\begin{gathered} \left(B_{r}^{1}(m-2 k-1)-D_{r}(m-2 k-1)\right)\left(q^{m}-q^{2 s+1}\right)\left(q^{m}-1\right) q^{2} \\ +D_{r}(m-2 k-1)\left(q^{m}-q^{2 s}\right)\left(q^{m}-1\right) q^{2} \\ +2 D_{r}(m-2 k-1) q^{2 s}\left(q^{m}-1\right)(q-1) \end{gathered}$ |
| 8 |  | $D_{r}(m-2 k-1) \frac{q^{2(s-1)} \pm q^{s-1}}{2}\left(q^{m}-1\right) q$ |
| 9 |  | $\begin{gathered} D_{r}(m-2 k-1) \frac{q^{2(s-1)} \pm q^{s-1}}{2}\left(q^{m}-1\right)(q-1) q \\ +D_{r}(m-2 k-1) \frac{q^{2(s-1)}}{2}\left(q^{m}-1\right)(q-1)^{2} q^{2} \end{gathered}$ |

Table 2: Summary table of terms in the ideal weight enumerator ( $0 \leq k \leq \frac{m-1}{2}$ and $s=\frac{m-2 k-1}{2}$ ) (numbers $B_{r}, B_{r}^{1}$ and $D_{r}$ are defined in Proposition 2)

Proof. The table is obtained from Table 1 adding the number of codewords associated to the same term. Namely, rows $\# 1$ to $\# 4$ remain the same, where as rows $\# 5 \# 7$ give row $\# 5$, rows $\# 6 \# 8$ give row $\# 6$, rows $\# 9 \# 10 \# 13 \# 14 \# 18 \# 19 \# 21$ give row $\# 7$, rows $\# 11 \# 16$ give row $\# 8$ and rows \#12\#15\#17\#20\#22\#23 give row \#9.

On the other hand, if for each term we denote by $\nu_{i}$ the exponent of the variable $y_{i}(i=0,1,2)$, then the cases $\# 1$ to $\# 4$ give codewords of weight $q \nu_{2}$, i.e., 0 and $q^{m+1}-q^{m}-\Delta$ with $\Delta \in\{0, \pm(q-$ 1) $\left.q^{m-s}, \pm q^{m-s}\right\}$, and $\frac{m-1}{2}-r<s \leq \frac{m-1}{2}$, because $B_{r}(m-2 k-1)$ has to be nonzero ( $s=0$ is also possible in some cases). The rest of the cases give codewords of weight $q \nu_{2}+(q-1)\left(q^{m}-\right.$ $\left.q^{m-1}\right)=q\left(q^{m-1}-\nu_{0}\right)+\left(q^{m+1}-2 q^{m}+q^{m-1}\right)=q^{m+1}-q^{m}-q\left(\nu_{0}-q^{m-2}\right)$. For them we have $q\left(\nu_{0}-q^{m-2}\right) \in\left\{ \pm(q-1) q^{m-s-1}, \pm q^{m-s-1}, 0, \pm(q-1) q^{m-s}, \pm q^{m-s}\right\}$, with $\frac{m-1}{2}-r<s \leq \frac{m-1}{2}$ (because $B_{r}^{1}(m-2 k-1)-D_{r}(m-2 k-1)$ or $D_{r}(m-2 k-1)$ can not be zero). Also, $s=\frac{m-1}{2}-r$ is allowed in rows $\# 5 \# 6$ and $\# 7$, because in such a case $B_{r}^{1}(m-2 k-1)-D_{r}(m-2 k-1)$ is nonzero too. Therefore, the minimum weight in a nonzero codeword is achieved in row $\# 5$ when $s=\frac{m-1}{2}-r$, i.e., $q^{m+1}-q^{m}-(q-1) q^{m-\left(\frac{m-1}{2}-r\right)-1}=(q-1)\left(q^{m}-q^{\frac{m+1}{2}+r-1}\right)=\frac{q-1}{q}\left(q^{m+1}-q^{\frac{m+1}{2}+r}\right)$.

## 4 Connection of the construction with nonassociative rings

In this final section we connect the codes introduced in this paper with finite semifields, i.e., with finite nonassociative division rings. The connection is related to the construction of codes of Kerdock type from symplectic finite semifields (a particular class of finite nonassociative division rings in the Knuth orbit of a commutative semifield), and also with the recent observation that binary additive MRD codes with minimum distance $n-1$ are spanned by two binary additive MRD codes with minimum distance $n$ [35].

A finite nonassociative ring $S$ is called presemifield, if the set of nonzero elements $S^{*}$ is closed under the product. If $S$ is unital, then it is called finite semifield. The characteristic of a finite presemifield $S$ is a prime number $p$, and $S$ is a finite-dimensional algebra over $\mathbb{F}_{q}\left(q=p^{c}\right)$ of dimension $m$, for some $c, m \in \mathbb{N}$, so that $|S|=q^{m}$.

Given a $\mathbb{F}_{q}$-basis $B=\left\{b_{1}, \ldots, b_{m}\right\}$ of $S$, a unique set of multiplication constants $\lambda_{i j k} \in \mathbb{F}_{q}$ can
be defined by the rule $b_{i} \cdot b_{j}=\sum_{k=1}^{m} \lambda_{i j k} b_{k}$. The finite presemifield $S$ is commutative if and only if $\lambda_{i j k}=\lambda_{j i k}$ for all $1 \leq i, j, k \leq m$. Also, $S$ is called symplectic if $\lambda_{i j k}=\lambda_{k j i}$ for all $1 \leq i, j, k \leq m$. There is a direct connection between these two types of finite presemifields, as observed in [12], since a commutative presemifield is in the Knuth orbit of a symplectic presemifield and reciprocally.

When $S$ is a symplectic presemifield over $\mathbb{F}_{2}$ and $s \in S$, the coordinate matrix $M_{s}$ of the map of right multiplication $R_{s}(x)=x \cdot s$ can be taken symmetric, and so it defines a $\mathbb{Z} / 4 \mathbb{Z}$-valued quadratic form $Q_{s}$ in a straightforward way (namely, $Q_{s}(x)=x M_{s} x^{\top}$, where $x \in \mathbb{F}_{2}^{m}, x^{\top}$ is its transpose, and operations are carried out mod 4). Moreover, according to [4], when $m \geq 3$ odd, the set $\left\{Q_{s} \mid s \in S\right\}$ induces a $\mathbb{Z} / 4 \mathbb{Z}$-Kerdock code (namely, $\left\{\left(Q_{s}(x)+2 a x^{\top}+\varepsilon\right)_{x \in \mathbb{F}_{2}^{m}} \mid s \in S, a \in \mathbb{F}_{2}^{m}, \varepsilon \in \mathbb{Z} / 4 \mathbb{Z}\right\}$ ) which, under the Gray map, produces a nonlinear binary code of Kerdock type (i.e., with the same parameters of the Kerdock code) but not necessarily equivalent.

More generally, any (non necessarily symplectic) finite presemifield over $\mathbb{F}_{q}$ induces a set of $q^{m}$ (non necessarily symmetric) bilinear forms $x M_{s} y^{\top}$ satisfying $M_{s}-M_{t}$ nonsingular for all $s \neq t$. And reciprocally, any additively closed set of $q^{m}$ bilinear forms with coordinate matrices $M_{s}\left(s \in \mathbb{F}_{q}^{m}\right)$ satisfying $M_{s}-M_{t}$ nonsingular for all $s \neq t$, induces a presemifield by the multiplication rule $x \bullet s=$ $M_{s} x^{\top}$.

On the other hand, there is a connection between finite presemifields and $m \times m$ maximum rankdistance (MRD) codes, i.e., codes $C$ consisting of $m \times m$ matrix words over $\mathbb{F}_{q}$ under the rank metric [6] satisfying the following property: $|C|=q^{m(m-e+1)}$, where $\operatorname{rank}(A) \geq e$, for all $0 \neq A \in C$. Additively closed MRD codes of order $q^{m}$ correspond to presemifields (simply consider the set of coordinate matrices of the maps $R_{s}$, for all $s \in S$ ). Recently, it has been observed that for any additively closed binary MRD code of order $2^{2 m}$ (i.e., with minimum rank distance $m-1$ ) there exist two presemifields $S_{1}$ and $S_{2}$ such that $C=\left\{M_{s_{1}}-M_{s_{2}} \mid s_{1} \in S_{1}, s_{2} \in S_{2}\right\}$, that is, it is spanned by the coordinate matrices of right multiplication of two finite presemifields [35, Main Theorem].

The codes considered in this paper are related to the original work of Delsarte and Goethals [7] in the following way. As mentioned in [34, page 1021] the alternating $(m+1, m+1-2 r)-$ set of alternating forms constructed in Theorem 9 of such a paper is the set $\phi(Y)$, where $Y=\left\{B_{Q_{a}} \mid\left(a_{0}, \ldots, a_{r}\right) \in\right.$ $\left.\Gamma(S)^{r+1}\right\}$ (see Remark 1.3) and $\phi\left(B_{Q_{a}}\right):(\Gamma(S) \times \Gamma(R))^{2} \rightarrow \Gamma(R)$ is given by

$$
\phi\left(B_{Q_{a}}\right)((x, \alpha),(y, \beta))=B_{Q_{a}}(x, y)+\sqrt{B_{Q_{a}}(x, x) B_{Q_{a}}(y, y)}+\beta \sqrt{B_{Q_{a}}(x, x)}+\alpha \sqrt{B_{Q_{a}}(y, y)}
$$

The set $C$ of coordinate matrices of these $q^{m(r+1)}$ bilinear forms is additively closed and satisfies $\operatorname{rank}(A) \geq m+1-2 r$, for all $0 \neq A \in C$. It is clear that $C$ is not a MRD, but it attains the bound $|C| \leq q^{m(r+1)}[34$, Corollary 7]. So, from this point of view, it is a set of maximum size induced by the bilinear maps $B_{Q_{a}}$. In the same line of [35, Main Theorem] we can straightforwardly state that $C$ can be spanned by the $\phi$ images of coordinate matrices of right multiplication of $r+1$ finite presemifields. Namely:

$$
Y=\left\{M_{a_{0}}+\sum_{i=1}^{r}\left(M_{a_{i}}+M_{a_{i}}^{t}\right) \mid a_{i} \in \Gamma(S)\right\}
$$

where the presemifields are obtained from the sets of bilinear forms $\left\{\operatorname{Tr}\left(a_{i} x^{q^{i}} y\right)\right\}_{a_{i} \in \Gamma(S)}$. It is an open problem to determine whether this number of presemifields allowing this description is minimal.

## 5 Conclusions

Classical binary Delsarte-Goethals codes can be described through quaternary codes (i.e., codes over the alphabet $\mathbb{Z} / 4 \mathbb{Z}$ ). This description connects them to low-correlation sequences, in particular to
the sequence family $S(2)$ appearing in the W-CDMA component of the IMT-2000 standard for 3G mobile communication. In this paper we have introduced a nonbinary version of the Delsarte-Goethals based on Galois rings of the form $G R\left(2^{2 l m}, 2^{2}\right)$, and on the quadratic forms valued in them $(m \geq 3$ odd). The resulting codes over the alphabet $\mathbb{F}_{q}\left(q=2^{l}\right)$ have length $q^{m+1}$, cardinality $q^{m(r+2)+2}$ and Hamming distance $\frac{q-1}{q}\left(q^{m+1}-q^{\frac{m+1}{2}+r}\right)$, where $0 \leq r \leq \frac{m-1}{2}$. Such a minimum distance has been obtained by explicitly computing the ideal weight enumerator of the Galois ring linear codes they are derived from. Binary Delsarte-Goethals codes and the Generalized Kerdock codes of A.A. Nechaev and A.S. Kuzmin are obtained as particular instances, when $l=1$ or $r=0$, respectively. A connection of this construction to finite semifields has been also established.
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