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Abstract

In this work we consider some classes of functions with relaxed monotonicity con-
ditions generalizing some other given classes of fusion functions. In particular, DI
aggregation functions (called also pre-aggregation functions), DI conjunctors, or
DI implications, etc., generalize the standard classes of aggregation functions, con-
junctors, or implication functions, respectively. We analyze different properties of
these classes of functions and we discuss a construction method in terms of linear
combinations of t-norms.
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1 Introduction

Recently, some new classes of functions have been introduced by considering
already existing types of functions and relaxing the requirements of mono-
tonicity to allow increasingness or decreasingness along one direction rather
than along every direction in some cone [6,10,26]. Additionally, in several re-
cent works the notion of pre-aggregation function has been introduced [18],
proving to be a very useful extension of aggregation functions [15] in classifi-
cation problems [18], specially when some specific pre-aggregation functions
built in terms of extensions of the Choquet integral [3] are considered [19,20].
Note that to stress that the standard monotonicity of aggregation functions
was relaxed into the directional monotonicity, we will call the class of pre-
aggregation functions synonymically as directionally increasing aggregation
functions, DI aggregation functions for short.

In the same way as in the case of aggregation functions, every class of functions
which is defined in terms of usual monotonicity (apart from possibly other con-
ditions) can be extended just by considering monotonicity along some specific
directions. So it is natural to consider a systematic study of such possible
extensions which highlights common features for all of them. In particular,
because for some functions, even if monotonicity is usually required in the
definition, this property is in fact a consequence of the other requirements.
For instance, this is the case for continuous t-norms [22] and copulas [23], and
for this reason a definition which restricts the direction along which mono-
tonicity is considered does not make full sense in this case.

The goal of this work is to provide a general framework which covers the def-
inition of new classes of functions obtained by restricting the monotonicity
of already known functions to some specific directions. In particular, we de-
fine and analyze the class of functions obtained by considering monotonicity
along some (but not all) directions along which monotonicity was required
in the original class. In this way, we are able to generalize the notion of pre-
aggregation function, as well as to introduce a natural extension of this concept
to encompass other relevant classes of fusion functions, including implication
functions, see, for instance, [7,24,25].

In particular, the objectives of this paper are:

• To introduce some class of functions obtained by considering monotonicity
along some (but not all) directions along which monotonicity was required
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for given classes of fusion functions, such as DI aggregation functions, DI
conjunctors, DI implications, etc.

• To analyze some analytical and geometrical properties of these new classes
of functions.

• To discuss a specific example of construction of functions in these new classes
from well known fusion functions.

The structure of this paper is the following: We start with some preliminary
notions and results. In Section 3, we introduce the notion of new classes of
functions extending given classes of fusion functions and we consider some
algebraical and geometrical properties of them, whereas, in Section 4, we con-
sider a specific example focused on conjunctors. We finish with some conclu-
sions and relevant references.

2 Preliminaries

We start by recalling several well-known concepts which are useful for our
subsequent developments. First we recall the notion of fusion function, which
has already been used in the previous papers in the literature (see [10,17]) .

In the following, we use any function F : [0, 1]n → [0, 1] to merge values from
the unit intervals into values in the same interval. In our context, we call them
fusion functions. For some results concerning fusion functions see [10,17].

We denote by Fn the class of all fusion functions of dimension n. We also
denote by C≀n the class of all n-dimensional fusion functions that are constant.

A distinguished class of fusion functions is that of aggregation functions [11,15].

Definition 2.1 An aggregation function is a fusion function M : [0, 1]n →
[0, 1] such that:

(i) M is increasing.
(ii) M(0, . . . , 0) = 0 and M(1, . . . , 1) = 1.

Among aggregation functions we can also consider some specific types of func-
tions. For instance, triangular norms [16].

Definition 2.2 A triangular norm (t-norm) is an aggregation function T :
[0, 1]2 → [0, 1] such that:

(i) T is symmetric.
(ii) T is associative.

(iii) T (x, 1) = T (1, x) = x for every x ∈ [0, 1]
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Example 1 The following are basic examples of t-norms:

• TM(x, y) = min(x, y).
• TP (x, y) = xy.
• TL(x, y) = max(x+ y − 1, 0).

Note that the chain of inequalities

TL(x, y) ≤ TP (x, y) ≤ TM(x, y)

holds for every x, y ∈ [0, 1].

We denote by T the class of all t-norms.

T-norms are particular instances of a broader class of aggregation functions
called conjunctors, which extend the logical (binary) operator AND to the
unit square.

Definition 2.3 A conjunctor is an aggregation function C : [0, 1]2 → [0, 1]
such that C(1, 0) = C(0, 1) = 0.

Evidently, conjunctors are monotone extensions of the classical Boolean con-
junction.

A notion closely related to t-norms is that of overlap functions [2,9], which
are also conjunctors.

Definition 2.4 An overlap function is a continuous aggregation function GO :
[0, 1]2 → [0, 1] such that:

(i) GO is symmetric.
(ii) GO(x, y) = 0 iff xy = 0.

(iii) GO(x, y) = 1 iff xy = 1.

Every continuous t-norm without zero divisors is an overlap function. But
there exist overlap functions which are not t-norms, as, for instance:

GO(x, y) = min(xky, xyk)

for k > 0 and k ̸= 1.

We also recall here some other classes of aggregation functions which will be
useful for us in our subsequent developments ([23]).

Definition 2.5 A fusion function S : [0, 1]2 → [0, 1] is called a semicopula if
it is increasing in each coordinate and 1 is its neutral element, i.e., S(x, 1) =
S(1, x) = x for all x ∈ [0, 1].
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Definition 2.6 A quasi-copula is a semicopula Q which is also a 1-Lipschitz
function.

Definition 2.7 A copula is a semicopula C which is 2-increasing, i.e.,

C(x, y) + C(x′, y′)− C(x′, y)− C(x, y′) ≥ 0

for all 0 ≤ x ≤ x′ ≤ 1, 0 ≤ y ≤ y′ ≤ 1.

We denote by C the class of all copulas.

Another class of functions which is also of interest for us in this work is pro-
vided by implication functions.

Definition 2.8 An implication function is a fusion function I : [0, 1]2 → [0, 1]
such that

(1) I(0, 0) = I(0, 1) = I(1, 1) = 1 and I(1, 0) = 0
(2) I is decreasing in its first variable and increasing in its second variable.

We denote by I the class of all implication functions.

2.1 Different notions of monotonicity

In all the definitions we have discussed in this section, monotonicity plays a
key role. But, from the point of view of applications, monotonicity can be a
too strong requirement. For this reason, several researchers have considered
weakened versions of monotonicity. In particular, Wilkin et al. [26] introduced
the notion of weak monotone function in order to encompass the mode (which
is not monotone) in the following way.

Definition 2.9 ([26]) A fusion function F : [0, 1]n → [0, 1] is said to be
weakly monotone increasing if the inequality

F (x1 + h, . . . , xn + h) ≥ F (x1, . . . , xn) (1)

holds for every x1, . . . , xn, h ∈ [0, 1] such that xi + h ≤ 1, i ∈ {1, . . . , n}.

Analogously, F is said to be weakly monotone decreasing if the inequality

F (x1 + h, . . . , xn + h) ≤ F (x1, . . . , xn) (2)

holds for every x1, . . . , xn, h ∈ [0, 1] such that xi + h ≤ 1, i ∈ {1, . . . , n}.

A function F is said to be weakly monotone if it is weakly monotone increasing
or weakly monotone decreasing. Clearly, any increasing (decreasing) fusion
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function is also weakly monotone increasing (decreasing).

From a geometrical point of view, weak monotone functions are those functions
which increase (or decrease) along the fixed ray defined by the vector (1, . . . , 1)
starting at any point of the domain of the function. From a theoretical point
of view, there is no reason to restrict the analysis to this specific direction
rather than considering more general rays. This idea was developed into the
notion of directional monotonicity in [10]. We recall now this definition.

Definition 2.10 ([10]) Let r⃗ = (r1, . . . , rn) be a real n-dimensional vector,
r⃗ ̸= 0⃗. A fusion function F : [0, 1]n → [0, 1] is r⃗-increasing if for all points
(x1, . . . , xn) ∈ [0, 1]n and for all c > 0 such that (x1+cr1, . . . , xn+crn) ∈ [0, 1]n

we have
F (x1 + cr1, . . . , xn + crn) ≥ F (x1, . . . , xn) .

The notion of r⃗-decreasing fusion function is defined analogously, just reversing
the previous inequality.

In order to follow with our study, we first introduce the following notations.
Given a set D of non-null vectors in Rn, we denote by Fn,D the set

Fn,D = {F ∈ Fn | F is r⃗ − increasing for some r⃗ ∈ D}

We also define

Fn,(D) = {F ∈ Fn | F is r⃗ − increasing for every r⃗ ∈ D}

Finally, given a fusion function F ∈ Fn, we denote by RF the set of all non-null
vectors r⃗ such that F is r⃗-increasing. Given a set G ⊆ Fn, we write:

RG = ∩G∈GRG

With these definitions, the following result is straightforward.

Proposition 2.1 The following statements hold:

(1) Fn,(∅) = Fn = Fn,∅;
(2) Fn,(Rn\{0⃗}) = C≀n.

It is worth noticing that every increasing function (in the usual sense) is
also r⃗-increasing for every non-negative real vector r⃗. However, the class of
directionally increasing fusion functions is much wider than that of increasing
functions. For instance:

• Fuzzy implication functions (see [1,7]) are (−1, 1)-increasing functions. As a
consequence, many other functions which are built using implication func-
tions (probably combined with aggregation functions) are also directionally
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increasing. For instance, some subsethood measures (see [8]) are direction-
ally monotone, since they can be obtained by aggregating appropriate im-
plication functions.

• Particular means are also directionally increasing with respect to some spe-
cial directions r⃗, see [3].

• As we have already mentioned, weakly increasing functions are a particular
case of directionally increasing functions with respect to the direction r⃗ =
(1, . . . , 1).

Now we combine the notions of directional increasingness and that of aggre-
gation function.

Definition 2.11 A directionally increasing (DI) aggregation function is an
r⃗- directionally increasing fusion function F : [0, 1]n → [0, 1] with respect to
some direction r⃗ ∈ [0, 1]n and that satisfies the same boundary conditions as
an aggregation function.

Recall again that the concept of DI aggregation function has already been in-
troduced in the literature with the name of pre-aggregation function, see [18].
Furthermore, also note that the term DI subsethood measure (meaning de-
creasing and increasing subsethood measure) was introduced in [5].

Every aggregation function is in particular a DI aggregation function. But
there exist DI aggregation functions which are not aggregation functions, the
mode being one of the most relevant examples. For other properties and con-
struction methods of DI aggregation functions, see also [12].

Remark 1 Note that formally, with respect to the null vector r⃗ = (0, . . . , 0),
any fusion function is r⃗-directionally increasing (this is an empty condition).
On the other hand, for any direction r⃗, if a fusion function is r⃗-directionally
increasing, then it is also αr⃗-directionally increasing for any α > 0, see [10].
Thus, concerning the directions, it is equivalent to write that a fusion function
is directionally increasing for some r⃗ from [0, 1]n, from [0, 1]n\{(0, . . . , 0)},
from [0,∞[n or from [0,∞[n\{(0, . . . , 0)}. For the sake of simplicity, we will
use in such cases only [0, 1]n.

3 Classes of DI fusion functions

In the same way as DI aggregation functions were introduced from aggregation
functions by considering directional monotonicity instead of monotonicity, it
is possible to define DI t-norms, DI overlaps, and, in general, a class of DI
functions for every class of functions in whose definition monotonicity enters.
In this section, we start such an analysis, providing a general framework for
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all these definitions. In particular, we propose to consider a system G of fu-
sion functions characterized by some properties p not related to monotonicity
forming a set P , and, possibly, by some monotonicity conditions. Then P and
RG completely characterize G.

Now, observe that, if for any non-null vector r⃗, we denote :

Gr⃗ = {F ∈ Fn | F satisfies all the properties in P and F is r⃗−increasing}

then
G = ∩r⃗∈RGGr⃗

Example 2 Consider the class of two-dimensional copulae, C. In this case,
the set of properties not related to monotonicity is

P = {0 annihilator , 1 neutral element , supermodularity}

and
RC = [0,∞[2\{(0, 0)}

Then, for any r⃗ ∈ RC, we have that Cr⃗ = C. But, furthermore,

C(−1,0) = ∅

and
C(−1,1) = {TL}

where TL(x, y) = max(0, x+ y − 1) is the smallest copula.

Now take α ∈ [0, 1], and define a function Cα : [0, 1]2 → [0, 1] as

Cα(x, y) = max(0,min(x+ α(y − 1), y + α(x− 1))) .

Then Cα is a copula and RCα is a cone bounded by the vectors c(−α, 1) and
c(1,−α), with c > 0. Observe that C0 = TM and then RC0 is the first quadrant
(without the null vector), and C1 = TL and RC1 is the half plane above the
axis of the second and the fourth quadrant.

In order to avoid inconsistencies, it is important that the set P actually com-
prises all boundary conditions. This is due to the fact that some conditions
can be deduced from other ones if all the directions in RG are considered, but
this is not any more the case if less conditions are considered. For instance,
take, e.g., the class I of all implication functions. Then, RI is the cone cor-
responding to the second quadrant (without its vertex, which corresponds to
the null vector). But regarding the definition of P , several possibilities may
be considered, e.g.,

P1 = {I(1, 0) = 0, I(0, 0) = I(0, 1) = I(1, 1) = 1}
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or
P2 = {I(1, 0) = 0, I(0, 0) = I(1, 1) = 1} .

Note that from the (0, 1)-monotonicity of implications, also in case P2 the
equality I(0, 1) = 1 follows. But we intend that DI implication functions (i.e.,
DI fusion functions which satisfy the same boundary constraints as implication
functions but which are just r⃗-increasing for some direction r⃗ in the second
quadrant) related to P1 should always satisfy F (0, 1) = 1, which is not true
for DI implication functions related to P2, as this is much broader class, which
contains, e.g., the function F given by F (0, 0) = F (1, 1) = 1 and F (x, y) = 0
elsewhere, which is a particular instance of bi-implication. So in order to define
DI implication functions, we should take:

PI = {F (1, 0) = 0 and F (x, y) = 1 if x = 0 or y = 1} . (3)

Analogously, if we consider the class of t-norms, T , we should have

PT = {F (x, y) = min(x, y) whenever {x, y} ∩ {0, 1} ̸= ∅;
F is symmetric and associative}

Taking into account this discussion, the key definition from which the rest of
the work originates is the following one.

Definition 3.1 Let G be a set of n-dimensional fusion functions character-
ized, possibly by some monotonicity and by some properties p not related to
monotonicity forming a set P which also contains all the boundary conditions
fulfilled by functions in G; that is, if for all F ∈ G and some argument x
it holds that F (x) = f(x) with some fixed function f , then this boundary
condition should be included in P.

Then, DI-G is the class of all n dimensional fusion functions such that G ∈
DI-G if and only if:

(i) G satisfies the same boundary conditions and properties not related to or-
dering as the functions in G.

(ii) G is r⃗-increasing for some r⃗ ∈ RG.

Note that a fusion function G such that G ∈ DI −G but G /∈ G will be called
a proper DI − G function.

Example 3 (1) The first example for this definition, which is also the mo-
tivation for the present work, is provided by DI aggregation functions. In
this case, we take G as the set of aggregation functions, P = {G(0, . . . , 0) =
0 and G(1, . . . , 1) = 1} and RG = {r⃗ ∈ [0, 1]n}.

(2) Analogously, we can obtain new examples if we consider specific examples
of aggregation functions. For instance, DI overlap functions are defined
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taking G as the set of overlap functions (see [9]) and RG = {r⃗ ∈ [0, 1]2}.
Analogously, DI semicopulae can be defined taking G as the set of semi-
copulae and RG = {r⃗ ∈ [0, 1]2}. In general, given any specific class of
aggregation function, we can build the corresponding class of DI fusion
functions by keeping the same boundary conditions and relaxing the di-
rectional increasingness with respect to all vectors r⃗ ∈ RG into an r⃗-
increasingness with respect to some (at least one but arbitrary) vector
from RG.

Example 4 Another interesting example to be discussed is that of DI impli-
cation function, that we have already started to discuss. In this case, we take
as G the set of implication functions, with PI defined as above, and we get
RG = [−1, 0]× [0, 1]. For instance, we have that:

I(x, y) =


1 if x = y = 1 or x = 0;

0 if (x, y) = (1, 0);

A(x, y) in other cases,

where A : [0, 1]2 → [0, 1] is any (0, 1)-increasing function, is an example of DI
implication. In particular, we can take as A any aggregation function, and in
this way, the resulting function is a proper DI implication function.

Remark 2 According to the philosophy behind Definition 3.1, note that, for
speaking of a class of DI fusion functions for a given class G of functions,
it is necessary that monotonicity is a property defining the original class of
functions. This means a proper class of DI fusion functions exists for every
class of functions.

Example 5 (1) Let us consider the class of proper DI copulae. These func-
tions are defined in terms of appropriate boundary conditions, supermod-
ularity or, equivalently, 2-increasingness property. Note that supermod-
ularity (2-increasingness) together with the boundary conditions implies
the increasingness and 1-Lipschitzianity of copulae. So it does not exist
a set of directions RG for characterizing these functions. Even if these
functions are r⃗-increasing for every r⃗ ∈ [0, 1]2, these properties follow
from the constraints imposed in the definition so it is not necessary to
impose directions.

(2) An analogous situation holds for the class of continuous t-norms. Actually,
these functions are usually defined requiring monotonicity. But, from an
original result by Mostert and Shields [22], see also [16], any continuous
fusion function which is associative, and for which 1 is a neutral element
and 0 is idempotent must be a continuous t-norm, so it must be, in
particular, monotone. So, according with our definition, no proper DI
continuous t-norms exist. But since monotonicity does not follow from
the other conditions in the definition of a t-norm which is not continuous,
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it actually makes sense to speak of the class of general DI t-norms, see
more examples in [13].

(3) From duality, if a proper class of DI fusion functions of a class G exists,
it also exists the proper class of DI fusion functions of the dual class of
G. In particular, this means that proper DI t-conorms exist but this is
not the case for the class of continuous t-conorms (which is obtained by
duality from the class of continuous t-norms). See more examples in [14].

Example 6 Consider the class W of weighted arithmetic means. In this case

PW = {idempotency; additivity}

and
RW = [0,∞[n\{⃗0}

If F belongs to the corresponding class of DI weighted arithmetic means, note
that additivity implies that

F (x1, . . . , xn) =
n∑

i=1

wixi

for some vector (w1, . . . , wn). And the idempotency implies that ∑n
i=1wi = 1.

Now, in order to have a fusion function, if we consider an input which takes
value 1 at position i and 0 in any other position, then

F (0, . . . , 0, 1, 0, . . . , 0) = wi

so (w1, . . . , wn) ∈ [0, 1]n, thus F is in fact a weighted arithmetic mean, and
there does not exist a proper class of DI weighted arithmetic means.

But consider now the class H of OWA operators. Then

PH = {idempotency; comonotone additivity; symmetry}

and RH = RW , as above. In this case, if we consider a function in the corre-
sponding class of DI OWA operators, the comonotone additivity and symmetry
imply that

F (x1, . . . , xn) =
n∑

i=1

wixσ(i)

where σ is a permutation of {1, . . . , n} such that σ(1) ≥ σ(2) ≥ · · · ≥ σ(n).
Furthermore, idempotency implies that ∑n

i=1 wi = 1. To be a fusion function,
consider xi to be the input with 1 in the first i-th positions and 0 in all the
other ones. Then:

F (xi) = w1 + · · ·+ wi ∈ [0, 1]

and in fact, this is also a sufficient condition. This means that, for n = 2,
proper DI OWA operators do not exist, but for instance, for n = 3, we can
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consider w1 = w3 = 1 and w2 = −1, and then

F (x1, x2, x3) = max(x1, x2, x3)−median(x1, x2, x3) + min(x1, x2, x3)

Obviously, if x1+c, x2+c, x3+c ∈ [0, 1] for some positive c, then F (x1+c, x2+
c, x3 + c) = F (x1, x2, x3) + c ≥ F (x1, x2, x3), i.e., F is weakly increasing and
thus a proper DI OWA operator. Note that this function F is often consid-
ered in algebra as a prototypical example of a proper Post-associative ternary
function, i.e., for any x1, . . . , x5 ∈ [0, 1] it satisfies F (F (x1, x2, x3), x4, x5) =
F (x1, F (x2, x3, x4), x5) = F (x1, x2, F (x3, x4, x5)).

In the following we start analyzing some properties of the class of DI fusion
functions of a given class G. First of all, we consider the relationship between
G and its corresponding class DI-G. The following result is straightforward.

Proposition 3.1 For every set G of fusion functions as in Definition 3.1, it
holds that G ⊆ DI-G.

Proposition 3.2 Let G and DI-G be as in Definition 3.1. Assume that all
vectors in RG are linearly dependent. Then, G = DI-G.

Proof. From the results in [10], it follows that every r⃗-increasing function is
also αr⃗-increasing for every α > 0. In particular, this means that Gr⃗ = Gαr⃗ for
every α > 0, and the result follows. �

Remark 3 In particular, Prop. 3.2 means that G =DI-G either if RG = ∅ or
RG is a one-dimensional subset of vectors from Rn.

Example 7 Take G as the class of weakly increasing DI aggregation functions.
Then we can take u⃗ = (1, . . . , 1) and we are in the setting of Prop. 3.2, so G =
DI-G.

Remark 4 Observe that the converse of Prop. 3.2 does not hold. Just consider
the case G = C.

The following result is straightforward.

Proposition 3.3 Let G be a set as in Definition 3.1. Then:

(1) G =
∩

r⃗∈RG Gr⃗.
(2) DI-G =

∪
r⃗∈RG Gr⃗.

Taking into account this approach, it is possible to define a topology on the
set DI-G as follows.

Proposition 3.4 The family {∪r⃗∈AGr⃗ | A ⊆ RG} (where ∪r⃗∈∅Gr⃗ = ∅ by
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definition) is a topology over the set DI-G.

Proof.

The fact that both ∅ and DI-G belong to the family is straightforward. If
A1 = ∪r⃗∈A1Gr⃗ and A2 = ∪r⃗∈A2Gr⃗ are two sets in the family, then:

A1 ∩ A2 = ∪r⃗∈A1∪A2Gr⃗ .

Finally, the fact that the union of sets in the family is again a set in the family
is straightforward from our construction. �

Regarding the preservation of classes of DI fusion functions by proper opera-
tors, we first have the following result.

Proposition 3.5 Let G be a set as in Definition 3.1 and let r⃗ ∈ RG. Let
F : [0, 1]n → [0, 1] be an increasing function. Then, for every G1, . . . , Gn ∈ Gr⃗,
if the function

F ◦ (G1, . . . , Gn)(x1, . . . , xn) = F (G1(x1, . . . , xn), . . . , Gn(x1, . . . , xn))

satisfies the same boundary conditions required to functions in G, it is also a
fusion function in Gr⃗.

Proof.

Since G1, . . . , Gn ∈ Gr⃗, it follows that, for every (x1, . . . , xn) ∈ [0, 1]n and c > 0
such that x1 + cr1, . . . , xn + crn ∈ [0, 1], the inequality

Gi(x1 + cr1, . . . , xn + crn) ≥ Gi(x1, . . . , xn)

holds for any i ∈ {1, . . . , n}. Then, from the monotonicity of F , we have that

F ◦ (G1, . . . , Gn)(x1 + cr1, . . . , xn + crn) ≥ F ◦ (G1, . . . , Gn)(x1, . . . , xn)

so the result follows. �

Note that if the increasing fusion function F in Proposition 3.5 is idempotent
(thus it is also an aggregation function), it automatically satisfies all other
constraints considered in Proposition 3.5.

Corollary 3.6 Let G be the set of DI aggregation functions and let r⃗ ∈ RG.
Let F : [0, 1]n → [0, 1] be an aggregation function which preserves the boundary
conditions of DI aggregation functions. Then, for every G1, . . . , Gn ∈ Gr⃗, the
function F ◦ (G1, . . . , Gn) is also a fusion function in Gr⃗.

Proof.
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It follows from the fact that every aggregation function is in particular weakly
increasing. �

As a consequence of these results, we can state the following result.

Proposition 3.7 Let G be a set as in Definition 3.1, where the boundary
conditions are given by the value of some function on some subset of [0, 1]n.
Then, for every r⃗ ∈ RG, the class Gr⃗ is a lattice with the operations joint and
meet defined in terms of the pointwise maximum and minimum of functions,
respectively.

Proof.

It follows from the fact that the maximum and the minimum are aggrega-
tion functions which are idempotent and will hence preserve the value of the
function which defines the boundary condition. �

3.1 Classes of DI fusion functions and duality

Recall that we say that two classes G1 and G2 are dual to each other if G1 ∈ G1

if and only if there exists a function G2 ∈ G2 such that:

G1(x1, . . . , xn) = 1−G2(1− x1, . . . , 1− xn)

for every x1, . . . , xn ∈ [0, 1].

Then, for dual classes we have the following result.

Proposition 3.8 Let G1 and G2 be dual to each other. Then, DI-G1 and DI-G2

are also dual to each other.

Proof. First of all note that, since G1 and G2 are dual to each other, the
boundary conditions for defining G1 and G2 are appropriately transformed by
duality. So we only need to worry about monotonocity. But, from Corollary 2
in [10], we know that a fusion function F is r⃗-increasing if and only if its dual
is also r⃗-increasing. As a consequence, RG1 = RG2 and the result follows. �

Regarding this analysis of duality, recall that in [21] the authors proposed to
consider the so-called extended Boolean (EB) functions, i.e., fusion functions
F : [0, 1]2 → [0, 1] such that F (0, 0), F (0, 1), F (1, 0), F (1, 1) ∈ {0, 1}. The
authors denoted by Φ the class of all involutive monotone functions in [0, 1]
(i.e., monotone functions φ : [0, 1] → [0, 1] such that φ(φ(x)) = x for every
x ∈ [0, 1]) and by Ψ = Φ3\{id, id, id}, where id : [0, 1] → [0, 1] denotes
the identity function id(x) = x. Then, the authors introduced the following
definition of duality.

14



Definition 3.2 [21] Let D = (φ1, φ2, φ3) ∈ Ψ. Then, the mapping

DD : F2 → F2

defined, for each F ∈ F2 by DD(F ) = FD, with

FD(x, y) = φ1(F (φ2(x), φ3(y))

is called a D-duality.

One advantage of this definition is that it allows to relate well-known classes
of fusion functions. For instance, the class of implication functions I is D-dual
of the class of aggregation functions M : [0, 1]2 → [0, 1] such that M(1, 0) =
M(0, 1) = 1 for any D = (id, φ2, id) ∈ Ψ with φ2 ̸= id (see [25] for a detailed
analysis of this relation).

A particular class of D-dualities is provided by basic D-dualities, which are
those obtained with D ∈ {id,Ns}3\{id, id, id} (with Ns(x) = 1 − x). It is
possible to define new classes of DI fusion functions by using this D-duality.
In particular, from the results in [21], we can state the following.

Proposition 3.9 Let DI-G be a class obtained from a given class of two-
dimensional EB functions G. Assume that for every F ∈ DI-G and for every
increasing bijection θ : [0, 1] → [0, 1], it follows that θ−1(F (θ(x), θ(y))) ∈ DI-G.
Then, if DI-G is autodual with respect to the negation N(x) = 1 − x, then it
is also autodual with respect to any other strong negation.

Remark 5 Observe that, in general, it is not true that if the class of fusion
functions is D-dual to some other class, then the corresponding classes of DI
fusion functions are also D-dual.

3.2 The problem of convexity

If the class G is convex, this does not mean that DI-G is also convex. This is
due to the fact that a linear combination of functions which are r⃗-increasing
for different vectors r⃗ need not be directionally increasing. For instance, if we
consider the functions A,B : [0, 1]2 → [0, 1] given by

A(x, y) = min(1, x+max(0, x− 4y))

and
B(x, y) = min(1, y +max(0, y − 4x))

so A(x, y) = B(y, x). Let C : [0, 1]2 → [0, 1] be defined as

C(x, y) =
A(x, y) +B(x, y)

2
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Fig. 1. Graphical depiction of function A(x, y) = min(1, x+max(0, x− 4y)).
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Fig. 2. Graphical depiction of function C(x, y) = A(x,y)+B(x,y)
2 .

then C is not r⃗-increasing whatever r⃗ is, even if A is (1, 0)-increasing and B is
(0, 1)-increasing (see Fig. 1 and 2). Then C is not a DI aggregation function
even if both A and B are coordinate-wise monotone DI aggregation functions.

However, the following result holds.

Proposition 3.10 Let G be a convex class. Then, for every r⃗ ∈ RG, the set
Gr⃗ is also convex.

Proof. Since the class G is convex, it follows that the boundary conditions
which define the functions (which are independent of the monotonicity con-
ditions, by assumption) in this class are preserved by convex combinations of
functions (observe that a convex combination can be seen as a weighted arith-
metic mean playing the role of function F in Proposition 3.5). So consider
G1, G2 ∈ Gr⃗ and take λ ∈ [0, 1]. The function:

λG1 + (1− λ)G2
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verifies the same boundary conditions as G1 and G2, as we have already said.
Since a convex combination of fusion functions which are r⃗-increasing for the
same vector r⃗ is also r⃗-increasing. The result follows. �

However, the converse of this result is also true.

Proposition 3.11 Let the class G be such that, for every r⃗ ∈ RG, the set Gr⃗

is convex. Then the class G is also convex.

Proof.

Just notice that the intersection of convex sets is again a convex set. �

4 A specific example: Construction of DI conjunctors

In this section we analyze some specific examples related to our previous the-
ory. Specifically, we are interested in building DI conjunctors starting from
appropriate linear combinations of t-norms. We start with a result that will
be of interest for our study.

Proposition 4.1 Each symmetric DI aggregation function F is weakly mono-
tone.

Proof.

Let r⃗ ∈ [0, 1]n be a vector such that F is r⃗-increasing and let σ : {1, . . . , n} →
{1, . . . , n} be a permutation. From the symmetry of F , it follows that F is also
r⃗σ = (rσ(1), . . . , rσ(n)) increasing. From [10], we know that F is also increasing
along the direction

1

n!

∑
σ

r⃗σ

where the summation extends for every permutation of {1, . . . , n}. But

1

n!

∑
σ

r⃗σ = (t, . . . , t)

where t = 1
n

∑n
i=1 ri, so the result follows. �

As a consequence of this result, it does not exist any symmetric function F
satisfying the boundary conditions from a class of DI aggregation functions
unless F is also weakly increasing.

Now let us consider the following specific example.
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Fig. 3. Representation of C

Fig. 4. Representation of I

Let C : [0, 1]2 → [0, 1] be the function:

C(x, y) = max(2x+ y − 2, 0)

which is a conjunctor (see Fig. 3).

Then the function
I(x, y) = 1− C(x, 1− y)

is an implication function (see Fig. 4).

Now let us consider the function C1(x, y) = 2xy − C(x, y) = 2xy −max(2x+
y − 2, 0) (see Fig. 5)

This function is a DI conjunctor, since it is directionally increasing with respect
to r⃗ = (r1, r2) ̸= (0, 0) and 2r1 ≤ r2. We can build a DI implication related to
this DI conjunctor in the following way:

I1(x, y) = 1− C1(x, 1− y)

18



Fig. 5. Representation of C1.

Observe that I1 extends the standard Boolean implication, so it fulfills the
same boundary conditions as implication functions (Eq. 3). However, this
function does not satisfy the monotonicity properties of implication functions,
so it is a proper DI implication function.

Now, let us consider the three examples of t-norms TM(x, y), TP (x, y) and
TL(x, y), already introduced in Example 1. We are going to study the following
families of linear combinations. Given k ≥ 0, we define:

(1)
Gk

M,P = (k + 1)TM − kTP

(2)
Gk

M,L = (k + 1)TM − kTL

(3)
Gk

P,L = (k + 1)TP − kTL

First of all, note that Gk
M,P , G

k
M,L and Gk

P,L are t-norms only if k = 0.

Furthermore, we have the following result.

Proposition 4.2 (1) The function Gk
M,P is a fusion function if and only if

k ∈ [0, 1].
(2) The function Gk

M,L is a fusion function if and only if k ∈ [0, 1].
(3) The function Gk

P,L is a fusion function if and only if k ∈ [0, 3].

Proof.

(1) We start considering the function

Gk
M,P (x, y) = (k + 1)TM − kTP .
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Since the minimum is the greatest of all the t-norms, the inequality

Gk
M,P (x, y) ≥ 0

holds for every k ≥ 0 and for every x, y ∈ [0, 1]. Besides, take k > 1. In
this setting, taking x = y = k+1

2k
it follows that

Gk
M,P (x, y) = (k + 1)x− kx2 =

(k + 1)2

2k
− (k + 1)2

4k
=

(k + 1)2

4k
> 1

In fact, an analogous inequality holds taking x ∈] 1
k
, 1[.

Now let us take k = 1. Without loss of generality we can assume x ≤ y.
Then:

G1
M,P (x, y) = 2min(x, y)− xy = x(2− y) ≤ x(2− x) .

But the function f(x) = x(2 − x) attains its maximum at x = 1 and
f(1) = 1, so it follows that

G1
M,P (x, y) ≤ 1

for every x, y ∈ [0, 1]. Since the function Gk
M,P is increasing as a function

of k, it follows that Gk
M,P is a fusion function if and only if k ∈ [0, 1], as

we intended to prove.
(2) Let us consider now the function Gk

M,L (see Fig. 6 and 7). Since the
minimum is the greatest of all the t-norms, the inequality

Gk
M,L(x, y) ≥ 0

holds for every k ≥ 0 and for every x, y ∈ [0, 1]. If k > 1, take x ∈
[ 1
k+1

, 0.5]. Then
Gk

M,L(x, x) = (k + 1)x > 1,

so Gk
M,L is not a fusion function in this case. Now, it is straightforward

that for k = 1 it holds that

G1
M,L(x, y) ≤ 1.

So, as the function Gk
M,L is increasing in the parameter k, it follows that

it is a fusion function if and only if k ∈ [0, 1], as we intended to prove.
(3) Finally, let us consider

Gk
P,L(x, y) = (k + 1)TP (x, y)− kTL(x, y).

Observe that, if k > 3, it follows that

Gk
P,L(

1

2
,
1

2
) =

k + 1

4
≥ 1
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Fig. 6. Representation of Gk
M,L

so Gk
P,L is not a fusion function. Now, if we take k = 3, we can distinguish

two possibilities:
• x+ y ≤ 1. In this case, we have that

G3
P,L(x, y) = 4xy ≤ 4x(1− x) ≤ 1 .

• x+ y > 1, i.e., x+ y = 1 + a for some a ∈]0, 1]. Note that then

xy ≤
(
1 + a

2

)2

.

Let us consider the function F (x, y) = 4xy − 3(x + y − 1) and thus
F (x, y) ≤ (1+a)2−3a = 1−a+a2 ≤ 1.Then, this function is decreasing
in x (in y) for x ≤ 3

4
(y ≤ 3

4
) and increasing otherwise in [0, 1]. But, for

x, y ∈ [0, 1] such that x + y − 1 = 0, it follows that, as we have seen
before

F (x, y) ≤ 1.

Furthermore, F (1, 1) = 1. So it follows that G3
P,L(x, y) ≤ 1.

Taking into account that Gk
P,L(x, y) is increasing in the parameter k,

and since TL(x, y) ≤ TP (x, y) for every x, y ∈ [0, 1], it follows that it is a
fusion function if and only if k ∈ [0, 3] and the result follows �

In order to analyze if these functions are proper DI conjunctors (i.e., DI con-
junctors which are not conjunctors), recall that a symmetric DI aggregation
function is always weakly increasing (so it is also a symmetric DI copula).
Since conjunctors are particular instances of aggregation functions, we can
state the following result.

Proposition 4.3 (1) The function Gk
M,P is a proper DI conjunctor if and

only if k ∈]0, 1].
(2) The function Gk

M,L is a proper DI conjunctor if and only if k ∈]0, 1].
(3) The function Gk

P,L is a proper DI conjunctor if and only if k ∈]0, 1].
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Fig. 7. Cone RG for Gk
M,L

Proof.

First of all, it is clear that these functions satisfy all the boundary conditions
demanded to conjunctors. Regarding the directional monotonicity of these
functions, observe that, for k ∈ [0, 1]:

Gk
M,P (x, y) =

x[k(1− y) + 1] if x ≤ y

y[k(1− x) + 1] otherwise.

Gk
M,L(x, y) =


x− k(y − 1) if 1− y < x ≤ y

(k + 1)x if x ≤ min(y, , 1− y)

y − k(x− 1) if x > max(y, 1− y)

(k + 1)y otherwise.
And, for k ∈ [0, 3],

Gk
P,L(x, y) =

(k + 1)xy − k(x+ y − 1) if x+ y ≥ 1

(k + 1)xy otherwise.

In this way, it is easy to see that none of the three functions is monotone
since none of them is (1, 0)-increasing in its whole domain. So they are not
conjunctors. In order to prove that they are DI conjunctors, as we have said,
it is enough to check whether they are weakly increasing.

(1) Let us see that Gk
M,P is (1, 1)-increasing.

Gk
M,P (x+ c, y + c) = (k + 1)min(x+ c, y + c)− k(x+ c)(y + c)

= (k + 1)min(x, y) + (k + 1)c− kxy − kc(x+ y + c) ≥ Gk
M,P (x, y)

as (k + 1)− k(x + y + c) ≥ 0 due to the fact that x, y ∈ [0, 1− c] (from
the hypothesis on c).
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(2)

Gk
M,L(x+ c, y + c)−Gk

M,L(x, y)

= (k + 1)min(x+ c, y + c)− k(max(x+ y + 2c− 1, 0)− kmin(x, y)

+ k(max(x+ y + 2c− 1, 0)

≥ (k + 1)min(x, y) + (k + 1)c− k(max(x+ y + 2c− 1, 0) > 0

(3) It follows from a calculation analogous to the previous one.

�

Remark 6 Note that, in the three cases, the resulting functions satisfy all
the properties demanded to overlap functions, except monotonicity. So they
provide examples of a proper DI overlap functions.

Remark 7 Observe that in general, if we consider arbitrary t-norms T1 and
T2, T1 ≥ T2, it is not true that the function Gk

T1,T2
is a DI conjunctor for some

k ̸= 0. To see it, just take T1 as

T1(x, y) =

0.5 + 0.5TL(2(x− 0.5), 2(y − 0.5)) if x, y ∈ [0.5, 1]

min(x, y) otherwise,

and T2(x, y) = TL(x, y). Then (k + 1)T1(x, y)− kT2(x, y) is weakly increasing
if and only if k = 0.

5 Conclusions

Given a class of fusion functions defined in terms of some monotonicity con-
ditions and possibly some other conditions independent of the monotonicity,
we have introduced the notion of class of DI fusion functions of the given class
by imposing monotonicity along some (but not all) of the original monotonic-
ity directions. We have studied some analytical and geometrical properties of
these classes and we have considered some specific examples.

As a general claim, we can mention that in several applications, some mono-
tonicity constraints for applied fusion functions are superfluously strong and
our proposal enables to relax them, still preserving the other properties impor-
tant for the considered application. This is the case, in classification problems
[20], where the relaxation of monotonicity condition leads to a very relevant
improvement in the performance of the algorithms.

In future works we intend to analyze some specific cases of these classes, fo-
cusing on the possible applications in the fields such as classification, image
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processing or decision making. Note also that recently the cone-monotonicity
was introduced by Beliakov et al. [4]. For a fixed cone C of possible directions,
an interesting topic for the further study and applications can be the research
in C-aggregation functions (i.e., fusion functions satisfying boundary condi-
tions of aggregation functions which are increasing in any direction from the
cone C), C-conjunctors, C-implications, etc.
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