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Abstract—This contribution introduces three methodologies to
improve Synthetic Aperture Radar (SAR)-based techniques used
in Ground Penetrating Radar (GPR) systems. They consist of
i) equalization of the frequency response of the transmitting
(Tx) and receiving (Rx) antennas, ii) processing of SAR images
using partially overlapped frequency sub-bands, and iii) imaging
domain clustering. The goal is to combine ground penetration
capabilities of lower frequency bands with the resolution achieved
when increasing the overall frequency band, resulting in en-
hanced detection and imaging capabilities. Validation of these
techniques has been done at three levels: first using simulations,
next by means of measurements in a controlled scenario and,
finally, using a portable setup deployed in a realistic scenario.

Index Terms—Ground Penetrating Radar (GPR), subsurface
sensing and imaging, Synthetic Aperture Radar (SAR).

I. INTRODUCTION

GROUND Penetrating Radar (GPR) is a non-invasive
technique for subsurface sensing and imaging applica-

tions, which is based on the transmission and reception of
electromagnetic waves using a radar system [1]. Transmitted
radar waves are reflected on the interfaces between two media
with different constitutive parameters (namely conductivity
and permittivity). GPR exhibits several advantages over other
Non-Destructive Testing (NDT) techniques (such as metal
detectors, thermal cameras, or ultrasounds) for the detection of
buried targets. Among others, it can be cited: i) capability of
detecting both metallic and non-metallic objects, ii) possibility
of obtaining high-resolution images of the ground and the
buried targets, and iii) use of a mature, low-cost technology.

GPR has been extensively applied in several fields, such as
inspection of civil infrastructure (e.g. bridges) [2], [3], location
of underground tunnels [4], and landmine detection [5], [6].
In the latter, a novel technology based on an airborne GPR-
Synthetic Aperture Radar (SAR) system has been developed,
thanks to the advances in accurate positioning and geo-
referring sensors (such as Real Time Kinematics, RTK, and
laser rangefinders) [7], [8], [9].
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GPR image resolution depends on: i) the frequency band-
width (∆BW ), which determines range or depth resolution
∆R = vprop/(2∆BW ), being vprop the speed of light in a
particular medium, and ii) the GPR antenna beamwidth, which
is related to cross-range or lateral resolution. The latter can be
improved by means of SAR techniques [10], based on the
coherent combination of a set of measurements taken along
a certain path (as done, for example, in airborne-based SAR
systems [7], [8], [9], [11]). These measurements have to be
accurately geo-referred so that the phase error due to position
uncertainty does not distort the resulting image [8]. Although
GPR-SAR-based techniques are not capable of recovering
both the profile and constitutive parameters as accurately as
inverse scattering techniques [12], [13], the former have much
less computational complexity and are more robust against
measurement uncertainties.

GPR-SAR images can also be improved (e.g. reducing false
echoes and artifacts, improving the focusing) by taking into
account the different wave velocity in the air and in the
ground. This requires the knowledge of the ground constitutive
parameters [14]. In this sense, several GPR-SAR techniques
have been developed for microwave imaging of the ground
and the objects buried in it. Among them, it can be cited:

1) Delay-And-Sum (DAS): based on ray-tracing, it is one
of the most extended techniques due to its ease of
implementation [15].

2) Phase Shift Migration (PSM): also known as ω-k migra-
tion. It is based on the simplification of the electromag-
netic wave equation, taking into account the constitutive
parameters of the ground [16], [17].

3) Piecewise Synthetic Aperture Radar (P-SAR): a modified
version of PSM that takes into account the reflection and
transmission coefficients of electromagnetic waves when
passing through the different layers of the ground [18].

4) Wiener filter-based GPR-SAR: this technique is based on
Green functions for layered media [18], [19].

Several methodologies have been developed to enhance the
quality of GPR images. For example, those ones conceived to
mitigate the clutter due to the air-ground reflection, such as
Singular Value Decomposition (SVD)-based projection meth-
ods [20], [21], time-gating [22], and average subtraction [21],
[22].

A. Aim and scope

Novel GPR systems such as the one described in [8]
require more robust GPR-SAR processing techniques capable
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of providing high resolution images while keeping computa-
tional cost low. The use of cheap, off-the-shelf radiofrequency
hardware allows reducing the overall cost of the GPR sys-
tem, but at the expense of worsening the performance with
respect to the use of GPR-specific hardware. For example,
Ultra Wideband (UWB) antenna parameters such as directivity
or return losses may vary significantly within the working
frequency band, thus requiring these parameters to be taken
into account in GPR-SAR processing techniques. Besides,
UWB GPR systems allow increasing resolution and hence the
capability of detecting smaller targets. However, constitutive
parameters have a strong dependence with frequency, resulting
in worse penetration as frequency increases. Efficient post-
processing techniques for UWB GPR systems that make use
of a proper characterization of the frequency response of the
implemented GPR system have not been extensively developed
in the current state-of-the-art of GPR techniques.

Aiming to improve the resolution of GPR-SAR images, to
reduce clutter and artifacts, and to speed-up processing time,
this contribution introduces three novel GPR-SAR processing
techniques:

1) Equalization of the frequency response of the Tx and
Rx antennas, so that the contributions of the scattered
field at different frequencies have similar weight in the
GPR-SAR image.

2) GPR-SAR image processing in sub-bands. The goal is
to take advantage of lower frequency bands, which ex-
hibit better penetration capabilities, and upper frequency
bands, where resolution is better because of the larger
electric size of the synthetic aperture.

3) Imaging domain partitioning, in order to take into ac-
count the Tx/Rx antenna beamwidth at different working
frequencies. The idea is to backpropagate, for each fre-
quency, the scattered field to those clusters within the an-
tenna beamwidth, thus minimizing reflections from non-
desired contributions and speeding up the processing.

These techniques have been proposed to improve the
airborne-based GPR-SAR system described in [8], where
detection of non-metallic targets (e.g. Improvised Explosive
Devices, IEDs, mainly composed by dielectric materials) is
one of the target applications of the system. Nevertheless, these
techniques are perfectly suitable for any GPR-SAR system.

The paper is structured as follows: Section II presents an
overview of GPR-SAR-based techniques, focusing on DAS
and PSM. The three methodologies introduced to improve
GPR-SAR are explained in Section III. Validation by means of
simulations and measurements (in laboratory and in a realistic
scenario) is described in Section IV. Finally, conclusions are
drawn in Section V.

II. GPR-SAR TECHNIQUES

As mentioned before, taking into account the constitutive
parameters of the soil in GPR-SAR processing techniques
improves range resolution and helps to reduce the clutter.
Thus, the techniques described in this Section are expressed
in their multilayer form. If the soil permittivity cannot be
estimated, it can be assumed a homogeneous medium (e.g.
free-space propagation with εr = 1).

Tx Rx Measurement pathz
x

Airborne GPR radar
y
  

Layer 1

Buried object

=rm

r1

r'=rq

}ϕ1

Layer Q

Layer P

rq-1

rp

rp-1}

ϕp

d1

dp-1

dp

dq-1

z=0

}

ϕq

 r0

Fig. 1. General scheme of a multilayer evaluation for GPR-SAR techniques.

In addition to these GPR-SAR techniques, several pre-
processing methods mentioned in Section I can also be applied
in order to reduce echoes coming from the impedance mis-
matching between the air and the ground. Average subtraction
[22] can be used as long as the set-up measurement conditions
are favorable for its implementation.

A. Delay-And-Sum (DAS)

The basic principle of DAS GPR-SAR imaging is the coher-
ent combination of the backpropagated scattered field collected
on M acquisition points at N frequencies, Escatt(rm, fn).
Assuming a monostatic or quasi-monostatic configuration (i.e.
Tx and Rx placed practically at the same position), the
reflectivity at a single point ρQ(r′) in the Q layer (Fig. 1)
can be calculated as follows (Eq. 1):

ρQ(r′) =

M∑
m=1

N∑
n=1

Escatt(rm, fn)

q∏
p=1

e+j2φp,n (1)

where rm is the position of the m-th acquisition point, fn
is the n-th frequency and φp,n are the phase-shifts due to the
wave propagation in the p-th layer, as depicted in Fig. 1. These
terms are defined in Eq. 2:

φp,n = kp,n · ||rp − rp−1||2 (2)

where kp,n is the wavenumber in the p-th layer for the n-
th frequency, rp (for p = 1, ..., q − 1) is the refraction point
at the p-th layer and r′ = rq is one of the points where the
reflectivity is calculated (at layer Q), as indicated in Fig. 1. The
refraction point can be derived from Snell’s law solving a 4th
order equation. However, in order to reduce complexity and
computational time, it is estimated using the approximation
method proposed in [15].

This approximation method is expressed in Eq. 3 for a
two-layer scenario as depicted in Fig. 2 (a), where dp are
distances in z-axis referred to the antenna position (e.g. d1
is the distance from the interface between εr,1 − εr,2 to the
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Fig. 2. Refraction point estimation method: two layers (a) and three layers
(b).

antenna). As DAS algorithm has been defined in its multilayer
form, the refraction point at each layer is calculated by an
extension of the approximation method given in [15]. This
extension consists of solving the equation system derived
from the previous two layer definition. A scheme of the
refraction points of a typical three layer scenario is shown
in Fig. 2 (b). After solving the equation system, refraction
points for the three-layer scenario are given by Eq. 4, where
r̃p = rp − r0 = (x̃p, ỹp, dp) = (xp − x0, yp − y0, dp) and
∆1,2, ∆2,3 are given by Eq. 5.

r1 = r2,1 +

√
εr1
εr2

(r1,1 − r2,1) (3)

r̃1 = (∆1,2x̃2, ∆1,2ỹ2, d1)

r̃2 = (∆2,3x̃3, ∆2,3ỹ3, d2)
(4)



∆1,2 = 1 +
√
εr1
εr2

(
d1 − d2
d2

)

∆2,3=

1 +

√
εr2
εr3

d2 − d3
d3 − d1

1−
√
εr2
εr3

d3−d2
d3−d1

−
√
εr1
εr3

(d3−d2)(d1−d2)

d2(d3 − d1)

(5)

B. Phase Shift Migration algorithm (PSM)

PSM algorithm also combines coherently the backpro-
pagated scattered field. However, unlike DAS algorithm, it is
based on the wave equation and the Exploding Reflector Model
(ERM) from the seismic field [23]. In particular, it assumes
that the medium is practically homogeneous along XY plane
and the EM waves are generated by each point in the inves-
tigation domain rather than by the antennas. Therefore, the
propagation velocity is assumed to be half its true value. In
order to speed up calculations, the backpropagated scattered
field is calculated in the f -k domain. Hence the reflectivity at
a single XY plane (denoted as z′ plane) in the Q layer ρQ(z′)
is calculated as follows (Eq. 6):

ρQ(z′) =

N∑
n=1

F−1xy


Escatt(kx, ky, fn)e+jd1kz,1,n

·

[
q−1∏
p=2

e+j(dp−dp−1)kz,p,n

]
·e+j(z

′−dq−1)kz,q,n

 (6)

where dp is the z-distance from the interface between layers
p and p + 1 to the antennas (see Fig. 1), kx, ky are the
wavenumber components in x and y directions, kz,p,n is the
wavenumber component in z direction at the p-th layer and
n-th frequency, and Fxy {·} is the Fourier Transform in the
x-y domain. The kz,p,n term is defined in Eq. 7 as:

kz,p,n =

√
(2πfn)2

v2p
− k2x − k2y (7)

where vp is half of the propagation velocity in the p-th layer.
As mentioned before, if the soil permittivity cannot be

estimated, a homogeneous propagation velocity vp = c/2 will
be assumed.

III. IMPROVEMENTS TO SAR TECHNIQUES

With the purpose of obtaining high resolution GPR-SAR
based images, an ultra wide frequency band from 0.1 to
6.5 GHz has been considered. The reason of this choice is
because it is the same as the working frequency band of the
radar used for experimental validation [24]. However, taking
advantage of the entire frequency bandwidth (using the two
aforementioned GPR SAR processing techniques) becomes
challenging because the propagation losses and the directivity
of the transmitting and receiving antennas vary significantly
with frequency. Thus, as mentioned in Section I, several
methods are proposed in order to overcome these limitations.

A. Equalization of the frequency response

Two UWB Vivaldi antennas [25] have been selected for
the implementation of the GPR-SAR system. These antennas
exhibit a S11 parameter below -10 dB from 0.6 to 6 GHz.
However, as observed in Fig. 3, their directivity fluctuates
more than 7 dB along the working frequency band.

Fig. 4 shows the frequency response of the GPR system for
a scenario where the antennas are 1 m above ground (normal
incidence/reflection). Amplitude levels in the working fre-
quency band exhibit a variation greater than 15 dB in addition
to smaller multipath fluctuations. Consequently, SAR images
are affected by these differences causing lower frequencies
to be dominant over higher ones, thus reducing the effective
bandwidth and, in consequence, the resolution. Hence, the
equalization of the frequency response, which consists of
normalizing the SAR image for each discrete frequency, is
proposed to take advantage of the entire frequency band.

Equalization of the frequency response is done as follows:
for each n-th frequency of the working frequency band, the
reflectivity image is calculated and saved. For example, for the
DAS algorithm, Eq. 1 is recasted as follows (Eq. 8):

ρQ(r′, n) =

M∑
m=1

Escatt(rm, fn)

q∏
p=1

e+j2φp,n (8)

Then, each n-th reflectivity image is normalized with re-
spect to the maximum of its absolute value. This operation
mitigates the influence of the frequency response of the Tx
and Rx antennas (Eq. 9):
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ρQ(r′, n) = ρQ(r′, n)/max{|ρQ(r′, n)|} (9)

Finally, the N reflectivity images are added.

B. Sub-band processing

The propagation losses of EM waves and the constitutive
parameters of the soil are frequency dependent [26]. Moreover,
as explained before, the antennas have different directivity
along the entire frequency band, which affects SAR pro-
cessing. As a consequence, depending on the characteristics
of the analyzed scenario, a sub-band processing method is
proposed. An upper frequency sub-band takes advantage of
greater directivity, resulting in better cross-range resolution.
On the other hand, lower frequency sub-bands decrease the
cross-range resolution, but improve penetration capabilities. It
should be taken into account that a low directivity leads to
a loss of imaging quality due to reflections from non-desired
contributions e.g. targets outside the area of interest.

C. Imaging domain partitioning

This technique uses the radiation pattern of Vivaldi antennas
to increase signal to noise ratio and to reduce calculation
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Fig. 5. Beamwidth of Vivaldi antenna [25] measured at spherical range in
anechoic chamber. H plane (θ) and E plane (φ).

time. It consists of dividing the imaging domain into sev-
eral subdomains or cells, then combining only the backpro-
pagated scattered field at the reconstruction cells selected
for each frequency. The number of cells is based on the
antenna beamwidth (Fig. 5), as depicted in Fig. 6. Since the
backpropagated scattered field is not calculated in the entire
domain but in the selected cells or subdomains, the overall
computational cost is decreased.

The reconstruction domain is defined in Eq. 10, where Cx
and Cy are the number of cells around the measurement posi-
tion in the x and y direction for each frequency, respectively.
Fig. 6 illustrates the proposed method, where h is the distance
between the transmitter and the ground, θ and φ are the
beamwidths of the antenna at E and H planes, and a, b, c
are the x, y, and z dimensions of the reconstruction cell. For
the sake of simplicity, a = δx, b = δy, c = δz, where δx, δy
and δz are the sampling intervals. In the case of δx, δy (cross-
range), these intervals are the same as the acquisition domain
sampling rate. Sampling rate along range axis (δz) is given by
the theoretical range resolution, ∆R = v/2BW , being v the
propagation velocity and BW the bandwidth of the system.

Cx,n =
2h tan(φn/2)

a

Cy,n =
2h tan(θn/2)

b

(10)

IV. SYSTEM VALIDATION

A. Simulations

Several scenarios were simulated using the open-source
software gprMax [27]. In these scenarios, a 2-D scanning was
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c

Fig. 6. Scheme of the desired reconstruction domain.

performed at z = 0 cm and x ∈ (−24, 24) cm with a step-size
of 2 cm (about λ/2).

1) Analysis of GPR-SAR methods: The first part of this
subsection is devoted to analyze the performance of the
GPR-SAR methods (without improvements) and to show the
influence of taking into account the soil constitutive parameters
on the SAR images.

For these simulations, Hertzian dipoles arranged in a quasi-
monostatic configuration are used as transmitter and receiver
antennas. The first derivative of a gaussian pulse has been
selected as transmitted signal with a center frequency of 3
GHz and a bandwidth of approximately 3.5 GHz.

The first analyzed scenario (Scenario A) is depicted in
Fig. 7. This is a favorable scenario for detecting buried
objects due to the low conductivity (and thus low losses)
of dry sand. Scenario A results are presented in Fig. 8.
In order to interpret the different images, the differences
between monolayer and multilayer processing techniques must
be remarked. Monolayer techniques do not take into account
the permittivity of the ground (assuming the whole scenario
is a unique homogeneous medium, in particular with εr = 1),
whereas multilayer techniques consider different permittivities
at each layer. Hence, both objects are displaced downwards
and distorted after using the former techniques (Fig. 8 (a),(b))
whereas the objects appear at their actual depths using the
latter ones (Fig. 8 (c),(d)). Furthermore, multilayer techniques
have been complemented by the average subtraction method
in order to remove reflections from the dry sand interface, as
shown in Fig. 8 (c),(d). It can be noticed that the plastic object
can be imaged with enough resolution to distinguish top and
bottom sides. As expected, the metallic objects exhibits higher
reflectivity than the plastic one.

Concerning PSM and DAS imaging techniques, it can be
concluded that there are no remarkable differences in the SAR
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Fig. 7. Simulated Scenario A.
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Fig. 8. Reflectivity images of Scenario A. (a) DAS monolayer. (b) PSM
monolayer. (c) DAS multilayer. (d) PSM multilayer. Average subtraction
method has been applied in (c),(d).

images, although PSM is about 30 to 50 times faster than DAS,
thanks to the use of the FFTs (Fast Fourier Transforms).

In the second simulated scenario (Scenario B, see Fig. 9),
the soil is composed by two layers of sand with different
moisture levels. It must be noticed that the wetter the soil is,
the greater the permittivity and conductivity are, thus being
more difficult to detect buried targets. In this case, average
subtraction method has not been applied in order to show that
the air - dry sand and the dry sand - wet sand interfaces can be
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Fig. 10. Reflectivity images of Scenario B. (a) DAS multilayer. (b) PSM
multilayer.

clearly distinguished. Since both metallic objects have enough
contrast with the surrounding medium, not using average
subtraction does not affect their detection. As in scenario A,
both the position and the shape of the buried targets can be
recovered (Fig. 10). Again, PSM and DAS imaging results are
practically the same.

2) Preliminary analysis of improvements: The second part
of this subsection is devoted to assess the effect of the pro-
posed GPR-SAR improvements. As aforementioned, it must
be noticed that these improvements are mainly needed due to
frequency dependent behaviour of both the antennas and the
soil.

In order to analyze the effect of the equalization of the
frequency response, instead of ideal dipole antennas a pair of
real bow-tie antennas (with central frequency of 1.5 GHz) have
been used as Tx and Rx. The resulting SAR images obtained
for DAS algorithm are shown in Fig. 11 with and without
equalization (taken into account frequencies between 1 and
5 GHz). In general, an improvement in the range resolution
can be noticed for both scenarios. In scenario A, the plastic
object top interface is also better focused using equalization.
In scenario B, the dry sand - wet sand interface is clearly
distinguishable with equalization. However, if equalization is
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Fig. 11. Reflectivity DAS multilayer images (from simulations using a model
of real bow-ties antennas). (a) Scenario A, without equalization. (b) Scenario
A, with equalization. (c) Scenario B, without equalization. (d) Scenario B,
with equalization.
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Fig. 12. Maximum of SAR image per frequency in Scenario B.

not applied, this interface and the cylindric object are more
blurred. For this scenario, the maximum of the SAR images
retrieved for each individual frequency is shown in Fig. 12.
It can be noticed that the maximum decays with frequency.
Thus, higher frequencies are masked by lower ones, and the
effective range resolution is smaller than the theoretical one,
as observed in Fig. 11 (c). Once the equalization of the
frequency response is applied, range resolution increases (Fig.
11 (d)). Quantitatively, the range resolution obtained with and
without equalization can be compared. This range resolution
has been estimated calculating the 3-dB range-width of the
air - soil interface, which is 3.9 cm without equalization
and 2.7 cm with equalization. Nevertheless, the improvement
is more clearly observed comparing the reflectivity images
qualitatively.

As explained before, the propagation of EM waves, the
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Fig. 13. Simulated Scenario C.

constitutive parameters of the materials and the behaviour
of the antennas and RF equipment are frequency dependent.
Therefore, some targets can be better detected considering
only some frequencies (a sub-band) instead of the whole
frequency band. To illustrate this effect, the scenario shown
in Fig. 13 has been simulated considering a more realistic soil
(Puerto Rico clay loams) with different levels of moisture. As
at the beginning of this subsection, Hertzian dipole antennas
have been used, transmitting the first derivative of a gaussian
pulse centered at 3 GHz. This soil has been modeled using
a two-term Debye model [28] so as to take into account its
frequency-dependent behaviour. The relative permittivity at
f =∞ (ε∞) and the static electric conductivity (σs) are shown
in Fig. 13, and the parameters for the Debye poles are given
in Table 1 of [28].

Three different frequency bands have been considered:
1− 6 GHz (corresponding to approximately the whole useful
bandwidth), 1 − 3 GHz and 4 − 6 GHz. The reflectivity
images considering a 5% moisture are shown in Fig. 14. The
targets exhibits higher reflectivity when considering the low
frequency sub-band. In this simulation, it is clear that there is a
buried target at around 54 cm. However, in real measurements
some targets might be almost indistinguishable from the clutter
(especially, when the soil is heterogeneous and lossy). In these
cases, selecting a sub-band could help to decide whether there
is a target or not.

In order to quantitatively assess the effect of selecting a sub-
band, the difference between the reflectivity of the air - soil
interface and of the target is given in Table I. As the soil losses
increase, this difference also increases (being more difficult to
detect the target). In this example, it must be noticed that
this difference is greater when considering the high frequency
sub-band, and smaller for the low one. Thus, the target can be
better distinguished using the lower frequencies (at the expense
of worse resolution because of using smaller bandwidth).

Regarding the use of image domain partitioning, the
beamwidth of the antennas that are available in the simulation
software is around 90◦, so the antennas illuminate almost
the whole imaging domain. In addition, the antenna patterns
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Fig. 14. Reflectivity DAS multilayer images of Scenario C considering 5%
moisture. Frequency band: 1 − 6 GHz (a), 1 − 3 GHz (b), and 4 − 6 GHz
(c).

TABLE I
SAR REFLECTIVITY DIFFERENCE BETWEEN THE AIR - SOIL INTERFACE

AND THE TARGET (IN DB).

Frequency band
1-6 GHz 1-3 GHz 4-6 GHz

Moisture
2.5% −0.1 −0.1 1.6

5% 9.2 7.9 11.9

10% 13.4 11.6 15.7

at each single frequency cannot be obtained (a measure of
the total energy is given instead). Therefore, image domain
partitioning cannot be applied to the simulations. The result of
this technique will be shown in the measurements. It must be
remarked that the benefits of all these improvements are more
evident when processing the measurements, mainly due to the
stronger frequency dependent behaviour of both the equipment
and the inspected soil, as well as the soil heterogeneity.

B. Measurement in a controlled environment

The proposed techniques have been validated using a XY Z
measurement range [29], which has been modified to enable
quasi-monostatic measurements. A N5244A PNA-X Vector
Network Analyzer (VNA) [30] calibrated from 0.4 GHz to
7 GHz has been used together with the two Vivaldi anten-
nas previously described [25] to measure the transmission
coefficient (S21). The S21 parameter is directly proportional
to the scattered field, so DAS and PSM algorithms can
be applied exactly as if the scattered field were acquired.
The VNA has been calibrated at the edges of the coaxial
cables connecting the VNA ports and the Vivaldi antennas,
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Fig. 15. Picture of the XY Z measurement range [29] configured for quasi-
monostatic GPR measurements.

so the effects of the cables and connectors are removed from
the measurements. The XY Z measurement range is covered
with APM9 pyramidal absorber [31], which provides -15 dB
reflectivity at 1 GHz, and -29 dB reflectivity at 4 GHz.

A rectangular acquisition grid of size x = 70 cm, y =
80 cm sampled every δx = δy = 2 cm (resulting in 1476
measurement points) and placed at z = 120 cm above the
floor of the XY Z measurement facility, has been considered.
For this setup, measurement time is around 50 minutes. A
scheme of the measurement setup is shown in Fig. 15.

The first measurement scenario is depicted in Fig. 16. It is
composed by a rectangular plastic box filled with dry sand
(εr = 2.5) and two objects (metallic and plastic disks) buried
at different depths. The absorbing material under the plastic
box had to be removed, so the plastic box was placed on the
metallic floor of the XY Z measurement range.

DAS and PSM multilayer results, considering dry sand
permittivity, are plotted in Fig. 17 without applying any of
the improvements described in Section III. The following
reflections can be identified in the reflectivity images: the air-
sand interface (z = 0.98 m), the plastic disk (z = 1.06 m),
the metallic disk (z = 1.10 m), and the sand-metallic floor
interface z = 1.30 m. Besides, multiple reflections occur
due to the finite size of the plastic box filled with sand,
the air-sand impedance mismatching and the high reflectivity
of the metallic floor, which result in the echo appearing at
z = 1.44 m.

Amplitude differences between low and high frequency
bands have different impact in PSM and DAS. In particular,
less clutter is observed in PSM images. Regarding SAR image
resolution (i.e. visualization of the interfaces between different
media and reconstruction of the buried objects profile), both
techniques perform similarly.

Some improvements are introduced in order to mitigate the
clutter presence in DAS algorithm, which can be applied to
PSM algorithm as well. First, sub-band processing is tested.
Taking into account frequency dependence of propagation
losses and directivity of the selected antennas [25], as dis-
cussed in Section III, it can be expected that lower sub-
bands present more penetration capabilities, whereas higher
sub-bands exhibit better resolution. These hypotheses are

x=3 cm

y=16 cm

Fig. 16. Measurement scenario consisting of two buried objects (metallic and
plastic) buried in a plastic box filled with dry sand.
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Fig. 17. Reflectivity images, Y Z plane at x = 3 cm and XZ plane at y = 16
cm of the scenario depicted in Fig. 16. (a)-(b) PSM multilayer. (c)-(d) DAS
multilayer.

consistent with the results shown in Fig. 18: (a)-(b) correspond
to the low frequency sub-band (1-3 GHz), and (c)-(d) to the
high frequency sub-band (4-6 GHz).

It can be noticed that lower frequency sub-band results
(Fig. 18 (a)-(b)) are similar to those obtained considering the
entire band (Fig. 17 (c)-(d)). This is due to the fact that, as
discussed in Section III, the frequency response of the GPR
system at lower frequencies is higher, thus masking the res-
ponse at higher frequencies. For this reason, the improvement
consisting of the equalization of the frequency response is
applied, resulting in greater range resolution and less clutter,
as observed in Fig. 18 (e)-(f).

In a second scenario, five 10 cm thick blocks of concrete
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Fig. 18. Reflectivity DAS multilayer images representing Y Z plane at x = 3
cm and XZ plane at y = 16 cm of the scenario depicted in Fig. 16. (a)-(b)
Sub-band processing (1 to 3 GHz). (c)-(d) Sub-band processing (4 to 6 GHz).
(e)-(f) Equalization of the frequency response.

(εr = 9) have been placed on the dry sand layer. A metallic
disk is buried at 10 cm depth under the concrete-sand interface
(i.e. under the concrete blocks), as depicted in Fig. 19. First,
DAS and PSM multilayer techniques were applied without
any improvement technique (as in the previous measurement
scenario). Results are depicted in Fig 20, where the following
interfaces can be identified: the air-concrete interface at z =
0.88 m, the air-sand interface at z = 0.92 m (this is the area
not covered with concrete blocks), the concrete-sand interface
at z = 0.99 m (consistent with the 10 cm thickness of the
concrete blocks), the buried object at z = 1.11 m (PSM) or
z = 1.09 m (DAS) and the sand-ground plate interface at z =
1.18 m (reflections through sand) and z = 1.30 m (reflections
through concrete blocks and sand).

As in the previous measurement example, improvement
techniques developed in Section III are needed to increase
the image resolution. Here, imaging domain partitioning is

x=3 cm
y=16 cm

Fig. 19. Measurement scenario consisting of a 10 cm concrete layer on top
of a 33 cm dry sand layer, where a metallic disk is buried.

introduced together with the equalization of the frequency
response. For this example, cell size is 2 cm, the same as the
sampling rate of the acquisition domain grid. As explained in
Section III, the number of cells is chosen as a function on
the antenna beamwidth. Analysing Fig.5 it can be observed
that the antenna beamwidth for frequencies below 2 GHz is
greater than 50 degrees. That means that, for f = 2 GHz and
at h = 1 m from the antenna (where the air - sand interface
is located) the number of cells to be considered is (Eq. 10)
Cx,n = 31 and Cy,n = 45, i.e. an area of 62 cm× 90 cm. As
a result, at low frequencies the whole area of the plastic box
is fully illuminated by the beam of the antennas when these
are centered over it.

Results for DAS algorithm are depicted in Fig. 21: (a)-(b)
correspond to the equalization of frequency response, and (c)-
(d) to both equalization and imaging domain partitioning. It
can be observed that results are not improved significantly
when introducing imaging domain partitioning, due to the use
of antennas with broad beam at low frequencies together with
the finite size of the scenario, which is fully covered by the
beam for central positions of the scanning grid. Nevertheless,
imaging domain partitioning reduces the calculation time as
the backpropagated scattered field has to be evaluated in
less points of the imaging domain (i.e. those corresponding
to the selected cells for each frequency). For this example,
calculation time is reduced around 25 %.

In this example it can be noticed that equalization of the
frequency response to increase range resolution results in
worse penetration capabilities. If Fig. 20, and Fig. 21 are
compared, the metallic disk buried in sand is better detected
in Fig 20 (for both DAS and PSM), where equalization of the
frequency response was not applied. Low frequencies, capable
of penetrating better in the concrete layer, contribute more to
the radar image than high frequencies.

C. Measurement in a realistic scenario

Finally, the proposed techniques have been validated in an
outdoor scenario. A portable setup has been deployed in a
beach (coordinates 43.545, -5.694) close to the laboratory of
the research group. A radar module [24] working from 100
MHz to 6.5 GHz connected to a Raspberry Pi controller and
the previous Vivaldi antennas [25] (as transmitter and receiver
antennas) have been used. Measurements have been done by
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Fig. 20. Reflectivity images representing Y Z plane at x = 3 cm and XZ
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Fig. 21. Reflectivity images representing Y Z plane at x = 3 cm and XZ
plane at y = 16 cm of the scenario depicted in Fig. 19. (a)-(b) DAS multilayer,
equalization of the frequency response. (c)-(d) DAS multilayer, equalization
and imaging domain partitioning.
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Fig. 22. Portable GPR measurement setup deployed in a beach.

manually sweeping the Vivaldi antennas every 2 cm along a
120 cm slider made of plastic pipes, and placed 140 cm above
the ground, as depicted in Fig. 22. GPR measurements were
sent to a laptop using a WiFi connection, for later processing.

Concerning protection against electromagnetic interference
that might occur in realistic scenarios, it must be remarked
that the power transmitted by the radar module (-10 dBm) is
expected to be higher than the level of potential interfering
signals (such as those coming from broadcasting and mobile
communications networks, for example). Moreover, the pro-
posed GPR is an ultrawideband system (ranging from less than
1 GHz to up to 6 GHz). Thus, even high power narrowband
signals will have little impact in the measured response of
the radar, as it is integrated over the full bandwidth. Actually,
robustness against narrowband interference is one of the main
advantages of ultrawideband communications systems. Finally,
it must be remarked that the Tx and Rx antennas are pointing
towards the ground (downward-looking configuration) which
reduces even more the possibility of capturing an interfering
signal.

The sand of the beach was compacted by sea moisture, so it
would be altered every time a hole is dug to bury an object. For
this reason, a homogeneous volume of sand was created for
the experiments by turning over the sand up to a depth of 25
cm. Next, two objects were buried in this homogeneous layer
of sand: an empty plastic container and a metallic disk (Fig.
23 (b)). Imaging results for multilayer processing are shown in
Fig. 24, considering εr = 3 for the sand of the beach. White
dashed lines represent the cross-section of the limits of the
ditch filled with sand, whereas black dotted lines indicate the
placement and size of the buried targets.

Taking into account that i) the antennas were manually
moved and ii) the air-sand interface is not perfectly flat, higher
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Fig. 23. Tested scenarios: (a) Ditch filled with sand. (b) Ditch filled with
sand, with two buried objects (metallic and plastic).

levels of noise and clutter than in previous examples are
expected. DAS results with no improvements are depicted in
Fig. 24 (a),(d). Although stronger reflections at z = 56 cm and
z = 64 cm can be observed in Fig. 24 (d), it is not possible
to clearly distinguish the buried objects.

Next, equalization of the frequency response has been
applied in Fig. 24 (b),(e). In the case of Fig. 24 (e), the
reflection on the buried metallic disk can be clearly identified,
but not the plastic container because its reflectivity is similar
to the clutter level.

Finally, GPR-SAR processing, considering both equaliza-
tion of the frequency response and imaging domain partition-
ing, is applied. In this case, h = 140 cm, so the number of
cells to be considered in the XZ plane for f = 2 GHz is (Eq.
10) Cx,n = 63. In other words, the antenna beam illuminates
± 63 cm along the x axis with respect to the position of the
antennas.

Imaging results are depicted in Fig. 24 (c),(f), where the
reduction of clutter can be noticed. In this case, both metallic
and plastic objects can be distinguished from the remaining
clutter. Furthermore, the reflection on the interface between
the homogeneous sand in the ditch and the compact wet sand
can be noticed at z = 67 cm in Fig. 24 (c) and partially in
Fig. 24 (f) under the plastic object.

V. CONCLUSION

Three methodologies have been proposed for improving
UWB GPR-SAR-based techniques, especially for those mea-
surement setups where parameters such as frequency response
and antenna directivity have a strong variation with frequency.
It has been proved that the first one, equalization of the
frequency response, allows increasing range resolution as the
same weight is assigned to low and high frequencies contribut-
ing to the SAR image, but at the expense of worsening ground
penetration. The second method, sub-band processing, takes

advantage of the properties of each frequency sub-band (better
ground penetration or better resolution) but cannot create a
single SAR image that combines the advantages of each sub-
band. Finally, imaging domain partitioning takes into account
antenna beamwidth to reduce the number of points of the
imaging domain where the backpropagated field has to be
computed, thus reducing both the clutter and the calculation
time.

Depending on the characteristics of the area to be surveyed
and the specifications of the GPR system, these improvement
techniques may be combined and applied in UWB GPR-
SAR systems for an accurate detection of buried metallic and
non-metallic targets. For example, in a controlled scenario
such as the one presented in Section IV-B, even at lower
frequency bands it is possible to achieve sufficient resolution
to distinguish the buried targets (as shown in Fig. 20). The use
of equalization technique improves range resolution, but at the
expense of worsening the reflectivity of the buried targets (Fig.
21). However, in a realistic scenario as the one shown in Fig.
24, if improvement techniques are not applied, it is almost
impossible to distinguish anything due to the higher level of
clutter and noise. The improvement in the reflectivity image
after the equalization of the frequency response (and imaging
domain partitioning) clearly makes the use of these techniques
necessary to have enough resolution to distinguish the objects
in harsh environments.
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