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Abstract

We introduce in this contribution the concept of Resonance Impaired Hydrogen Bonds (RIHB),

to describe interactions in which a network of conjugated bonds strongly hinders an H-bond

(HB). For this purpose, we examine the intramolecular RIHB between the extremes of the

conjugated base of 3-amino acrylaldehyde, i.e., H−N−−CH−CH−−CH−O– which has a forma-

tion energy considerably lower (at least 8 kcal/mol) as compared with typical σ HBs involving

charged species. The Interacting Quantum Atoms (IQA) energy partition indicates that de-

spite the non-zero net charge of the fragments involved in these RIHB, these interactions

present smaller total IQA classical interactions (comprising the sum of electrostatic attrac-

tions, charge transfer and charge and polarisation) than other neutral Resonance Assisted

Hydrogen Bonds (RAHB) and σ HBs. As opposed to typical RAHBs, the occurrence of an

RIHB involves an increase in the covalent bond order of double bonds, whereas single bonds

exhibit the opposite behaviour as revealed by electron delocalisation. We found nevertheless

that the lack of aromaticity is not a source of destabilisation for RIHBs. Altogether, we ex-

pect that this research will contribute to the understanding of the intricate interplay between

hydrogen bonds and conjugated π systems.

Keywords:

Resonance-Assisted Hydrogen Bond, Resonance-Impaired Hydrogen Bond, Interacting quan-

tum atoms, Quantum Theory of Atoms in Molecules, Electronic Localisation Function.

∗To whom correspondence should be addressed: tomasrocharinza@gmail.com

Preprint submitted to Chemistry - A European Journal September 5, 2017



Introduction

Hydrogen Bond (HB) cooperative/anticooperative effects, i.e. the mutual strengthening/weak-

ening of two or more HBs, are crucial in the structure and stability of molecules and supramolec-

ular clusters that present these interactions.[1, 2] For example, the oxygen-oxygen distance

in small water clusters is reduced due to HB cooperativity [3], and the relative energy of the

isomers of the H2O hexamer is determined by a balance between the number of H-bonds in the

system and their non-additive properties [4]. The H-bond cooperative effects in O−H⋅⋅⋅O−H
motifs were recently used to explain the bifunctional catalytic role of (H2O)2 and (H2O)3 in

the formation of H2SO4 in acid rain and the hydrolysis of CO2 in the generation of H2CO3. [5]

Such H-bond non-additivity has been related to the flow of charge density from the H-bond

acceptor to the H-bond donor occurring throughout σ bonds, as for instance in hydrogen

cyanide chains [6]

H−C−−−N⋅⋅⋅H−C−−−N⋅⋅⋅H−C−−−N⋅⋅⋅H−C−−−N,

which display a significantly enhanced HCN dipole moment as compared with its in vacuo

value, contributing to the large dielectric constant of this compound in the liquid phase. [7]

Other examples of redistribution of charge density that lead to H-bond non-additivity are

those occurring in double H-bond donors and acceptors which lead to HB anticooperativity

in antidromic cycles [4].

Charge transfers leading to H-bond cooperative and anticooperative effects can also oc-

cur across networks of π bonds. For instance, Wu and coworkers [8, 9] associated H-bond

strengthening and weakening with the occurrence of aromaticity and antiaromaticity in dimers

of π-conjugated heterocycles as well as acyclic amides and amidines. Resonance-Assisted Hy-

drogen Bonds (RAHB)[10–12] constitute other relevant systems in which the interplay be-

tween a conjugated π network and an H-bond strengthen the latter interaction. The simple

classical resonance structures of malondialdehyde 1 and 3-amino acrylaldehyde 2 shown in

Figure 1 suggest

• a strengthening of the H⋅⋅⋅O bond in the HB acceptor and
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• a weakening of the X−H linkage (X = O, N in 1 and 2 respectively).

Both conditions contribute to making the intramolecular H-bond in 1 and 2 stronger as com-

pared with σ OH⋅⋅⋅O and NH⋅⋅⋅O HBs. Two hydrogen bonds can also be connected throughout

RAHBs to exert cooperative and anticooperative effects on each other [13, 14].

On the other hand, Figure 1 shows the intramolecular H-bond in the conjugated base of 2

†, namely, anion 3. The resonance structure shown in this figure suggests that the electron-

drawing nature of the HN−−CH−CH group makes the hydrogen bond donor (i.e., the imine

group) richer in electrons. Concomitantly, the corresponding acceptor loses electron density

through the network of conjugated bonds. These two facts weaken the intramolecular HB in

3. In other words, the π system in this anion hinders the intramolecular HB, that is to say,

we are in front of a Resonance Impaired Hydrogen Bond (RIHB) as introduced in this paper.

More specifically, this investigation focuses on a comparison of RAHB and RIHB, and it is

aimed to provide insights into the factors which cause that a π system strengthens or weakens

a given H-bond. For that purpose, we have compared the RAHBs in 2 and the RIHB in 3

with the similar intermolecular H-bonds

CH2−−CH−NH−H⋅⋅⋅O−−CH−CH−−CH2 2inter

H2C−−CH−CH−−N−H⋅⋅⋅−O−CH−−CH2 3inter

which are denoted as 2inter and 3inter respectively as illustrated in Figure 2. Both the HB

donors and acceptors in 2inter and 3inter are conjugated to make a better comparison with the

intramolecular H-bonds in 2 and 3. We have used quantum chemical topology tools, namely

the Quantum Theory of Atoms in Molecules (QTAIM), the Interacting Quantum Atoms (IQA)

partition of the electronic energy and the analysis of the Electronic Localisation Function

(ELF) to get further insights about the factors stabilising resonance assisted and impaired

hydrogen bonds. These methods of wavefunction analyses are based on the first-order reduced

†This species is generated by the loss of an N-H hydrogen and the subsequent tautomerization to the

enolate, in virtue that an enol is more acidic than an enamine.
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density matrix %1(r1, r ′1) and on the one- and two- electron density functions %1(r1) and

%2(r1, r2). We use these approaches because they have provided valuable information about

the nature of H-bond cooperativity and anticooperativity occurring both across σ and π

bonds [4, 5, 13, 15, 16]. All in all, our results establish relevant differences between RAHBs

and RIHBs and hence we expect they will help in the understanding of the complicated

interplay between H-bonds and π conjugated systems.

Methods

The methodologies used for the analysis of resonance assisted and resonance impaired

hydrogen bonds should be suitable to describe interactions in the long and short-distance

regimes. This circumstance arises because part of the account presented herein concerns the

mutual effect between the conjugated π system and the H bonds occurring in RAHBs and

RIHBs. Hence, we have decided to use methods that can account for both HBs and electron

delocalisation on the same footing, i.e., through the study of scalar fields derived from the

electronic state vector such as the charge distribution %(r) and the pair density %2(r1, r2).
The investigation of these scalar fields is best done through real space theories of chemical

bonding such as the QTAIM. This approach is built upon the topology of %(r) which allows a

partition of three dimensional space into disjoint regions associated with atoms forming func-

tional groups, molecules and molecular clusters. In this way, the QTAIM provides a seamless

link between short and long range interactions. QTAIM basins can be understood as proper

open quantum mechanical subsystems for which one can obtain well-behaved expectation

values of Dirac observables.

We can also use the QTAIM to analyse the changes in the chemical bonding scenario when

a given intramolecular H-bond is formed or dissociated. For this purpose, we have considered

the integration of the exchange-correlation hole over the topological atoms to calculate so-

called Delocalization Indices (DI) [17]

δ(Ω,Ω′) = 2 ∣∫
Ω
∫

Ω′
%(r1)%(r2)f(r1, r2)dr1dr2∣ , (1)
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wherein Ω ≠ Ω′ i.e., Ω and Ω′ are two different atoms, and f(r1, r2) is the correlation factor

relating the pair density %2(r1, r2) and %(r) [18]

%2(r1, r2) = %(r1)%(r2)(1 + f(r1, r2)). (2)

The DI δ(Ω,Ω′) is a measure of the number of electrons shared between two atoms Ω and Ω′

and therefore of the covalency of the bond between them.

Finally, electron delocalization is intimately related to other chemical phenomena such as

aromaticity. We used DIs to compute the aromaticity indices (i) Iring(A ), a measurement

involving the sum of the σ and π electron populations [19], (ii) MCI(A ), which assess the

values of delocalisation in comparison with those of benzene [20], and finally (iii) ING(A )
together with (iv) INB(A ), that utilize the Hückel molecular orbital approximation to match

the topological resonance energies per π electron of aromatic annulenes and their ions [21].

within the pseudocycles of systems 2 and 3. We proceeded in this way in virtue of the relation

that can exist between aromaticity, antiaromaticity and H-bond strength briefly discussed in

the introduction.

Despite the definition of DIs in QTAIM, the theoretical framework of this approach yields

only one-atom contributions to the total electronic energy. One is often interested in how

the interaction energy between two atoms or functional groups is affected when it occurs a

change in the system of interest. The IQA energy partition offers a solution to this situation,

by considering the one- and two-domain division of the non-relativistic Born-Oppenheimer

electronic energy, [22]

E =∑
X

EX
net + ∑

X>Y

EXY
int =∑

X

TX + V XX
ne + V XX

ee + ∑
X>Y

V XY
nn + V XY

ne + V YX
ne + V XY

ee , (3)

wherein EX
net and EYZ

int are the IQA net and interaction energies of atom X and pair YZ. The

quantity TX represents the contribution to the kinetic energy from basin X. Finally, the terms

V XY
ne and V XY

ee denote (i) the attraction between the nucleus of domain X and the electrons

of basin Y and (ii) the repulsion of electrons in X and Y. The conditions X = Y and X ≠ Y

correspond respectively to intra- and inter-atomic contributions to the electronic energy.
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It is possible to get further insight into the nature of the interaction between two atoms

by considering the Coulombic and exchange-correlation components of the electronic repul-

sion, which allows to split the IQA interaction energy between two atoms into classical (or

coulombic) (V XY
cl ) and exchange-correlation (V XY

xc ) contributions [22]

EXY
int = V XY

cl + V XY
xc . (4)

The intra-atomic potential energy can also be partitioned as indicated in equation (4) in V X
cl

and V X
xc .

As the QTAIM provides an atomic partition of an electronic system, other scalar fields

related to the localisability of electrons have shown their ability to partition the 3D space

into the traditional core, lone and bonding pairs of chemistry. One of the best known is the

Electron Localisation Function (ELF) introduced by Becke and Edgecombe [23], which has

been extensively used after the work of Savin and Silvi [24]. The ELF, initially defined for

Hartree-Fock wave functions only, was further generalised by Savin [25], who related it to the

excess kinetic energy density of an electron system with respect to the bosonic von Weizsäcker

reference. The evolution of ELF basins along a chemical process has been shown to correlate

well with standard chemical wisdom, particularly when lone pairs play a significant role as it

is the case in this contribution.

Computational details

Previous studies [26] have indicated that hydrogen bonding is well described in second order

Møller-Plesset perturbation theory employing augmented Dunning basis sets. For this reason,

all geometries in the present work were obtained using the MP2 [27] method in its efficient

RIJCOSX variant [28] in conjunction with the aug-cc-pVTZ basis set [29] as implemented in

the Orca software [30]. Harmonic frequencies calculations were performed to confirm that

the optimised structures correspond indeed to local minima.

The QTAIM and IQA analyses were made with our Promolden code [31] using B3LYP/

aug-cc-pVTZ electron densities, which were read directly from the Orca output files with the

aid of the program Molden2Aim [32, 33]. This methodology has succesfully been used along
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with quantum chemical topology in the study of RAHBs. [34] We considered an approximation

to the one- and two-atom terms of the Kohn-Sham exchange-correlation energy [35] to perform

the IQA energy partition. β-spheres of between 0.1 and 0.3 bohr of radii were used through

the computation along with restricted angular Lebedev quadratures. This range of radii was

selected as a compromise between the needed accuracy and the associated computational cost.

There are two choices regarding the size of β-spheres in IQA integrations that usually give

good results. (i) Small β-spheres are useful to eliminate the nuclear singularities, while (ii)

large β-spheres (with radii typically equal to 90% the distance to the closest bond critical

point) take advantage of the shape of the volume to integrate using a coarser grid in as

much space as possible, thus reducing the computational effort. We observed that the former

approach resulted in better IQA total energies for the systems studied herein, and hence it

was the procedure chosen in this investigation. Inside the β-spheres, 451 mapped radial point

trapezoidal quadratures and L expansions truncated at l =10 were employed; while outside

the β-spheres the number of mapped radial points was increased to 651 and L up to l =12

was used.

The ELF analysis were also carried out using the in-house code Promolden, available

upon request [31]. The aromaticity indices, Iring(A ), ING(A ) INB(A ) and MCI(A ) were

computed with the software Esi-3D [36]. Finally, the software Avogadro [37] was used to

visualise molecular structures.

Results and discussion

Electronic structure calculations

Table 1 shows the electronic structure results on the formation energy of the hydrogen bonds

in 2 and 3 along with the respective intermolecular H-bonds with which they are compared,

i.e., 2inter and 3inter. As expected, the interaction between the H-bonded atoms and the π

system in the RAHB increases the formation energy of the HB. We estimate the energetic

effect of the RAHB as

∆∆ERAHB = ∆EH bond
form (2) −∆EH bond

form (2inter) = −4.3 kcal/mol. (5)
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On the contrary, the interaction between the hydrogen bond donor and acceptor in anion

3 reduces quite noticeably the formation of the HB in comparison with the H-bond in 3inter.

Likewise to equation (5), the RIHB effect reduces the magnitude of ∆EH bond
form by

∆∆ERIHB = ∆EH bond
form (3) −∆EH bond

form (3inter) = 11.7 kcal/mol. (6)

Indeed, the absolute value of the formation energy of the intramolecular H-bond in an-

ion 3, ∣∆ERIHB
form (3)∣ = 2.6 kcal/mol (Figure 1), is significantly lower than the corresponding

energies for typical σ HBs which include charged species. The magnitudes of ∆EH bond
form for

these systems are usually larger than 10 kcal/mol, like that of 3inter (∣∆EH bond
form (3inter)∣ =

14.3 kcal/mol), and can be as large as 30 − 40 kcal/mol in the strongly bonded, symmetric

[H2O⋅⋅⋅H⋅⋅⋅OH2]+ and [F⋅⋅⋅H⋅⋅⋅F]– molecules. [2]

Not only the energetics but also the H⋅⋅⋅O and H⋅⋅⋅O distances resulting from the formerly

described electronic structure calculations indicate the respective stabilizing/destabilizing ef-

fect of the π system on the RAHB and RIHB examined herein. † Table 2 reports these

parameters for the HBs in 2, 2inter, 3 and 3inter which indicate how the surrounding conjugated

bonds strengthen/weaken the examined RAHB/RIHB.

To get further insight about the reasons underlying the opposite effects found in the

intramolecular H-bonds examined herein, we now turn to dissect our results in the light of

the wavefunction analyses performed through the QTAIM, IQA and ELF approaches already

summarised.

Quantum chemical topology

RAHBs have been previously characterised through quantum chemical topology as interac-

tions which involve a homogenisation of the DIs through the pseudocycle forming the H-bond

structure as shown in Figure 3 (a) [5, 16]. In other words, the number of shared electron

†The angle θ = ∡(X−H⋅⋅⋅Y) is also a parameter which indicates the strenghth of the H-bond X−H⋅⋅⋅Y. A

stronger HB is usually related with a larger value of θ. [2] Nonetheless, the geometric contraints imposed by

the pseudocycles in 2 and 3 prevent to use θ to compare the examined RAHB and RIHB with those in 2inter

and 3inter respectively.
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associated with the double bonds decrease while the number of those related to the single

bonds show the opposite behaviour, in agreement with the arrow pushing sketched in Figures

1 (a) and (b) and Figure 4 (a). On the contrary, the formation of the RIHB makes the delocal-

isation indices through the pseudocycle less uniform (Figure 3 (b)), i.e., double/single bonds

increase/decrease their DIs after the occurrence of this interation as shown in Figure 4 (b).

Thus, the π conjugated channels in RAHB and RIHB behave in opposite ways concerning the

effects of bond order in double and single bonds after the formation of the corresponding HBs.

The intermolecular H-bonds used as control systems, 2inter and 3inter have a similar behaviour

to 2 and 3 respectively concerning the change in the DIs for single and double bonds, as

displayed in Figure S1. We also note that the diminution of the DI associated to the N−H
bond because of the formation of the HB is larger for the RAHB as compared with the RIHB,

in consistency with the fact that the former interaction is a stronger hydrogen bond.

The changes in the DIs in Figure 3 suggest that system 3 will have a larger aromatic

character than system 2. Indeed, as shown in Table 3, the well established multi-center

aromaticity indices Iring(A ) [19], that measures the 6-center delocalization along the direct

ring path, MCI(A ) [20], which adds all the other possible paths, as well as their normalized

versions, ING(A ) and INB(A ) [21] indicate, to different degrees, that compound 3 is more

aromatic than compound 2. Hence, although normally it is considered that aromaticity is

a source of stabilization, what we found here is that the most stable compound is the least

aromatic. This surprising result is in close agreement with our previous work indicating that

the strength of RAHB compared with those in non-conjugated carbonyl molecules is not

originated in its resonant structures [16].

The variations in the delocalisation indices indicated in Figure 3 due to the formation

of the RAHB and RIHB is supported by the analysis of the ELF in Figure 5, which shows

several isosurfaces of this scalar field. The electron population associated with a given domain

increases with the size of the isosurface. The C1−C2 and C2−C3 bonds (the atom numbering

is shown in Figure 3) in system 2 are qualitatively more similar upon the formation of the

HB whereas the opposite occurs in the case of anion 3. Additionally, the examination of the

ELF in molecule 2 in its open conformer reveals a solitary lone pair (Figure 5 (a)), which
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disappears when the RAHB is formed. This last result indicates a substantial conjugation

of this lone pair with the adjacent C−N bond upon the formation of the resonance-assisted

HB. The base 3 does not exhibits such lone pair either in the dissociated or in the H-bonded

conformation.

As discussed before, [16] the fact that the RAHB makes the bond orders more uniform

through the π system does not imply that the number of delocalised electrons increases

with the formation of this H-bond. Similarly, the reduced uniformity in the DIs following

the formation of the RIHB in 3 is not accompanied by a decrease in the total number of

delocalised electrons. These statements are based on the sum rule obeyed by the localisation

and delocalisation indices

N =∑
X

λ(X) + 1

2
∑

X≠Y

δ(X,Y) (7)

where the total number of electrons in a molecule is partitioned into localised (as measured by

λ, the atomic localisation index) and delocalised sets (as measured by the interatomic DIs).

Table 4 shows that the total number of delocalised electrons is slightly reduced after

the formation of the RAHB in 2 while the number of delocalised electrons almost remain

constant in system 3 on account of the formation of the RIHB. The increase of the number

of localised electrons in 2 as a consequence of the RAHB is accompanied by a substantial rise

in in the intra-atomic component of the IQA exchange-correlation energy, ∆∣∑A V
A

xc ∣ = 23.9

kcal/mol. Interestingly, the interatomic exchange becomes less negative ∑A>B ∆V AB
xc = 17.5

kcal/mol. As previously discussed, [16] an important source of stabilisation from the RAHB

comes from the change of the intra-atomic component of electron exchange rather than the

inter-atomic exchange as suggested by the mesomeric structures in Figure 1 (a) and (b). We

have found similar effects concernig the intra ∑A ∆V A
xc and the inter ∑A>B ∆V AB

xc in the RIHB

here examined, but considerably smaller in magnitude.

The behaviour of the delocalisation indices after the generation of an RAHB or RIHB

indicates that the pair density is affected in different ways due to these interactions. Because

the charge distribution can be obtained by integrating %2(r1, r2) then we expect distinct

modifications of %(r) in resonance-assisted and impaired hydrogen bonds. For example, Table
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5 shows that RAHBs and RIHBs involve qualitatively similar changes in QTAIM charges.

Nonetheless, the variations in q(Ω) are more conspicuous for the former HB than for the

latter, in agreement with the above comparison of these interactions.

The smaller rearrangement of charge distribution in the RIHB as compared with the

RAHB is consistent with the fact that the absolute values of all the components of the IQA

decomposition of the formation energy of the former interaction are significantly lower than

that of the latter H-bond (Table 6). We stress that even the IQA classical contribution,

which jointly takes into account the electrostatics, polarisation and charge transfer energies

in standard energy decomposition analyses is smaller in the examined RIHBs than in the

RAHBs, although the resonance-impaired H-bond involves a negatively charged enolate as

the HB acceptor. Additionally, Table 6 indicates that the magnitude of ∑A>B ∆V A>B
cl for

the H-bond 3inter corresponding to the intermolecular interaction of an enolate and an α-β

unsaturated imine is more than twice the corresponding value for the RIHB in 3. This chart

also reveals that the most important sources of stabilisation in the investigated H-bonds are

∑A>B ∆V AB
cl and ∑A>B ∆V A

xc , the first component being more important than the second. As

a matter of fact, the order of the absolute values of the change of these components after the

formation of the H-bond

∣∆V AB
cl ∣(3inter) > ∣∆V AB

cl ∣(2) > ∣∆V AB
cl ∣(2inter) > ∣∆V AB

cl ∣(3),
∣∆V A

xc ∣(3inter) > ∣∆V A
xc ∣(2) > ∣∆V A

cl ∣(2inter) > ∣∆V A
cl ∣(3),

(8)

is the same than that of the formation energies discussed in the previous subsection

∣∆EAB
form∣(3inter) > ∣∆EAB

form∣(2) > ∣∆EAB
form∣(2inter) > ∣∆EAB

form∣(3). (9)

Similar tendencies are observed for the interaction O⋅⋅⋅H as reported in Table 7. The

magnitude of the exchange-correlation component for the N−H bond decreases in the inverse

order as in inequalities (8) and (9),

∣V N−H
xc ∣(3) > ∣V N−H

xc ∣(2inter) > ∣V N−H
xc ∣(2) > ∣V N−H

xc ∣(3inter) (10)

in agreement with the relative strenghts of the H-bond considered herein, as a more covalent
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N−H bond indicates a weaker H⋅⋅⋅O HB.

Concluding remarks

We have introduced in this paper the concept of Resonance Impaired Hydrogen Bond, i.e., an

HB substantially hindered by a surrounding π system. The consideration of intermolecular

hydrogen bonds as control systems shows that the examined RIHB has a low formation energy

despite a negative charge in the enolate group acting as the H-bond acceptor. While typical

charged σ H-bonds have formation energies that usually surpass 10 kcal/mol, the correspond-

ing value for the examined RIHB in this work is ∆ERIHB
form = −2.6 kcal/mol. The QTAIM and

ELF analyses indicate that RAHBs and RIHB behave differently concerning the homoge-

nization of bond orders throughout the pseudocycle formed in these interactions. Different

aromaticity indices indicate that anion 3 is more aromatic than molecule 2 despite the RAHB

is stronger than the RIHB. This result being consistent with previous descriptions of RAHB

in which the stability of this HB is not based in the corresponding mesomeric structures.

Instead, both RAHBs and RIHBs become stabilised through intra-atomic exchange as well

as electrostatic effects as shown by the IQA energy partition. Nonetheless, the magnitude of

these effects is larger in an RAHB than it is in an RIHB. We expect overall that these results

give valuable insights in the complex interplay between π conjugated systems and H-bonds

in chemistry.
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Figure 1: Resonance-assisted hydrogen bonds in malondialdehyde, 1, and 3-amino acrylaldehyde, 2. The

resonance-impaired hydrogen bonds in the conjugated base of 2, i.e. compound 3 is shown as well. The arrow

pushing shown in red/blue strengthens/weakens the schematised H bonds.

Figure 2: Intermolecular hydrogen bonds 2inter and 3inter used to examine (i) the resonance assisted hydrogen

bond in 3-amino acrylaldehyde 2 and (ii) the resonance impaired hydrogen bonds in its conjugated base 3

respectively. The hydrogen bond donors are indicated in blue colour while the H-bond acceptors are displayed

in red.
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Figure 3: Changes in the delocalisation indices across the pseudocycles of (a) 2 and (b) 3 on account of

the formation of the resonance assisted and impaired hydrogen bonds, respectively. An increase/decrease in

δ(X,Y) as a result of the formation of these intramolecular H-bonds is indicated with red/blue.

Figure 4: Flow of electron density in the pseudocycles of (a) RAHB and (b) RIHB investigated.
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Figure 5: ELF isosurfaces at isovalue 0.9 for the RAHB 2 in its open (a) and closed (b) conformations and

the RIHB 3 in its open (c) and closed (d) dispositions.

Table 1: Formation energy for the H-bonds in systems 2, 2inter, 3 and 3inter. The values are reported in

kcal/mol.

System ∆EH bond
form

2 −7.9

2inter −3.6

3 −2.6

3inter −14.3
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Table 2: O⋅⋅⋅H and N⋅⋅⋅O distances (in ångstroms) for the H-bonds in systems 2, 2inter, 3, 3inter.

System d(H⋅⋅⋅O) d(N⋅⋅⋅O)

2 1.896 2.665

2inter 2.024 3.030

3 2.135 2.979

3inter 1.714 2.752

Table 3: Aromaticity indices Iring(A ), MCI(A ), ING(A ) and INB(A ) for the closed conformations of 2 and

3.

Index 2 3

Iring 0.001211 0.001668

MCI 0.022377 0.023604

ING 0.001618 0.002265

INB 0.021824 0.023082

Table 4: Change in the number of delocalised electrons and the intra- and intermolecular components of the

IQA exchange-correlation energy (reported in kcal/mol) as a consequence of the formation of the H-bonds in

2, 2inter 3, and 3inter.

System ∑
A>B

∆δ(A,B) ∑
A

∆V A
xc ∑

A>B

∆V AB
xc

2 −0.08 −23.9 17.5

2inter −0.03 −14.9 6.2

3 0.01 −0.7 4.0

3inter −0.01 −24.7 14.6
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Table 5: Variations in the QTAIM charges in 2 and 3 on account of the formation of the respective RAHB

and RIHB in these systems. The atomic numbering is shown in Figure 3. Atomic units are used throughout.

Atom 2 3 Atom 2 3

C1 0.11 0.04 H6 −0.04 −0.03

C2 −0.04 −0.03 N7 −0.10 −0.03

C3 −0.08 −0.02 H8 0.00 −0.01

O4 −0.04 0.00 H9 (H-bond) 0.12 0.11

H5 0.04 −0.01 H10 0.01 —

∑
A

∣∆Q(A)∣ 0.58 0.28 — — —

Table 6: Interacting quantum atoms partition of the formation energy of the H-bonds in 2, 2inter, 3 and 3inter.

Values in kcal/mol.

System ∑
A>B

∆δ(A,B) ∑
A

∆TA ∑
A

∆V A
cl ∑

A

∆V A
xc ∑

A>B

∆V AB
cl ∑

A>B

∆V AB
xc

2 −0.01 16.88 43.35 −14.26 −58.36 5.52

2inter 0.01 20.39 22.97 −8.46 −38.09 0.51

3 0.03 −3.49 22.42 0.93 −21.56 0.68

3inter 0.04 26.56 36.27 −16.04 −62.56 3.46
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Table 7: Changes in the IQA energy components, EAB
int , V AB

cl and V AB
xc for the O⋅⋅⋅H and N−H bonds because

of the formation of the HBs in the examined systems, i.e., from the open to the H-bonded conformation of 2

and 3 (as shown in Figure 3) and from the dissociated to the associated forms for 2inter and 3inter. The data

are reported in kcal/mol.

O⋅⋅⋅H N−H

System EAB
int V AB

cl V AB
xc EAB

int V AB
cl V AB

xc

2 −106.4 −93.7 −12.8 −297.2 −153.9 −143.3

2inter −74.7 −65.7 −8.9 −277.9 −118.0 −159.9

3 −71.1 −61.6 −9.6 −259.2 −90.4 −168.9

3inter −126.9 −104.6 −22.3 −273.7 −138.9 −134.8
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