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Abstract9

Atomic and molecular dispersion coefficients can now be calculated routinely using10

density-functional theory. In this work, we present the first determination of how elec-11

tronic excitation affects molecular C6 London dispersion coefficients from the exchange-hole12

dipole moment (XDM) dispersion model. Excited states are typically found to have larger13

dispersion coefficients than the corresponding ground states, due to their more diffuse elec-14

tron densities. A particular focus is both intramolecular and intermolecular charge-transfer15

excitations, which have high absorbance intensities and are important in organic dyes, light-16

emitting diodes, and photovoltaics. In these classes of molecules, the increase in C6 for17

the electron-accepting moiety is largely offset by a decrease in C6 for the electron-donating18

moiety. As result, the change in dispersion energy for a chromophore interacting with19

neighbouring molecules in the condensed phase is minimal.20

Keywords: London dispersion, excited states, density-functional theory21
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I. INTRODUCTION22

The study of electronic excitations is essential in many areas of chemistry. Molecular elec-23

tronic excitations play important roles in the design and fabrication of organic electronics1,224

(sensors, light-emitting diodes, photovoltaics, etc.). While properties of the excited state25

have been extensively studied for single molecules in the gas-phase and in solution, little is26

known regarding how excitation of a single molecule affects the intermolecular interactions27

with its neighbours.3,4 In particular, to our knowledge, there has only been one investigation28

to date as to how electronic excitation affects the strength of intermolecular London dis-29

persion interactions5 and this was limited to a small set of van der Waals complexes rather30

than common chromophores.6 This may be, in part, because popular empirical dispersion31

models have dispersion coefficients that are either fixed7 or depend only on the geometry8
32

and consequently cannot describe correctly the change in intermolecular dispersion during33

a vertical excitation. Alternatively, while non-local density-functional dispersion models are34

transferable to excited states,5 they do not directly provide atomic or molecular dispersion35

coefficients.36

The exchange-hole dipole moment (XDM) model9–11 in the context of density-functional37

theory (DFT) is uniquely suited to address the question of how electronic excitation af-38

fects London dispersion. The XDM model provides a non-empirical means of calculating39

accurate C6 (and higher-order12) dispersion coefficients directly from the electron density.40

As such, the XDM dispersion coefficients are sensitive to changes in an atom’s electronic41

environment13–15 and the method is completely transferable, without modification, from42

ground-state to excited-state electron densities.43

In XDM, the dispersion energy is an a posteriori correction to the self-consistent energy,44

calculated using one of the common density functionals. The dispersion energy is written45

as a sum over all pairs of atoms, i and j separated by a distance Rij, and includes C6, C8,46

and C10 dispersion terms.47

EXDM
disp = −

∑
n=6,8,10

∑
i<j

Cn,ijfn(Rij)

Rn
ij

(1)

The damping function, fn(Rij), prevents the divergence of the dispersion energy at small48

internuclear separations. The atomic C6 dispersion coefficients are determined from the49
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exchange-hole dipole moment integrals, 〈d2X〉, and atom-in-molecule polarisabilities, α.50

C6,ij =
αiαj〈d2X〉i〈d2X〉j
αi〈d2X〉j + αj〈d2X〉i

(2)

Analogous formulae can be written for the higher-order dispersion coefficients and involve51

higher-order exchange-hole multipole moments. The moment integrals and polarisabilities52

are both functions of the electron density and consequently vary with atomic environment.53

Interested readers are directed to Ref. 11 for a comprehensive review of the XDM equations54

and the theory underpinning the model. The overall molecular Cn dispersion coefficient can55

be evaluated by summing over all atom pairs.56

Cn =
∑
ij

Cn,ij (3)

This value is the Cn dispersion coefficient for the interaction between one molecule and a57

second, identical molecule.58

In this work, the XDM model is applied to investigate how the molecular dispersion59

coefficients change upon electronic excitation for a small collection of molecular systems,60

which can be broken down into three classes. These are π → π∗ excitations in conjugated61

hydrocarbons, charge-transfer excitations in push-pull chromophores of 4,4′-disubstituted62

biphenyls, and intermolecular excitations in charge-transfer complexes. Additionally, we63

consider a set of ten molecular crystals and co-crystals and assess how changes in dispersion64

coefficients resulting from electronic excitation affect the dispersion energy for interaction65

of a single, excited molecule with the surrounding bulk. This dispersion contribution to the66

excitation energy has not previously been considered when modeling electronic excitations67

of molecules in the condensed phase.68

II. COMPUTATIONAL METHODS69

A. Molecular calculations70

All molecular calculations were performed using the Gaussian 09 program.16 Geome-71

tries of all molecules and intermolecular complexes were optimized using B3LYP17,18 or72

B3LYP-XDM, respectively, both with the 6-31+G* basis set. Subsequent single-point en-73
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ergy calculations and time-dependent density-functional theory (TD-DFT)19–22 calculations74

were performed with either the 6-31+G* basis set for single molecules or aug-cc-pVDZ for75

complexes and either the B3LYP17,18 or CAM-B3LYP23 density functionals. Usually the first76

singlet excited state was considered, but occasionally the density was determined for a higher77

excited state corresponding to the charge-transfer state for the push-pull chromophores or78

intermolecular charge-transfer complexes (see below).79

Change-transfer excitations are well known to be problematic for functionals with little80

or no exact-exchange mixing,24–30 due to the density-functional “delocalisation” or “charge-81

transfer” error.31–36 As such, calculations on intermolecular charge-transfer complexes were82

performed using systematic series of hybrid and range-separated hybrid density function-83

als with varying exact-exchange mixing. Specifically, a family of BLYP18,37-based hybrid84

functionals of the form85

EXC = aXE
exact
X + (1− aX)EB88

X + ELYP
C (4)

was used, where the exact-exchange mixing fraction, aX was varied from 0 to 1 in increments86

of 0.1. Similarly, we also considered a family of range-separated hybrid functionals based87

on LC-BLYP.38 In these functionals, the interelectronic Coulomb potential is divided into88

short- and long-range terms using the error function:89

1

r12
=

1− erf(ωr12)

r12
+

erf(ωr12)

r12
. (5)

This modified Coulomb potential is then used in evaluation of the exchange energy such90

that the short-range portion is treated with the B88 generalised-gradient-approximation91

functional37 and the long-range component is treated with exact exchange. The length of92

this range-separation is determined by the parameter ω, whose value was varied from 0 to93

1 Bohr−1 in increments of 0.1 Bohr−1.94

In evaluation of the exchange-hole dipole moments, and resulting XDM dispersion co-95

efficients, the Becke-Roussel exchange-hole model39 was used in all calculations. As such,96

the full two-particle density matrix for the excited state was not required. We need only97

the expansion of the Kohn-Sham orbitals in terms of the atomic basis functions, which98

can be obtained from the wavefunction file. The “density=current” option in the Gaussian99
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program16 was used to generate wavefunction files for excited states. The ground state den-100

sity, ρgs, is obtained from the usual sum of the squares of the occupied, real Kohn-Sham101

orbitals: ρgs =
∑

i,σ ψ
2
iσ(r). The excited-state density, ρex is determined from the first-order102

density response and is given by40,41
103

ρex = ρgs +
∑
i,a,σ

Piaσψiσ(r)ψaσ(r), (6)

where index i refers to the occupied Kohn-Sham orbitals, index a the virtual Kohn-Sham104

orbitals, and σ denotes the electron spin. The Piaσ coefficients are determined from solution105

of the Casida equation in TD-DFT.19,42 The usual BR procedure is then applied to calculate106

the exchange-hole dipole moments and dispersion coefficients10,11,43 from the density and107

orbitals. The postg program44 was used to calculate the C6 dispersion coefficients and108

Hirshfeld45 atomic charges for both the ground and excited states.109

B. Solid-state calculations110

Crystal structures of 4-amino-4′-nitrobiphenyl, A3MN [2-Amino-3-((E)-(4-(diethylamino)111

benzylidene)amino)maleonitrile],46 coumarin, 6-aminocoumarin, and the benzene/hexafluoro-112

benzene, N,N-dimethylaniline/hexafluorobenzene, naphthalene/hexafluorobenzene, tetra-113

cyanoethylene/naphthalene, chloranilic acid/pyrazine, and 2,5-dimethylbenzoquinone/bis-114

(hydroquinone) co-crystals, were obtained from the Cambridge Crystallographic Data115

Centre47 (codes: KEFLEM01, PAQMIE01, RAZLEK, BEZZAJ, BICVUE01, DMAFBZ01,116

IVOBOK, CYENAP, BOQHOE, and CISCOW, respectively). The structures of these crys-117

tals (both atomic positions and unit-cell parameters) were then optimized with B86bPBE-118

XDM11,48–50 using the Quantum ESPRESSO program.51 These calculations used Projector-119

Augmented-Wave (PAW) pseudopotentials, a 4×4×4 k-point mesh, and energy and density120

plane-wave cut-offs of 60 and 600 Ry, respectively. After optimization, single-point energy121

and TD-DFT calculations were performed on a single molecule cut from the crystal at this122

fixed geometry. These calculations used Gaussian 09 as detailed above, with the B3LYP123

functional and the 6-31+G* basis set. The London dispersion coefficients were calculated124

from the resulting electron densities using the postg program.44 These coefficients were then125

used to evaluate the dispersion energy for interaction of this single molecule, in either its126
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ground or excited state, with the remainder of the crystal, using the critic2 program.52127

III. RESULTS AND DISCUSSION128

A. Conjugated hydrocarbons129

We begin by considering the π → π∗ excitations for the set of conjugated hydrocar-130

bon molecules shown in Figure 1. This set consists of a mixture of straight-chain alkenes,131

biphenyls, and stilbenes. As π → π∗ excitations are much less sensitive to the choice of132

DFT method than are charge-transfer excitations, we consider only B3LYP results. Fig-133

ure 2 shows the percent change in molecular C6 dispersion coefficients for all members of134

this set, as a function of either excitation energy (a,b) or chain length (c,d).135

The results in Figure 2(a,b) show that the percent change in molecular C6 upon exci-136

tation increases exponentially with increasing excitation energy for each distinct series of137

compounds (alkenes, stilbenes, and biphenyls). This is to be expected as the valence electron138

becomes more weakly bound in higher-energy excited states, causing the electron density139

to be more diffuse, which in turn causes the dispersion coefficients to increase. In partic-140

ular the percent increase in C6 upon excitation of ethylene is extremely large (in excess of141

200%) and even larger increases appear in high-energy Rydberg excitations. However, as142

such high-energy excitations are not observed in everyday chemical applications, we focus143

our attention on lower-energy π → π∗ and charge-transfer excitations.144

While the excitation energies for the conjugated-chain set vary significantly depending145

on the molecule type, a simplified picture of the effect of excitation on C6 can be obtained146

by recourse to a particle-in-a-box model in which only the chain length of each hydrocarbon147

is considered. Figure 2(c,d) shows the that percent change in C6 decreases with increasing148

chain length, using two possible definitions (either the Euclidean length or number of C-C149

bonds between distal carbon atoms, with the latter yielding a slightly improved correlation).150

In the context of the particle-in-a-box, a shorter chain, or box, length results in a more151

loosely-bound excited state, leading to large increases in C6 upon excitation. Conversely, a152

longer chain length results in a more-tightly bound excited state, leading to smaller relative153

increases in C6 upon excitation. Figure 2(c,d) also shows that C8 and C10 follow the same154

trends as seen for C6, although the percentage increase induced by the excitation is higher155
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for the higher-order dispersion coefficients.156

Lastly, we decompose the changes in C6 into contributions from the two types of terms157

in Equation 2: the moment integrals and atomic polarisabilities. As the densities in the158

excited states are more diffuse, one might expect that an increase in polarisability would be159

the primary contribution to the change in molecular C6. However, more diffuse densities will160

also cause a larger average displacement between a reference electron and its corresponding161

exchange hole, which remains centered near the nearest atomic nucleus.39 Thus the moment162

integrals also increase upon excitation, and Figure 3 shows that the relative contributions163

from the moment integrals and polarisabilities are roughly equivalent. This is similar to what164

is seen for changing chemical environments in ground-state molecules,11,13 but contrary to165

solids where changes in C6 are dominated by changes in the exchange-hole dipole moment166

integrals.11,14167

B. Push-pull chromophores168

Next we consider the set of 4,4’-disubstituted biphenyls shown in Figure 4(a). These169

molecules can be classified as “push-pull” systems since one substituent is a strong electron-170

donating group (EDG) while the other is an electron-withdrawing group (EWG). In all171

cases either the first or second excited state corresponds to a charge-transfer state, as deter-172

mined from the Hirshfeld charges. In our analysis, the charges and dispersion coefficients of173

these molecules are partitioned into contributions from the electron-donating and electron-174

accepting halves which are separated by the central C-C single bond. The extent of charge175

transfer is determined as the absolute value of the difference in the Hirshfeld charge between176

the ground and excited state, for either of these two halves of a given molecule.177

Figure 4(b) shows the extent of charge transfer as a function of the calculated excitation,178

with both B3LYP and CAM-B3LYP. Range-separated functionals, such as CAM-B3LYP,179

are conventionally viewed as being the more reliable for charge-transfer excitations,53–56180

although one must be careful not to generalise this result, particularly to large systems, as181

the performance of range-separated functionals is highly system-dependent.57–59 Figure 4(b)182

shows that going from B3LYP to CAM-B3LYP leads to higher excitation energies and183

reduced charge transfer, as expected since the latter functional was designed to minimise184

charge-transfer errors. However, the correlation between these two quantities becomes less185
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clear than with B3LYP. Considering trends with substituent, the amino group is a stronger186

EDG than the hydroxyl group, resulting in greater charge-transfer and lower excitation187

energies. For the EWGs, the excitation energies follow the trend NO2 < CHO < COOH <188

CN < CF3 and the extent of charge transfer follows the inverse trend.189

Figure 4 also shows the change in C6 for the EDG and EWG halves of the biphenyls,190

obtained with B3LYP (c) and CAM-B3LYP (d). In general, the C6 for the EDG decreases191

upon excitation as charge is transferred away from this region of the molecule, resulting in a192

more compact electron density. Conversely, the C6 for the EWG increases upon excitation193

as charge is transferred to this region of the molecule, resulting in a more diffuse electron194

density. CAM-B3LYP predicts somewhat lower charge transfer, which results in smaller195

increases in the EWG C6 and smaller decreases in the EDG C6 compared to B3LYP. However,196

as these effects offset, the overall differences in total C6 values remain small and are only197

0-4% for the molecules in the set, with both functionals.198

Lastly, regarding substituent effects, the magnitude of ∆C6 for the EDG tends to increase199

with greater charge transfer, as it becomes more positive in the excited state. For the EWG,200

the ∆C6 tends to increase as the extent of charge transfer decreases. This is due to the201

inverse relationship between charge transfer and excitation energy; reduced charge transfer202

occurs when the excited state is higher in energy, resulting in more diffuse electron densities203

and higher C6 coefficients in the excited state. Additionally, two distinct trends lines are204

present in Figure 4(c,d), one for each EDG, with larger increases in C6 occurring for the205

amino substituent than for the hydroxyl substituent.206

C. Intermolecular charge-transfer excitations207

As shown in the previous section, overall increases in molecular dispersion coefficients208

on excitation are minimal for intramolecular charge-transfer excitations. In this section,209

we consider two intermolecular charge-transfer complexes: benzene/hexafluorobenzene (in210

C6v symmetry) and benzene/tetracyanoethylene (in C2v symmetry), both of which possess211

fairly low-lying intermolecular charge-transfer excitations. Due to the delocalisation (or212

charge-transfer) error, we expect the results for these intermolecular complexes to be much213

more sensitive to the choice of density functional than were the data for the biphenyls. We214

therefore consider the effect of exact-exchange mixing on the extent of excitation-induced215
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charge transfer and changes in the C6 coefficients using series of hybrid and range-separated216

hybrid functionals.217

Figure 5(a,b) show plots of the charge-transfer excitation energy as a function of exact-218

exchange mixing fraction or range-separation parameter for the two intermolecular com-219

plexes. In general, the density-functional delocalisation error causes local density functionals220

(i.e. those with no exact-exchange mixing) to over-stabilise fractional charges and to under-221

estimate charge-transfer excitation energies24–36. This is reflected in Figure 5(a,b) which222

show systematic increases in the excitation energies as the exact-exchange mixing fraction223

or range-separation parameter is increased.224

Next, Figure 5(c,d) show the excitation-induced charge transfer and reveal differing be-225

haviour for these complexes. In both cases, the BLYP functional, with no exact-exchange226

mixing, predicts fractional charge transfer of near one-half of an electron (0.58 e− for ben-227

zene/hexafluorobenzene and 0.44 e− for benzene/tetracyanoethylene). This is expected as228

delocalisation error causes local functionals to over-stabilise fractional charges. As exact229

exchange is incorporated into the functional, the extent of charge transfer tends towards230

integer values. However, the tends are opposing for the complexes, with the charge trans-231

fer decreasing to zero for benzene/hexafluorobenzene and increasing to 0.8 e− for ben-232

zene/tetracyanoethylene. This would seem to imply that the latter case is a “true” charge-233

transfer excitation, while the low-energy charge-transfer excitation seen in the former com-234

plex is an artifact caused by delocalisation error.235

Finally, Figure 5(e,f) show the excitation-induced changes in C6 London dispersion coeffi-236

cients for the complexes, as well as for the component donor and acceptor molecules. Despite237

the high sensitivity of both the charges and excitation energies, the dispersion coefficients238

show minimal functional dependence, particularly for benzene/tetracyanoethylene. This in-239

dicates that use of popular hybrid functionals, like B3LYP, should be adequate to describe240

dispersion properties, even for strong charge-transfer excitations. As for the disubstituted241

biphenyls, the C6 of the electron donor decreases on excitation while the C6 of the electron242

acceptor increases. These effects offset almost completely for benzene/tetracyanoethylene;243

however, for benzene/hexafluorobenzene, there is a net increase in C6 of roughly 10%, much244

larger than those seen in the biphenyls or conjugated hydrocarbons. This implies that245

changes in dispersion energy coming from excitation may be much larger for co-crystals246

than single-molecule crystals, and this will be confirmed in the following section.247
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D. Dispersion in crystalline solids248

Having established that electronic excitation has the potential to cause large changes in249

molecular dispersion coefficients, we next assess the impact of this effect on the dispersion250

energy for interaction of a single molecule with a surrounding crystal environment. We251

consider a set of 4 single-molecule crystals and 6 co-crystals, shown in Figure 6.252

The results in Table I show that the changes in C6 on excitation remain quite low for the253

single molecules exhibiting intramolecular charge-transfer excitations, as expected from the254

results in Section III B. While %∆C6 may be significantly larger in magnitude for some of255

the intermolecular charge-transfer excitations, the resulting changes in dispersion energy for256

excitation of a molecular dimer within the co-crystal remain quite small in magnitude. This257

is partly because the moment integrals and polarisabilities for only a single molecular dimer258

are changing, so the resulting effect on the dispersion coefficients for interactions with the259

remainder of the crystal are effectively halved relative to what would be seen for interaction260

between two excited moieties. Additionally, the larger relative increases in the higher-order261

dispersion coefficients (Figure 1) cause increases in the effective atomic van der Waals radii262

used in the XDM damping function. This results in increased damping of the dispersion263

energy, which largely offsets the effect of increasing dispersion coefficients. Indeed, in the264

majority of cases considered, the increased damping causes a lower dispersion energy in the265

excited state than in the ground state, as reflected by the many positive values of ∆Edisp in266

Table I.267

The largest changes in dispersion energy resulting from a localised excitation are −1.2268

kcal/mol for benzene/hexafluorobenzene and 1.2 kcal/mol for naphthalene/hexafluorobenzene.269

While examples could likely be found with larger dispersion-energy changes, this finding270

indicates that this dispersion effect has a very minor contribution to the overall excitation271

energy for a molecule or dimer in the condensed phase.272

IV. SUMMARY273

This is the first work to consider the effect of electronic excitation on molecular London274

dispersion coefficients. Excitation increases the dispersion coefficients as the electron density275

distribution in the excited state is more diffuse, resulting in larger atomic polarisabilities276
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and exchange-hole multipole moment integrals, with these two contributions being roughly277

equivalent in size. The percentage change in the C6 dispersion coefficient was found to278

decrease with increasing chain length for π → π∗ excitations in conjugated hydrocarbons.279

For charge-transfer excitations, the dispersion coefficients for the electron-donating moiety280

decrease, while the dispersion coefficients for the electron-withdrawing moiety increase. The281

combined effect on the overall dispersion coefficient is negligible for intramolecular charge282

transfer, but can be fairly large for intermolecular charge transfer. However, despite the283

potential for large changes in dispersion coefficients, electronic excitation of a single molecule284

has only a minimal effect on the dispersion energy for interaction of the chromophore with285

the surrounding bulk in a molecular crystal or co-crystal.286
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TABLE I: Changes in molecular C6 coefficients for a single excited moiety (single molecule
or charge-transfer dimer) and overall dispersion energies for interaction of the chromophore

with surrounding molecules in the crystal.

Molecule %∆C6 ∆Edisp (kcal/mol)
4-amino-4′-nitrobiphenyl 0.3 -0.16
A3MN 0.9 0.17
coumarin 1.9 0.18
6-aminocoumarin 2.8 0.14
benzene/hexafluorobenzene 7.8 -1.24
N,N-dimethylaniline/hexafluorobenzene 2.8 0.07
naphthalene/hexafluorobenzene 4.6 1.23
tetracyanoethylene/naphthalene -0.3 0.39
chloranilic acid/pyrazine -0.3 0.46
2,5-dimethylbenzoquinone/bis(hydroquinone) 24.4 1.02
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FIG. 1: The constituents of conjugated-chain set of molecules.
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FIG. 2: Changes in molecular C6 dispersion coefficients as a function of excitation energy
for subsets of (a) alkenes and (b) stilbenes and biphenyls. Also shown are changes in C6,
C8, and C10 dispersion coefficients for the conjugated-chain set as a function of chain

length using two different definitions: (c) the Euclidean distance between terminal carbon
atoms and (d) the number of C-C bonds forming the chain. The lines are to guide the eye.
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FIG. 3: Decomposition of the changes in molecular C6 dispersion coefficients into
contributions from the dipole-moment integrals and polarisabilities. Results are shown for
the conjugated-chain set as a function of chain length, defined as the number of C-C bonds

forming the chain.

 1

 10

 100

 1  3  5  7  9  11  13  15

P
e
rc

e
n
t 
c
h
a
n
g
e

Chain length (# of C-C bonds)

∆ C6
∆ α
∆ <dX

2
>

19



FIG. 4: The set of selected 4,4’-disubstituted biphenyls (a) together with the calculated
extent of charge transfer as a function of excitation energy (b). Also shown are the

excitation-induced changes in C6 for the electron-donating and electron-withdrawing halves
of each biphenyl from B3LYP (c) and CAM-B3LYP (d). Coloured symbols correspond to

hydroxyl electron donors and open symbols correspond to amino electron donors.
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FIG. 5: Calculated properties of the benzene/hexafluorobenzene (left) and
benzene/tetracyanoethylene (right) complexes as a function of exact-exchange mixing (aX)
in BLYP-based hybrids (filled symbols, solid lines) or range-separation (ω) parameters in

LC-BLYP-based functionals (open symbols, dashed lines). Shown are the excitation
energies (top row), extent of excitation-induced charge transfer (middle row), and

excitation-induced changes in C6 dispersion coefficients (bottom row).
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FIG. 6: Structures of selected chromophores present in molecular crystals together with
their CCDC codes.
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