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Abstract

Accurate camera calibration is a challenging task required for 3D reconstruction sensors. In structured light sensors based on laser
line projection, it is necessary to determine the position and orientation of the camera relative to the laser plane. The standard
approach based on laser plane fitting requires a difficult setup, particularly in multi-camera configurations. This work proposes a
calibration method based on a calibration plate with protruding cylinders. The projection of the laser line on the calibration plate
produces a set of partial contours of ellipses, resulting from the projection of the cross section of the cylinders. These contours are
used to calculate the position and orientation of the camera accurately. The proposed procedure is divided in two steps: a coarse
calibration based on a robust estimator, which provides a rough approximation, and a fine calibration that iteratively optimizes the
solution. The result is an accurate and robust procedure that can be applied to multiple cameras simultaneously on devices with
limited computational power. Extended tests are used to validate the procedure with test pieces. Results indicate the calibration can
be performed in 30 ms, producing a calibration error of only 0.027 mm.
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1. Introduction

3D reconstruction is one of the most challenging fields in
computer vision [1]. The goal is to extract accurate geomet-
ric information about the objects in the scene using images
acquired from one or more cameras. There is a wide vari-
ety of techniques to achieve this goal, which can be broadly
classified as passive or active [2]. Among passive techniques,
stereo vision is one of the most popular and widely studied tech-
niques. In stereo vision, 3D reconstruction is achieved by find-
ing matching pixels from images acquired from different points
of view. The 2D positions of these pixels are used to triangu-
late the corresponding 3D position in the scene. This approach
presents robustness problems, especially in the presence of sur-
faces with uniform textures where finding matching features is
difficult. Active techniques use an external light source that
projects a structured light pattern onto the scene, greatly im-
proving the performance of the 3D reconstruction. The pro-
jected shape of the light pattern on the objects of the scene is
used to reconstruct 3D surfaces [3]. The projected light also in-
creases the number of matching features, providing a dense 3D
surface.

Active 3D reconstruction sensors that project a single laser
line onto the objects are considered one of the most reliable 3D
reconstruction sensors [4, 5]. The laser line is projected across
the objects in the scene, producing a deformed profile according
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to the shape of the objects it is illuminating. Optical triangula-
tion is then used to estimate the corresponding 3D coordinates
of the illuminated pixels in the profile. In order to reconstruct
the whole 3D surface of the object, a relative movement is re-
quired between the object and the structured light sensor, which
consists of a camera and a laser line projector. This 3D recon-
struction technique is very accurate and robust, as it does not
depend on changing illumination conditions [6]. Therefore, it
has been widely used in many different industrial applications,
such as weld inspection [7], flatness measurement [8] or metro-
logical analysis [9].

Calibration is a crucial aspect of structured light sensors. The
extraction of metric information from the images requires an ac-
curate estimation of the parameters that control the projection
of light onto the camera sensor. The calibration procedure is
generally performed in two steps: the calibration of the internal
camera parameters, and the calibration of the position and ori-
entation of the camera. The calibration of the internal camera
parameters, including distortions, is a well-known procedure
widely studied in the field [10]. The most common approach is
the observation of a flat calibration plate with different orienta-
tions. The observations of control markers on the plate are used
to estimate the coefficients of the projection model. The second
step required for 3D reconstruction using laser line projectors
is the determination of the position and orientation of the cam-
era with respect to the laser light plane, commonly known as
the pose. One of the most accurate methods is based on laser
plane fitting. This procedure requires the observation of the
laser line projected on the same calibration plate used for the
internal calibration. At least two images acquired from the cali-
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bration plate at different positions or orientations are necessary.
The coordinates of the projected laser lines in the images are
extracted and used to fit a plane. The result of this procedure is
the equation of the laser plane in world coordinates, which indi-
cate the position and orientation of the laser plane relative to the
camera. The detailed procedure can be found in [11]. Recent
applications of this same procedure can be found in [12, 13].

The plane fitting method is very accurate. However, it re-
quires moving the calibration plate in front of the camera. Also,
at least two images of the laser line projected on the calibration
plate are required. Moreover, the resulting calibration is only
valid while the relative position between the camera and the
laser projector remains constant. Applying this procedure in in-
dustrial environments has a significant number of drawbacks.
In industrial environments, machines and sensors are affected
by vibrations. Eventually, this vibration loosen the screws,
changing the relative position of the camera and the projec-
tor. These displacements are very small, tenths of a millime-
ter, but they significantly decrease the performance of the 3D
reconstruction sensor. Therefore, in these conditions, calibra-
tion must be performed periodically to ensure maximum perfor-
mance. The calibration using the plane fitting is time consum-
ing, and hence not suitable for periodic repetition. Moreover, in
industrial environments it is not easy to place the calibration tar-
get in the field of view of the camera, where heavy machinery is
installed. Also, the calibration plate includes printed calibrated
markers in black and white. Using this type of calibration plate
in industrial environments would require cleaning it every time
it is used to prevent dirt and dust from covering the markers.
Another important drawback of the plane fitting method is that
it is designed for a single camera and laser projector. Industrial
inspection often requires more than one camera to cover the
whole surface of the inspected product. In order to inspect long
products, such as blooms or beams, three, four, or even five
cameras can be required depending on the shape of the prod-
uct. Therefore, the required time for the complete calibration
of the system would be greatly increased using the plane fitting
method.

This paper presents a robust procedure to calibrate and mea-
sure long products, suitable for multi-camera configurations in
industrial environments. It is assumed that the internal camera
calibration is performed previously using a standard calibration
target. The proposed procedure deals with the estimation of
the extrinsic calibration, that is, the estimation of the position
and orientation of the cameras with respect to the corresponding
laser light plane of each camera. In order to perform the calibra-
tion, a calibration plate containing protruding cylinders is used.
The information about the geometry of the calibration plate and
the projected laser lines is used to calculate the required extrin-
sic calibration. The proposed procedure is designed to work
with as many cameras as required. Moreover, the calibration of
all the cameras is carried out at the same time, which reduces
the time required to complete the calibration of the system, and
facilitates periodic calibration with minimum downtime. The
proposed calibration procedure is designed for robustness be-
cause in industrial environments dust, oil or water frequently
provoke noise in the signals. Moreover, as accuracy is a funda-
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Figure 1: Camera projection model

mental aspect of 3D reconstruction sensors, extreme accuracy
is also a requirement of the proposed method. Furthermore,
the proposed procedure is designed to be applied with minimal
computational requirements, which makes the application suit-
able for time-constrained systems.

The remainder of this paper is organized as follows. Sec-
tion 2 introduces the fundamentals of camera projection geom-
etry; Section 3 presents the proposed approach; Section 4 dis-
cusses the results obtained; and finally, Section 5 reports con-
clusions.

2. Camera projection geometry

The projection of a point in the scene onto the image can be
described with a series of geometric transformations [14], as
can be seen in Figure 1. In general, it can be broken down into
four transformations when considering lens distortion.

The first transformation is a 3D rigid-body transformation
from world coordinates in the scene to camera coordinates,
where the camera is at the origin and the z-axis is perpendicular
to the image plane. This transformation involves three rotations
(α, β, γ) and three translations (tx, ty, tz). These six parameters,
usually referred to as extrinsic camera parameters, depend on
the position of the camera in the scene and will change if the
camera is affected by any type of movement or vibration. This
transformation is represented using a 4×4 matrix usually de-
noted Rt. This transformation can be expressed as (1), where
Pw = (xw, yw, zw)T and Pc = (xc, yc, zc)T represent the coordi-
nates of points in world and camera coordinates, and ri j are ob-
tained from the rotation angles. The rotations and translations
express the orientation and position of the world coordinate sys-
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The second transformation is a perspective projection from
camera coordinates to the image plane based on the pinhole
camera model. This transformation can be expressed as (2),
where (u, v)T is the corresponding point in the image plane co-
ordinate system and f is the focal length. u
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The third transformation is a 2D affine transformation from
image plane coordinates to image coordinates or pixel coor-
dinates. This transformation can be expressed as (3), where
(c, r)T are the column and row of the pixel, S x and S y are scale
coefficients depending on the size of the pixels, and Cx and Cy
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The second and third transformations are usually combined
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The final transformation is nonlinear to compensate for op-
tical distortions. This transformation is sometimes neglected
when high accuracy is not strictly required [15]. This transfor-
mation is usually expressed as (5), where ac = (c, r)T represents
the correct coordinates, ad = (c′, r′)T the distorted coordinates,
F is a nonlinear distortion function, and δ represents a set of
coefficients that describe distortion.

ac = ad + F (ad, δ) (5)

Different methods have been proposed to model optical dis-
tortions [16, 17]. In general, the models consider three types
of distortion: radial distortion, tangential distortion, and prism
distortion. The number of coefficients required depend on the
complexity of the model. In the polynomial model 5 coeffi-
cients are used: 3 for radial distortion and 2 for tangential dis-
tortion. More complex models that consider all distortion types
require 14 coefficients [18].

The third and final transformations are sometimes considered
in a different order, as can be seen in [10] and [18]. Distor-
tions can also be considered from correct to distorted coordi-
nates [17]. These different approaches change the coefficients
but not the resulting transformation.

The parameters that control the transformation from camera
coordinates to pixels are referred to as intrinsic camera parame-
ters, as they only depend on the camera internals and not on the
position or orientation of the camera.

The transformation from world coordinates to pixel coor-
dinates is called forward projection. The inverse transforma-
tion, the backward projection, is an ill-defined problem because
pixels correspond to projection lines in world coordinates, as
many different points in world coordinates are projected onto
the same pixel. 3D reconstruction techniques solve this prob-
lem by using stereo vision, where the intersection of the projec-
tion lines of the same pixel in two cameras are used to calculate
the corresponding position in world coordinates. A different ap-
proach is to consider a single measurement plane in the scene.
In this case, the projection line of the pixel is intersected with
this plane to calculate the corresponding position in world co-
ordinates.

2.1. Camera calibration
Camera calibration is the procedure used to estimate the pa-

rameters that control the projection of points in the scene onto
pixels in the image according to the mathematical model that
describes the transformations. There are two types of param-
eters: intrinsic and extrinsic. The intrinsic parameters model
the internal projection of light onto the image sensor through
the lens. The extrinsic parameters model the position and ori-
entation of the camera with respect to a user-defined coordinate
system. Metric information can only be extracted from images
when the two types of parameters are accurately estimated. Be-
cause the two types of parameters model different aspects of
the projection, two different camera calibration procedures are
generally applied: intrinsic camera calibration [19] and extrin-
sic camera calibration [20].

The most common calibration methods are based on a two-
phase technique. They first apply a liner approximation in order
to obtain an initial guess of the projection parameters. Then,
an iterative algorithm is used to optimize the estimation. This
nonlinear procedure requires a set of matched points in world
coordinates and pixel coordinates which are generally obtained
from a calibration object with known geometric information.
The most commonly used calibration object is a flat calibration
plate printed with a calibration target that contains squares or
circles. The calibration plate is observed by the camera from
different orientations to obtain multiple correspondences [21].
The same calibration target can be used to calibrate the intrin-
sic and extrinsic parameters. In order to perform the extrin-
sic calibration using this calibration target, it must be exactly
aligned with the user-defined coordinate system of the scene.
In the case of the extrinsic calibration for laser line projection
sensors, the extrinsic calibration is usually performed using the
plane fitting method.

3. Proposed method

The proposed method is based on a calibration object. Laser
lines are projected across the object and the deformed laser pro-
files are extracted from the images. The calibration object has
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Figure 2: Architecture of the system with four cameras and four corresponding
laser projectors

been accurately designed and measured. Thus, the geometric
information about the shape of the object is known. Conse-
quently, it can be used to calibrate the pose of the cameras.

Figure 2 shows an illustration of the architecture of the sys-
tem, including the laser projectors and the cameras. In this ex-
ample, four sensors are considered, each consisting of a cam-
era and a laser projector. The four laser lines are projected on
the same plane. Adjacent lasers and cameras are configured to
use a different light wavelength. Thus, they do not interfere
with each other. Four cameras is the most common approach
to cover the whole shape of the object, although more cameras
could be necessary in some cases depending on the shape of
the inspected product. The proposed calibration procedure is
designed to work with as many sensors as required.

The geometry of the calibration target can be seen in Fig-
ure 3. It consists of 13 protruding cylinders on a plate of ap-
proximately 200 mm×200 mm made of aluminum. The alu-
minum calibration target is lightweight and durable. Moreover,
it has very good corrosion resistance in most environments. In
order to avoid reflections, a dark anti-reflective coating is ap-
plied to the surface. The projection of the laser lines on the
calibration target is observed simultaneously by all the cam-
eras. Therefore, it is possible to calibrate all the cameras at the
same time using a common reference system. After fabrication,
the calibration plate is measured using a coordinate measuring
machine, which is a device to accurately measure the physical
geometry of an object. In this work, the Renishaw Renscan is
used, with a reported accuracy of 1 µm.

The grid lines used in Figure 3b are represented with a spac-
ing of 10 mm. The same spacing is used throughout the text,
even when the scale of the figure is different.

The laser plane projected across the calibration target pro-
duces a profile consisting of 13 circles. However, these circles
are projected as ellipses in the images. Figure 4 shows the cal-

ibration target observed by each camera. As can be seen, there
are occlusions. Thus, only a partial view of the ellipses is vis-
ible. The visible part of the ellipses depend on the position of
the cylinders and the camera.

The objective of the calibration is to find the optimal 3D
rigid-body transformation that can be used to transform the ob-
servation of the calibration target in Figure 4 with the geometry
in Figure 3b. The proposed method is applied in two steps.
First an initial estimation is calculated using a coarse calibra-
tion. Then, an iterative algorithm is used to optimize the cali-
bration. Figure 5 shows a summary of the proposed procedure.

The proposed procedure is designed to work in industrial en-
vironments where adverse conditions are the norm. The conse-
quences of these conditions include variable luminance, reflec-
tions, or uneven laser light. Thus, the calibration procedure is
designed to be robust.

3.1. Coarse calibration

The coarse calibration is applied to calculate a good initial
calibration in order to guarantee convergence in the fine cali-
bration procedure applied next.

Industrial applications based on laser triangulation are af-
fected by reflections in the images. These reflections are usu-
ally interpreted as part of the laser line, producing noise and
outliers. Moreover, when laser projectors work for extended
periods of time, the intensity of the laser light decreases. This
reduced performance occurs unevenly, affecting some parts of
the projected laser line more than others. Consequently, the
laser stripe extraction procedure fails to obtain the coordinates
of the projected laser line in parts of the image [22]. The pro-
posed procedure is designed to deal with these issues in order to
produce a robust calibration, even when some of these adverse
conditions affect the quality of the image.

The first step required for calibration is the extraction of the
laser line, i.e., the determination of the coordinates of the laser
line in the images. In this work a precise subpixel method for
the detection of curvilinear structures is used [23]. This method
provides the coordinates of the laser line accurately [24]. The
method is also applied to other applications with excellent re-
sults, such as road detection in aerial images or vein detection
in medical imaging. Figure 6 shows the extracted laser profile
from the images in Figure 4.

The extracted coordinates of the laser line are grouped using
a clustering method based on the distance, producing a set of
curvilinear segments. In this way, the projection of the laser
line on each cylinder is distinguished. A filtering procedure
is applied to the calculated segments based on their lengths.
Short segments are removed, as they are considered reflections
or noise. The remaining segments are fitted to an ellipse [25].
Other more accurate methods have been proposed for ellipse fit-
ting [26], however extreme accuracy is not relevant in this step,
as the fine calibration is used to improve these coarse results.
These ellipses represent the projection of the cross section of
the cylinders, i.e., circles, into the image plane. The results
of this process for the images acquired by each camera can be
seen in Figure 7. A filtering procedure is also applied to the
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(a) (b)

Figure 3: Calibration target used for calibration. (a) Image of the calibration target. A coating in areas where the laser is projected is shown in red. (b) 2D Plan of
the cylinders on the calibration plate including position and size.

(a) (b) (c) (d)

Figure 4: Observation of the calibration target. (a) Camera 1. (b) Camera 2. (c) Camera 3. (d) Camera 4.
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Figure 5: Architecture of the system with four cameras and four corresponding
laser projectors

calculated ellipses based on the lengths of the minor and major
axes. Ellipses in which the length of the minor or major axis is
outside a specific allowed range are removed because they are
considered noise.

The centers of the calculated ellipses, marked in Figure 7,
represent a good approximation for the centers of the cylinders
of the calibration target. However, in this work these positions
are assumed to be corrupted by noise, either because there are
reflections in the image or because some cylinders are miss-
ing. Moreover, depending on the orientation and position of
the camera with respect to the calibration target, the number of
occluded cylinders changes. Thus, no restrictions are imposed
on the calculated centers for the proposed procedure to work.
Consequently, no prior assumptions can be made about the cor-
respondence between the calculated centers of the ellipses and
the centers of the circles in the calibration target.

The extrinsic calibration problem can be solved using
four correspondences between images and world coordinates.
Therefore, it is necessary to find four valid correspondences be-
tween the center of the calculated ellipses and the centers of the
circles in the calibration target. Without prior information, and
assuming data can be corrupted by noise, the proposed method
looks for inliers to estimate the extrinsic parameters using a it-
erative approach inspired by RANSAC [27].

A possible solution to the problem can be obtained by cre-
ating a random correspondence between four ellipses and four
circles in the calibration target. Figure 8 shows two examples
for camera 1: one invalid and one valid. Using the extrinsic cal-
ibration obtained from these two correspondence sets produces
the results shown in Figure 9. This figure shows the transforma-
tion of the extracted profile in Figure 7 for camera 1 from image

coordinates to world coordinates. As can be seen, the estimated
correspondences are valid only when the obtained extrinsic cal-
ibration can transform the profiles according to the circles in
the calibration target. An invalid correspondence produces a
completely incorrect result.

Whether a solution is valid or not can be assessed by calcu-
lating the distance from the centers of circles in the calibration
target to the centers of the ellipses after they have been trans-
formed to world coordinates. When more than half of the cen-
ters of the circles are within a threshold distance to the trans-
formed centers of the ellipses, the extrinsic calibration is con-
sidered to be valid, i.e., an inlier. This approach ensures ro-
bustness, as outliers are not considered for the validation test.
For example, the number of circles that are within a threshold
distance to the transformed center of the ellipses (inliers) in Fig-
ure 9a is 0, which indicates that the solution in Figure 8a is not
valid. On the other hand, the number of inliers in Figure 9b
is 12, which indicates that the solution in Figure 8b is valid.
An ambiguity problem arises to distinguish the left and right
cameras. The solution using this symmetrical target is to in-
clude a constraint depending on the camera that guarantees that
the resulting transformation corresponds to the correct side. A
similar problem occurs with the images obtained from the top
and bottom cameras, which are symmetrical around the y axis.
Thus, the estimated calibration for one camera can be confused
with the other. The solution to this ambiguity is to indicate the
expected rotation around the z axis for each camera. If a valid
solution is found with an unexpected rotation around the z axis,
it is discarded, as it is considered invalid for that camera.

The number of possible combinations of four ellipses and
their corresponding four circles depends on the number of de-
tected ellipses, as the number of circles does not change. Con-
sidering N ellipses are detected, the number of all possible com-
binations of ellipses taken four at a time without repetition can
be mathematically expressed as C(N, 4), which is also equal to
the binomial coefficient. For each of these combinations, all
possible correspondences to the circles must be calculated. In
this case, order does not matter because the correspondences
of two ellipses with two circles in different orders are different
solutions. Therefore, considering M circles in the calibration
target, the partial permutations of circles taken four at a time
are calculated, i.e., P(M, 4). Consequently, the total number of
possible solutions is C(N, 4) × P(M, 4).

Among all the possible combinations, there are multiple
valid solutions. The number can be easily estimated when no
outliers are present, as it is the same as the number of combi-
nations of ellipses. Therefore, the probability of finding a valid
solution after testing only one case can be expressed as (6). This
probability increases as more cases are tested. If the experiment
is repeated r times, the probability of finding a valid solution
can be calculated using (7). Solving (7) for r results in (8),
which indicates the number of tests required to obtain a valid
solution with probability Pr.

P =
C(N, 4)

C(N, 4) × P(M, 4)
(6)

Pr = 1 − (1 − P)r (7)
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(a) (b) (c) (d)

Figure 6: Extracted laser profile. (a) Camera 1. (b) Camera 2. (c) Camera 3. (d) Camera 4.

(a) (b) (c) (d)

Figure 7: Ellipse fitting. (a) Camera 1. (b) Camera 2. (c) Camera 3. (d) Camera 4.

(a) (b)

Figure 8: Correspondence between ellipses and circles. (a) Invalid correspondence. (b) Valid correspondence.

(a) (b)

Figure 9: Result of the calibration after random correspondence estimation. (a) Invalid correspondence. (b) Valid correspondence.
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r =
log(1 − Pr)
log(1 − P)

(8)

In the example considered in Figure 8, 12 ellipses are de-
tected. Therefore, taking into account that the calibration target
contains 13 cylinders, the total number of possible combina-
tions is C(12, 4) × P(13, 4) = 8 494 200. Among these combi-
nations, only 495 are valid. The probability of finding a valid
solution after testing 10 000 combinations is 0.44. In order to
find a valid solution with 99% confidence the number of repeti-
tions is 79 022.

In the worst case scenario, the number of tests required to
find a valid solution is very high. Thus, in this work a simple
yet effective heuristic is proposed to increase the probability of
finding a valid solution in fewer tests. The proposed procedure
consists in sorting all the possible combinations in order to en-
sure solutions with a high probability of valid solution being
tested first. The proposed heuristic is based on the design of
the calibration target. As can be seen in Figure 3b, the cylinder
on the left (number 6) and the cylinder on the right (number 8)
are located much further away than the rest. When the calibra-
tion target is observed by the cameras, these two cylinders are
clearly distinguishable in the images. In order to detect these
ellipses in the images, the distances from each center of each
ellipse to all the others are calculated. The two most distant
centers from the closest neighbors are the left and right cylin-
ders in the calibration target, or vice versa. The results can be
seen in Figure 10. This heuristic may be incorrect when noise
is present in the images, but in most cases this is a very impor-
tant clue that can be used to increase the probability of finding
a valid solution in fewer tests.

The application of this heuristic to the example considered
in Figure 8 does not reduce the search space, but the probabil-
ity of finding a valid solution increases sharply. Including the
heuristic, the probability of finding a valid solution after testing
100 combinations is 0.36. In order to find a valid solution with
99% confidence the number of repetitions is 1 012, around 79
times faster. Therefore, the proposed procedure can be applied
in real-time.

The results of the proposed procedure for the coarse calibra-
tion can be seen in Figure 11. This figure shows the transfor-
mation of the laser profile observed by each camera, shown in
Figure 6, to world coordinates. As can be seen, the ellipses ob-
served in the images are correctly transformed into segments
of circles in the calibration target. Therefore, the objective of
this procedure is achieved successfully, producing a good ini-
tial guess for the calibration. This step is required for the fine
calibration applied next.

3.2. Fine calibration

The coarse calibration produces a robust estimation about the
position and orientation of the camera with respect to the cal-
ibration target. However, the result is not accurate. The main
reason is that ellipse fitting is very sensitive to noise, especially
when the whole contour of the ellipse is not visible. The ex-
tracted profile from the images only contains part of the ellipse
contour due to occlusion, which decreases the accuracy of the

fitting procedure. Moreover, the center of the projected ellipse
does not correspond to the center of the circle in the calibration
target, it is just an approximation.

The proposed procedure for the fine calibration is based on
the Iterative Closest Point (ICP) algorithm [28], which is used
for registration between cloud points. This algorithm presents
an iterative optimization procedure that finds the best transfor-
mation between sets of points. The adaptation of this algo-
rithm to the proposed fine calibration procedure is applied in
four consecutive steps repeated until convergence: transforma-
tion of profile to world coordinates using the current extrinsic
calibration, estimation of correspondences, filtering of corre-
spondences, and calculation of improved extrinsic calibration.

The coarse extrinsic calibration is used to transform the ex-
tracted profile of the laser line to world coordinates. Figure 12
shows a close view of the results of the coarse calibration for
the left, right, top and bottom circles of the calibration target
(numbers 6, 8, 1 and 13). As can be seen, some segments of
the transformed profile are misaligned with respect to the cal-
ibration target, especially the bottom circle represented in Fig-
ure 12d. On average, the distance from the transformed profile
to the calibration circles is approximately 0.3 mm.

Figure 13a shows the top part of the bottom circle repre-
sented in Figure 12d after the transformation to world coordi-
nates using the coarse calibration. Next, correspondences be-
tween the transformed points and the circles in the calibration
target are estimated. To speed up this process an R-tree is used
to determine which circle corresponds to each point in the pro-
file [29]. Then, the closest point in the corresponding circle
to the each point is calculated. This approach is very efficient,
as only the circles close to the points are used to calculate the
closest point operation, greatly improving the execution speed.
The result of the correspondence estimation can be seen in Fig-
ure 13a, with arrows representing the correspondences between
points in the profile and points in the circle. The average dis-
tance between the transformed profile and the circle at this stage
is 0.659 mm, as indicated in the figure.

The next step is the filtering of correspondences. Some
points in the profile can be produced by noise data. Consid-
ering these points for the calibration would lead to inaccurate
results. The proposed solution is to remove these points based
on the median distance between potential correspondences. As-
suming the distribution of the distances is Gaussian, the median
absolute deviation is a robust procedure to detect and remove
these outliers [30].

The calculation of the extrinsic calibration based on the es-
timated correspondences is performed next. This calculation is
performed based on the filtered correspondences. The result of
the correspondence estimation is a set of 3D correspondences
between points in the transformed profile and points in the cal-
ibration target. Each point in the transformed profile corre-
sponds to a point in the profile extracted from the image. These
points, in image coordinates, and the corresponding points in
the calibration target, in world coordinates, are used to calcu-
late the extrinsic calibration. The result of this new extrinsic
calibration can be used to transform the points in the profile to
world coordinates again. The result can be seen in Figure 13b.
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(a) (b) (c) (d)

Figure 10: Left and right cylinders detected in the images. (a) Camera 1. (b) Camera 2. (c) Camera 3. (d) Camera 4.

(a) (b) (c) (d)

Figure 11: Transformed profile to world coordinates using the coarse calibration. (a) Camera 1. (b) Camera 2. (c) Camera 3. (d) Camera 4.
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Error = 0.403mm

(d)

Figure 12: Close view of the transformed profile to world coordinates using the coarse calibration. (a) Left circle (6). (b) Right circle (8). (c) Top circle (2). (d)
Bottom circle (13).
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Figure 13: Steps of the fine calibration. (a) Initial transformation. (b) After iteration 1. (c) After iteration 3. (d) After iteration 20.

No knowledge about the exact correspondence between points
is available. Thus, the result is not completely accurate. How-
ever, as can be seen, the points pull the profile closer to the
calibration circle, reducing the distance to 0.340 mm.

The repetition of these four steps improves the extrinsic cal-
ibration in each iteration. Figures 13c and 13d show the results
after iterations number 3 and 20, where the reduction in the dis-
tance between the transformed profile and the calibration cir-
cle are clearly observed, producing a final average distance of
0.0020 mm.

The convergence criterion used to determine when the itera-
tive procedure can be stopped is based on the movement of the
transformed profile from one iteration to the next. When the
transformed profile does not move significantly with respect to
the previous iteration, the procedure is stopped, as the calibra-
tion is not improving. The movement can be measured very
effectively by subtracting the transformation matrices between
consecutive iterations.

The results of the fine calibration can be observed in Fig-
ure 14. This figure can be compared with Figure 12. As can
be seen, the alignment between the transformed profile and the
calibration circles has greatly improved. The average distance
between the transformed profiles and the circles is reduced ap-
proximately by a factor of 10, resulting in an average distance
error of 0.03 mm.

In industrial environments, sensors and machines are greatly
affected by vibrations. These movements change the position
of the cameras with respect to the inspected product, and make
frequent re-calibration necessary. The proposed fine calibra-
tion procedure requires an initial approximation. The first time
the system is calibrated, the coarse calibration provides the re-
quired approximation. However, successive calibrations can

use the last successful calibration as their initial approximation,
and hence the coarse calibration is not required. The proposed
procedure will converge even the when the initial approxima-
tion is inaccurate. Only under extreme circumstances, such a
change in the position of the camera, is it necessary to repeat
the coarse calibration.

4. Results and discussion

4.1. Coarse calibration

The performance of the calibration can be measured by cal-
culating the average distance from the laser profile in world co-
ordinates to the circles in the calibration target. The results can
be seen in Figure 15. The average distance for all cameras is
0.24 mm. Although this is not a good calibration, it can be con-
sidered a good approximation.

Figure 16 shows the number of combinations that had to be
tested before a valid solution was found for each camera. The
tests were executed on an Intel Core i7 4770 running at 3.4
GHz, which can test 4000 combinations per second approxi-
mately. This execution speed indicates that testing all possi-
ble combinations can take around 40 minutes. However, as the
probability analysis indicated, it is only necessary to test a frac-
tion of the total number of combinations to find a valid solu-
tion. The time required to find a valid solution for each camera
is represented in Figure 17, which corroborates the previous
statement. In all cases the time required for the coarse cali-
bration to find a valid solution was below 4.5 seconds. These
results were obtained without considering any heuristic. How-
ever, when the proposed heuristic based on the left and right
cylinders was applied, the number of tests and time required
to find a valid solution decreased sharply. As can be seen in
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Figure 14: Close view of the transformed profile to world coordinates using the fine calibration. (a) Left circle (6). (b) Right circle (8). (c) Top circle (2). (d) Bottom
circle (13).
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Figure 15: Average distance from the profile in world coordinates to the cali-
bration target for each camera after calibration.

the figures, in the worst case only 167 tests were required, pro-
ducing the result in 38 milliseconds. The proposed heuristic is
around 100 times faster. Using the proposed heuristic, in order
to find a valid solution with 99% confidence, the time required
is 250 ms considering the obtained execution speed.

In industrial environments adverse conditions can provoke
noise in the images. Therefore, the proposed procedure for the
coarse calibration is designed to deal with noise in the observed
profile of the calibration target. In order to assess the robust-
ness of the proposed coarse calibration, an observed profile of
the calibration target is corrupted with synthetic noise, as can
be seen in Figure 18a. A clustering procedure is applied to the
points in the profile. Short segments are removed and the re-
maining segments are fitted to an ellipse. The result can be
seen in Figure 18b. The noise provokes outliers in the detected
ellipses. Some of these ellipses are removed because the length
of the axes is outside the considered valid range. Nevertheless,
some incorrect ellipses are still considered for the next step, as
can be seen in Figure 18c. The result of the coarse calibration
can be seen in Figure 18d, where the coordinates of the profile
are transformed to world coordinates. This result demonstrates
that the proposed procedure is not affected by noise, producing
a correct result even under heavy noise conditions. Moreover,
finding a valid solution only took 14 863 tests, performed in 3.7
seconds.
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Figure 16: Number of tests required to find a valid solution in the coarse cali-
bration.
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Figure 17: Time required to find a valid solution in the coarse calibration.
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(a) (b) (c) (d)

Figure 18: Coarse calibration with noise. (a) Noise added to the profile. (b) Ellipse fitting. (c) Ellipse Filtering. (d) Transformation to world coordinates.

4.2. Fine calibration

Figure 15 shows the average distance from the laser profile
in world coordinates to the circles in the calibration target af-
ter the fine calibration. The calibration error is reduced by a
factor of 10 when compared with the results of the coarse cali-
bration. On average the calibration error for all cameras is only
0.027 mm, much better than the 0.249 mm obtained after the
coarse calibration.

Figure 19 shows the time required for the fine calibration
to converge. In all cases, convergence is obtained in less than
80 ms. Moreover, these measurements are obtained using all the
points in the profiles. Reducing the number of points per profile
can reduce the required time to converge without affecting the
final obtained accuracy. Figure 20 shows the results of a cali-
bration experiment reducing the number of points in the profiles
obtained by each camera. The value on the x axis represents
the degree of subsampling applied. For example, a value of 10
indicates that only one point in every 10 is used for the fine cali-
bration, that is, only 10% of the points. The results indicate that
using only 10% of the points in the profile produces the same
results in terms of accuracy. However, using this number of
points reduces the required time for calibration to only 12 ms.
Therefore, using this level of subsampling, the complete cali-
bration procedure, applying the coarse calibration first and the
fine calibration after that, only requires 30 ms. This low compu-
tational requirement makes the proposed calibration procedure
suitable for real-time applications or resource-constrained em-
bedded systems.

Figure 21 shows the results of the fine calibration when the
profile is affected by noise. This figure shows a close view of
the result of the fine calibration when using the profile corrupted
with noise. The noise added is the same used for Figure 18. As
can be seen, the proposed method to filter correspondences cor-
rectly detects noise (represented with a different color in the
figure) based on the distance. These points are not used in the
calibration, and hence the resulting calibration is still very ac-
curate. This indicates that the proposed fine calibration is not
affected by adverse conditions that can provoke noise in the sig-
nal.
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Figure 19: Time required for the fine calibration to converge.
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Figure 20: Influence of the subsampling strategy on the fine calibration accu-
racy and time required to converge.
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Figure 21: Close view of the transformed profile to world coordinates using the
fine calibration with added noise. (a) Circle number 2. (b) Circle number 11.
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Figure 22: Average distance from the profile in world coordinates to the cali-
bration target for each camera after the calibration using the non-linear solver.

4.3. Comparison with non-linear solver
The proposed fine calibration iteratively improves the esti-

mation of the position and orientation of the camera based on
the correspondences between the transformed points and the
closest points in the calibration target. A different approach
to solve the problem is to consider the estimation of the optimal
position and orientation as an optimization problem. The ob-
jective is to minimize the distance from the transformed profile
in world coordinates to the calibration target. The coefficients
of the model are the extrinsic camera parameters (three transla-
tions and three rotations). This problem can be described as a
Non-linear Least Squares problem. Therefore, it can be solved
using one of the many tools available. In this work the Ceres
solver is used [31]. This open source library is used for mod-
eling and solving large, complicated optimization problems.
It has been used in production in many different applications,
where it has been extensively tested.

The considered solver requires an initial estimation. Thus,
the initial coarse calibration is used. Consequently, the results
can be directly compared with the fine calibration, as they start
the optimization procedure from the same data. The results can
be seen in Figure 22. The difference with the fine calibration is
negligible. On average the difference is approximately 1 µm.

The improvement of the calibration accuracy using the non-
linear solver is negligible. Moreover, the non-linear solver takes
much longer to find the optimal solution than the proposed fine
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Figure 23: Time required for the calibration using the non-linear solver to con-
verge.

Table 1: Errors in the accuracy test using the calibration plate. All values are
given in millimeters

Position
-10 mm +10 mm Center

Camera 1 0.031 0.028 0.027
Camera 2 0.030 0.035 0.024
Camera 3 0.042 0.036 0.032
Camera 4 0.028 0.036 0.028

Average 0.033 0.034 0.027

calibration procedure. Figure 23 shows a comparison of the
time required by the two considered methods. The non-linear
solver requires, in the worst case, 70 longer to achieve the same
solution. Therefore, the proposed fine calibration procedure
performs better when considering the computational cost re-
quired to converge.

Different configurations of the Ceres were tested with similar
results in the time required to converge and the accuracy of the
resulting calibration, including the dense Cholesky solver or the
dense QR solver.

4.4. Accuracy tests with the calibration target

In order to test the accuracy of the proposed calibration pro-
cedure, the first experiment uses the same calibration plate used
for calibration. In the experiment, the calibration plate is moved
to the left (-10 mm from the center), to the right (+10 mm from
the center), and back to the center. In each of these three po-
sitions, images are acquired and the laser profiles are extracted
and converted to world coordinates. Then, a registration proce-
dure is applied in order to align the resulting combined profile
in world coordinates from all cameras with the model of the
calibration plate[29]. Figure 24 shows the calibration plate il-
luminated by the laser during the experiment.

The results of the experiment can be seen in Table 1. The ta-
ble shows the average distance from the profiles acquired with
each camera to the model of the calibration plate after align-
ment. On average, the distance error is 0.031 mm with a stan-
dard deviation of 0.005 mm for the four cameras. These results
are very similar to those obtained in the calibration residuals.
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Figure 24: Calibration plate in the accuracy test

Figure 25: Test piece in the accuracy test

4.5. Accuracy tests with plastic piece

Extended accuracy tests were performed using a test piece.
This test piece consists of a combination of straight lines and
curves, designed to test the accuracy with combined geometry.
Figure 25 shows the test piece illuminated by the laser during
the experiment. The measurement reference of the test piece is
performed in a similar manner as the calibration plate. A co-
ordinate measuring machine with a reported accuracy of 1 µm
(Renishaw Renscan) is used to accurately measure the geome-
try of the test piece and create the model. Figure 25 shows the
test piece illuminated by the laser during the experiment.

In this experiment, only the two top cameras are used (Cam-
era 1 and 2). The images with the laser projected on the test
piece are processed, extracting and converting the laser profiles
to world coordinates. Then, the profiles from each of the two
cameras are combined into one, as they are in the same refer-
ence system. Finally, an alignment procedure is applied to the
combined profile. The result can be seen in Figure 26. Some
small parts of the laser line are missing due to occlusions.

Figure 26: Test piece model and reconstruction

Table 2: Errors in the accuracy test using the test piece. All values are given in
millimeters

Position
-45 mm +45 mm Center

Camera 1 0.026 0.030 0.033
Camera 2 0.040 0.045 0.043

Average 0.033 0.037 0.038

In order to calculate the accuracy of the reconstruction, the
distance from each point in the profile to the model of the test
piece is calculated. The experiment is repeated three times,
moving the test piece vertically: top, center and bottom. In
the top position the test piece is moved 45 mm from the cen-
ter upwards (+45 mm); in the bottom position the test piece is
moved 45 mm from the center downwards (-45 mm). The cen-
ter position corresponds to the position of the central circle of
the calibration plate (circle 7).

The results of the accuracy experiment with the test piece can
be seen in Table 2. On average, the distance error is 0.036 mm
with a standard deviation of 0.0026 mm for the two cameras.
These results are slightly worse than those obtained in the cal-
ibration residuals. One of the reasons is that the test piece is
made of plastic, where the Lambertian reflectance is worse than
in the calibration plate.

4.6. Accuracy tests with rails

The final test is performed with samples of rails. Three sam-
ples of rails are considered: A2, A3 and A4. In the three cases,
rails are type 54E1 (UIC 54), a rail model defined in the UNE
EN13674-1 standard. Figure 27 shows an image of the rails
used for this experiment.

The shape of the head of the rails is measured using two dif-
ferent sensors: Calipri [32] and Miniprof [33]. Calipri is a non-
contact measurement device based on laser projection that can
be used to measure any profile or body contour. Miniprof is a

Figure 27: Rails used for testing
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Figure 28: Rail model and reconstruction

Table 3: Distances in the accuracy test using the rail samples. All values are
given in millimeters

Rail sample
A2 A3 A4

Proposed sensor 0.085 0.083 0.074
Calipri 0.073 0.072 0.079

Miniprof 0.103 0.099 0.074

contact sensor for supervising railway material and performing
cross-sectional rail profile measurements. The two sensors are
used to estimate the shape of the head of the three considered
rail samples. These measurements are compared with the pro-
file obtained by the proposed system. Only the two top cameras
are used (Camera 1 and 2).

Figure 28 shows the model of one of the rail samples and the
measurements of the shape performed by the three sensors: the
proposed system, Calipri and Miniprof. Visually, there are no
apparent differences until the figure is enlarged.

Using a similar procedure to previous experiments, the dis-
tances from the profiles to the rail model are calculated. In
this case, the rail model does not represent a true reference be-
cause rails are rarely fabricated exactly as the model indicates,
there is always a geometric tolerance. Thus, the most inter-
esting results in this experiment are the comparison between
the measurements performed by the three sensors. The results
can be seen in Table 3. The results between the proposed sen-
sor and Calipri are very similar, within 0.01 mm distance. The
results of the Miniprof sensor are in some cases more distant
compared with both Calipri and the proposed sensor. However,
the Miniprof sensing device must be pressed against the object
manually, which can provoke outliers if not placed correctly.
This issue can be seen in some points in Figure 28, in the top-
right area. In general, it can be concluded that the measure-
ments provided by the sensor using the proposed calibration
procedure are consistent with the two other calibrated devices.

5. Conclusions

Calibration is the key to providing accurate 3D reconstruc-
tion in structured light sensors based on laser triangulation. In

this work, a robust calibration procedure is proposed for multi-
camera configurations, particularly designed for industrial en-
vironments where adverse conditions can affect the quality of
images and signals. The proposed procedure is based on a cali-
bration plate with protruding cylinders where the laser lines are
projected. Cameras acquire images of the projected lasers and
extract profiles that contain a set of partially visible contours
of ellipses, resulting from the projection of the cross-section of
the cylinders. The profiles are used to accurately obtain the po-
sition and orientation of the camera relative to the laser plane.
The proposed calibration procedure is applied in two steps: a
coarse calibration based on a robust estimator that provides a
rough approximation, followed by a fine calibration that itera-
tively improves the calibration until convergence. Experimental
results show excellent performance:

• On average the calibration error for all cameras is only
0.027 mm. This accuracy demonstrates that the proposed
procedure can be applied in the most demanding applica-
tions.

• Measurement tests corroborate the performance, obtaining
an accuracy similar to calibration when reconstructing the
surface of test pieces.

• It is demonstrated that heavy noise in the profiles does not
affect the calibration results. Both the coarse and the fine
calibration include steps to detect and filter outliers. Thus,
the calibration is noise insensitive, which is a major re-
quirement for industrial applications.

• The proposed calibration procedure can be applied very
quickly, it requires only 30 ms. Therefore, it can be ap-
plied in real-time applications or resource-constrained em-
bedded systems.

The proposed calibration procedure is extremely accurate
and robust. It can be applied to multiple cameras at the same
time on devices with limited computational power. Therefore,
it allows for periodic calibration in industrial environments to
achieve maximum performance with minimal maintenance.
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