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Real space bond orders are energetic descriptors†

A. Martín Pendás∗, E. Francisco

Orbital invariant position space techniques are used to show a theoretical link between the con-
ventional concept of bond order and the energetics of chemical interactions. Taking profit of the
parallelism between the covalent and ionic interaction energies in the interacting quantum atoms
(IQA) approach, a real space ionic bond order is defined. Expanding the covalent and ionic in-
teraction energies as a multipolar series we show that the zero-th order terms in the expansion,
those dominating the total interaction, are nothing but distance-scaled bond orders. A chemically
intuitive picture emerges in which bonding is brought about by the Coulomb attraction of perma-
nently transferred electrons, that give rise to ionic terms, and of shared pairs that count half to
this electrostatics, which provide the covalent contributions. A set of representative molecules are
examined to explore how the zero-th order approximation works. We show that, as expected, it
improves with interatomic distance.

1 Introduction
Ever since the introduction of the electron pair by Lewis1 in
1916 and the first successful description of the hydrogen molecule
by Heitler and London with the new quantum mechanics,2 the
chemical bond concept has been a continuous spring of fasci-
nation. One of the sustained sources of controversy in this ter-
rain is related to difficulties in reconciling the electron-counting
and the energetic sides of bonding. The former leads to the for-
mal concept of bond order (BO) as the number of shared elec-
tron pairs participating in a bond; the latter, to any of the many
available definitions of bond energy.3 The recognition of the dif-
ferent propensity of atoms to retain the electrons of the Lewis
pair by Pauling4 gave rise to the notion of electronegativiy and
to the heteropolar bond. From this on, literally dozens of cova-
lent as well as ionic bond orders have been introduced, and bond
energy-bond order relations (BEBO) proposed.5 For instance, one
of the first attempts to connect bond orders with energetics can
be traced back to the early studies of Hückel theory. Today, the
state of affairs has not yet sedimented, as it can be grasped from
the completely messed up definition of bond order found in the
IUPAC’s gold book: “The electron population in the region between
atoms A and B of a molecular entity at the expense of electron den-
sity in the immediate vicinity of the individual atomic centers”.

Bond orders as well as bond energies suffer from two main
definition difficulties: the tenacious obstacle of isolating atoms,
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bonds or any other molecular fragment within molecules, and the
non-invariance of orbital-based descriptors to changes in either
the theoretical level or the methodological paradigm (molecular
orbital theory, valence bond techniques, etc). This lies at the root
of the multiplicity of definitions which we have referred to.

Real space techniques known as Quantum Chemical Topology
(QCT)6 solve the two problems above at once. By using descrip-
tors invariant under general orbital transformations (i.e. based
on position space reduced density matrices) they provide: (i)
a consistent exhaustive partition of space into atomic regions,
through the quantum theory of atoms in molecules (QTAIM);7

(ii) methodology-independent objects; (iii) an exact energetic de-
composition into atomic energies and pairwise additive interac-
tion terms via the interacting quantum atoms (IQA) approach.8,9

Covalent BOs in QCT were already defined in 1974 by Bader
and Stephens.10 These authors showed with clever arguments
that a measure of the number of electrons shared between two
atoms in a molecule could be obtained from the loss of inter-
atomic electron pairs upon bond formation. They called this
index the delocalization index, DI, since it vanishes when elec-
trons are fully localized. DIs have been fruitfully used in the last
two decades, providing a wealth of chemically appealing infor-
mation.11–13 After the introduction of IQA,8 it is also known that
the covalent energy associated to a given interatomic interaction
may be described through the so-called interatomic exchange-
correlation energy, Exc. It has been recently shown14,15 that Exc

can be expanded as a multipolar series, so that the leading term
is directly related to the DI. This relationship has also been in-
vestigated by Badri and Foroutan-Nejad.16 In this way, a direct,
physically sound covalent BEBO relation appears. It has also been
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shown that, within the context of Hückel’s Theory, DIs have close-
form expressions that can be related to the topological resonance
energy per π electron.17,18

Notice that delocalization indices, as well as all IQA energetic
quantities such as the covalent exchange-correlation energies may
in principle be determined experimentally. QTAIM basins are rou-
tinely obtained from high resolution X-ray diffraction19 experi-
ments, and DIs or IQA energies depend on reduced density matri-
ces which are expectation values of Dirac operators. The quantum
crystallography program,20 promises to provide us with a com-
bined theoretical/experimental framework leading to all these
quantities in a near future.

We show in this paper that much as with the well-known cova-
lent DI, a similar ionic BO can be defined by following an equiva-
lent path to that leading to the covalent BEBO/QCT relation. This
means that a full bond order-bond energy landscape exists after
all. QCT/IQA bond orders are nothing but approximate electron
counting energy measures of the ionic and covalent contributions
to a given chemical interaction. They are transformed into ener-
getic components by the same type of interatomic distance scaling
laws, thus providing a homogeneous link between covalent/ionic
energies and covalent/ionic classical BO descriptors. The rigor-
ous expressions unveiled here show how finally bond orders can
be transformed into energetic quantities.

In the following section, we summarize the steps necessary to
establish the covalent and full bond-energy-bond-order (BEBO)
relations within the QCT/IQA methodology. Then, their connec-
tion to the concept of electron distribution functions in real space
are discussed (Section 3). Finally, we examine how the derived
BEBO relations actually work for a set of over 800 prototypical
interactions (Section 4) and give the more relevant conclusions
(Section 5).

2 Bond-Energy-Bond-Order Relation in the
QCT/IQA Methodology

The IQA8 method provides an exact energetic decomposition of
the energy of a molecular system into chemically meaningful
components without sacrifying a deeply rooted physical back-
ground. It starts from a QTAIM decomposition of space into quan-
tum atomic regions Ai, R3 =

⋃
i Ai. Any union of these domains

can be considered also a proper quantum system, so the analysis
can be performed hierarchically, starting with atoms that interact,
continuing with interacting functional groups, and ending with
monomers or molecules that feel their mutual presence.

The energy in IQA8 is written as a sum of atomic (or frag-
ment) self-energies (EA

sel f ), the intra-domain expectation value of
the Hamiltonian in region A, and interatomic (or inter-fragment)
interaction energies (EAB

int ),

E = ∑
A

EA
sel f + ∑

A>B
EAB

int . (1)

EA
sel f contains the kinetic energy, electron-electron repulsion and

electron-nucleus attraction, as well as the internuclear repulsion
among the electrons and the nuclei lying in A. In the absence of
other atoms (or groups), the self-energy coincides with the total

energy, and is minimum. As a group starts feeling the interaction
of others, EA

sel f changes, rising except when large charge transfers
appear. The EAB

int terms sum up the nuclei-nuclei (EAB
nn ), electron-

nuclei (EAB
en ), nuclei-electron (EAB

ne ), and electron-electron (EAB
ee ),

interactions of particles in fragment A with those of particles in
fragment B,

EAB
int = EAB

nn +EAB
en +EAB

ne +EAB
ee . (2)

In the following we will be only interested in these interaction
terms, which lie at the root of chemical bonding. To compute
all except the EAB

ee contribution we only need the electron den-
sity, ρ(rrr). Unfortunately, the latter depends on the pair density,
ρ2(rrr1,rrr2), measuring the density of pairs of electrons at points rrr1

and rrr2:

EAB
ee =

∫
A

drrr1

∫
B

drrr2
ρ2(rrr1,rrr2)

r12
. (3)

Writing ρ2(rrr1,rrr2) as the sum of its classical (cl) and exchange-
correlation (xc) parts, ρ2(rrr1,rrr2) = ρ(rrr1)ρ(rrr2)− ρxc(rrr1,rrr2), EAB

ee
can in turn be split as EAB

ee = EAB
ee,cl +EAB

xc . Moreover, in the Born-
Oppenheimer approximation we can also define a classical nu-
clear density, ρn(rrr) = ∑α Zα δ (rrr−RRRα ), where α runs over the nu-
clei and Z denotes the nuclear charge, and a total charge density,
ρt(rrr) = ρn(rrr)− ρ(rrr). Adding together all terms in EAB

int depend-
ing on ρt , i.e. all but EAB

xc , we can separate EAB
int into electro-

static or classical (EAB
cl = EAB

nn +EAB
en +EAB

ne +EAB
ee,cl) and exchange-

correlation (EAB
xc ) terms, EAB

int = EAB
cl +EAB

xc . It is now well-known
that EAB

cl measures the ionic component of a chemical interaction,
i.e. that due to true charge transfer that leads to net charges over
the A,B groups, while EAB

xc describes its covalent contribution.8,9

Both the classical and exchange-correlation interaction energies
between two atoms (or fragments) admit a common algebraic
description:

EAB
cl orxc =

∫
A

drrr1

∫
B

drrr2
τcl orxc(rrr1,rrr2)

r12
, (4)

τcl(rrr1,rrr2) = ρt(rrr1)ρt(rrr2),

τxc(rrr1,rrr2) = −ρxc(rrr1,rrr2).

We have recently shown that total interaction energies EAB
int be-

have as intrinsic bond energies,21 and can be used to solve sev-
eral longstanding problems in the appropriate definition of these
important quantities. Eint ’s fullfil all the requisites to be used as
rigorous energetic descriptors of bond strength. For instance, the
great difficulties found when trying to reconcile bond dissocia-
tion energies with the bond energy concept22 are easily overcome
when the bond energy between fragments A,B are measured from
their in-the-molecule energy reference. This leads to an immedi-
ate identification of these in-the-molecule bond energies (in situ
bond energies) with EAB

int .

Covalent bond orders in QCT, accounting for interatomic elec-
tron pair loss, are defined from the exchange correlation density
by10

DI(A,B) = δ
AB = 2

∫
A

drrr1

∫
B

drrr2 ρxc(rrr1,rrr2). (5)

It may be shown23 that delocalization indices measure the inter-
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atomic electron population fluctuations, being integer numbers
(i.e. 1,2, etc) for ideal single, double and, in general, multi-
ple bonds, and that electron correlation tends to decrease their
values. They naïvely count delocalized electrons, exactly as in
electron counting BOs. A look at Eq. 4 (used with τxc) and
Eq. 5 reveals a clear relationship between EAB

xc and δ AB. In the
case of a long-range (lr) A− B interaction, and using the po-
lar representation of the inter-fragment distance vector RRRAB such
that RRRAB = (RAB, R̂AB), a multipolar expansion15 may be used to
demonstrate that(

EAB
xc

)
lr
=

∞

∑
l1m1

∞

∑
l2m2

Cl1m1l2m2(R̂AB)
δ AB

l1m1,l2m2

Rl1+l2+1
AB

, (6)

where Cl1m1l2m2 are structural coefficients and δ AB
l1m1,l2m2

are
generalized exchange-correlation multipoles.15 The monopole-
monopole (l1 = m1 = l2 = m2 = 0) term dominates at large dis-
tances, and is characterized by C0000 = 1 and δ AB

0000 = −δ AB/2, so
that to zero-th order,

EAB
xc ≈ (EAB

xc )lr ≈−
δ AB

2RAB
. (7)

Expansion 6 reproduces very well even 1,2 interactions if cut at
the quadrupolar level (l1 + l2 = 2). In a more approximate but vi-
brant chemical way, Eq. 7 shows that covalent energies are dom-
inated by the covalent BO, i.e. by δ AB. Notice that, at constant
interatomic distance, this approximation to the covalent energy is
strictly proportional to the bond order, as intuition dictates. De-
viations, of course, appear if more terms in the expansion are re-
tained.15 Eqs. 6 and 7 are rigorous theoretical results that use no
hand-waving arguments. As far as the conditions for convergence
of the multipolar approximation are fullfilled, they are exact.

The shrewd reader will have noticed that these arguments are
immediately generalizable to the electrostatic or ionic part of an
interaction. To do that, we simply take Eq. 4 (used with τcl) and
repeat the reasoning with the cl part. An ionic BO is thus to be
defined as

IO(A,B) = ι
AB =−

∫
A

drrr1

∫
B

drrr2 ρt(rrr1)ρt(rrr2) =−QAQB (8)

As it can be seen from the last equality, this ionic bond order has
sign, being equal to minus the product of the net atomic charges
(Q) of the A,B atoms (or fragments). Positive/negative values
of ιAB signal stabilizing/destabilizing ionic contributions, and for
ideal ionic charge transfers IO also runs over the integers. A single
ionic bond would be close to that existing in LiF, for instance.
Caution is to be taken not to confuse the purely charge transfer
IO here introduced and valence-bond or Pauling’s covalent-ionic
resonance.

Of course, a parallel set of expressions equivalent to Eq. 6 and
Eq. 7 can be written down. The C coefficients in Eq. 6 are exactly
transported into the multipolar expansion of (EAB

cl )lr, but now the
standard electrostatic multipole moments Qlm are used instead of

the generalized exchange-correlation multipoles δ AB
l1m1,l2m2

:

(
EAB

cl

)
lr
=

∞

∑
l1m1

∞

∑
l2m2

Cl1m1l2m2(R̂AB)
QA

l1m1
QB

l2m2

Rl1+l2+1
AB

, (9)

with

QΩ
lm =

(
4π

2l +1

) 1
2
∫

Ω

drrr rl Slm(r̂)ρt(rrr). (10)

The QΩ
lm multipolar moments reconstruct exactly the molecular

electric multipoles, and have found their way into the construc-
tion of accurate force fields.24

To zero-th order (l1 = m1 = l2 = m2 = 0), QΩ
00 = QΩ, and

EAB
cl ≈ (EAB

cl )lr)≈
QAQB

RAB
=− ιAB

RAB
, (11)

so that the ionic term is approximated by the point charge inter-
action of atomic net charges placed at the nuclear positions. As
before, and as far as convergence is assured, Eqs. 9 and 11 are
again analytical results.

Overall, an appealing R−1
AB dependence of the total intrinsic

strength of a given interatomic interaction is obtained and, to
zero-th order,

EAB
int = EAB

cl +EAB
xc ≈−

1
RAB

(
ι

AB +
δ AB

2

)
=− εAB

RAB
, (12)

with
ε

AB = ι
AB +δ

AB/2 (13)

being an effective electron count BO.

Covalent and ionic bond orders get then an energetic finger-
print, and are defined on the same footing, using strictly equiva-
lent formulations. We think that this sets a firm theoretical foun-
dation to BEBO relations with terms that hold a very intuitive
chemical meaning.

3 Connection to Electron Population Distri-
bution Functions

The approximate Coulombic dependence of both the ionic and
covalent terms appeals to the (quantum mechanical) electrostatic
nature of particle interactions. It is the total effective electron
transfer that counts electrostatically speaking. This can be illus-
trated by a two-center (A,B) two-electron system. We have three
possible coarse-grained spatial arrangements of electrons. Either
two electrons in A and none in B, this with probability p(2,0), one
in A and one in B (probability p(1,1)), or none in A and two in B
(probability p(0,2)). A full generalization of these ideas through
electron distribution functions (EDFs) exists.25–27 Taking into ac-
count that δ AB = −2cov(nA,nB), where cov(nA,nB) is the covari-
ance of the electron population distribution,

cov(nA,nB) = 〈nAnB〉−〈nA〉〈nB〉, (14)

QA = 1−〈nA〉 and QB = 1−〈nB〉, it is straitforward to show that

ε
AB = 1−〈nAnB〉= 1− p(1,1) = p(2,0)+ p(0,2). (15)
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In other words, to zero-th order a bond’s energy may be modeled
as the electrostatic attraction between the effective charges trans-
ferred from A to B (or viceversa). In this count, an ionically (com-
pletely) transferred electron adds as one full unit charge, leading
to |QA| = |QB| = 1, while a covalent pair is made up of two delo-
calized electrons with a 1/2 probability of being found together
in either center (i.e. an ionic snapshot) and a 1/2 probability
of being found separated. Any of the charge-separated distribu-
tions adds |QAQB| = 1 to the electrostatic count. Summarizing,
in −1/RAB units, a full ionic bond adds one to the intrinsic bond
energy, an ideal covalent half this number. Notice that εAB ∈ [0,1]
for this 2c-2e model. A fully ionic ε = 1 situation corresponds to
ιAB = 1,δ AB = 0, while the contrary is true for an ε = 1/2 symmet-
ric covalent bond, with δ AB = 1, ιAB = 0. This corresponds to the
standard wisdom opposing covalency and ionicity. For a 2e sys-
tem engaged in 2c bonding, a constant εAB may be achieved by
increasing continuously δ AB while decreasing ιAB appropriately
(or viceversa) within given limits (since a constant p(1,1) con-
strains the maximum value of p(2,0) or p(0,2) in Eq. 15).

These ideas may be easily put in layman’s terms: to a first ap-
proximation, the interaction energy in a 2e-2c bond is due to the
electrostatic attraction of the net charges located at each center.
For a pure ionic link, the QA = +1, QB = −1 snapshot (exchange
A and B if necessary to fit the actual polarity) is found 100% the
time, while for a pure covalent link that figure is reduced to 50%.

The expansion here presented establishes a rigorous link be-
tween bond orders and bond strengths. Since it is based on a
multipole expansion, its numerical performance improves as dis-
tance increases. We should not expect anything but a broad agree-
ment for strong 1,2 interactions, where the expansion needs not
even converge, but it should become increasingly accurate in in-
termolecular cases, where it may become a simple estimator of
the interaction intensity given that the computation of atomic
charges and delocalization indices in QCT is inexpensive relative
to that of the classical or exchange-correlation energies. Notwith-
standing, we stress that several multipolar terms (i.e. dispersion)
may become energetically dominant at large distances. These are
obviously not covered at all by the zero-th order terms, and are
not considered in this work.

4 Illustrative results
Let us examine how well the reported correlations work in actual
systems. A practical note is due here. Strictly speaking, standard
density functional theory (DFT) lacks a proper second order den-
sity matrix, thus IQA cannot be applied to it directly. However, a
number of techniques have been devised to approximately over-
come this barrier.28,29 Since it is our aim here to provide exact
results, only wavefunctions methods will be reported. This means
using Hartree-Fock at the single-determinant level and complete
active space (CAS), any brand of configuration interaction (CI) or
several couple-cluster (CC) levels in the case that we want to in-
clude electron correlation. Anyway, IQA/DFT decompositions are
perfectly suited to the present formalism if the approximations
used to reconstruct the pair density are correctly used.

We begin with the first and second row homo-diatomics. We
have used the same computational conditions as in one of our

Molecule RAB δ AB EAB
xc EAB∗

xc EAB
cl EAB

int
H2 1.400 0.851 -150.4 -190.7 26.4 -124.0
He2 5.433 0.005 -0.6 -0.3 0.0 -0.6
Li2 5.053 0.835 -62.0 -51.8 0.8 -61.2
Be2 4.768 0.589 -59.4 -38.8 2.5 -56.9
B2 3.025 1.368 -197.8 -141.9 29.8 -168.0
C2 2.370 1.805 -331.7 -239.0 87.4 -244.3
N2 2.090 1.952 -433.1 -293.0 137.4 -295.7
O2 2.304 1.541 -311.0 -209.9 86.2 -224.8
F2 2.644 0.925 -166.4 -109.8 33.1 -133.3
Ne2 5.155 0.034 -3.2 -2.1 0.0 -3.2

Table 1 Exact and zero-th order (with asterisk) classical, exchange-
correlation, and total interaction energies for first and second row di-
atomics at their theoretical equilibrium distances. Since QA = QB = 0,
EAB∗

cl = 0, so that EAB∗
int = EAB∗

xc . Delocalization indices and distances in
a.u., energies in kcal·mol−1. See the text for a description of the compu-
tational details.

previous works.30 GAMESS TZV(2d,p) basis sets have been used
except for Be2 and F2 where the cc-pVTZ basis was chosen. All
our data are from full valence CAS calculations except in H2 and
He2, where full-CI is reported. The electronic structure was ob-
tained with the GAMESS code,31 and the IQA calculations with
PROMOLDEN.32 Strongly bonded homonuclear diatomics are the
worst scenario for our model, with short interatomic distances
and no permanent charge transfer. In these conditions, the multi-
polar aproximation ceases to be valid, since the real space regions
overlap in the multipolar sense.15 This means that even the full
multipolar expansion of EAB

xc does not converge to the exact value.
The same occurs with the electrostatic energy. Moreover, since
the net charge of each atomic domain vanishes by symmetry, this
leads to a vanishing zero-th order estimation of the electrostatic
energy. The total electrostatic energy between two neutral non-
interpenetrating densities is necessarily positive, and the repul-
sion between the isolated atomic densities will be indeed large
if the distance is sufficiently short. This repulsion is dominated
by the dipolar repulsion of the QTAIM atomic densities, and is
adequately modeled if first and further multipolar orders are re-
tained, but is fully absent in the zero-th order approximation.

Table 1 summarizes our data. It can be readily seen that as RAB

decreases (and bonds strengthen) the zero-th order approxima-
tion loses predictibility. This is rather notorious in N2, where the
electrostatic interaction between the mirror densities of the two
N atoms is clearly repulsive and not at all negligible, ENN ′

cl = 137
kcal·mol−1. Since the zero-th order value is non-zero, i.e. since
covalency is the only stabilizing interaction in homodiatomics, Exc

is semi-quantitatively approximated by the DI alone, Eq. 7. Errors
increase with decreasing distance, as the multipolar approxima-
tion deteriorates. For instance the zero-th order Exc is as large
as 32% off in dinitrogen. Improved accuracies are found for the
Eint ’s through some error cancelation. It is indeed striking that
such simple relations as those proposed here may reasonably pre-
dict the intrinsic bond energies of some of the strongest bonds in
chemistry. The worst scenario situation improves if we increase
Z, since interatomic distances increase and atomic multipoles de-
crease. For instance, EAB

cl decreases to 39.6 and 32.1 kcal/mol
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Fig. 1 Comparison of the zero-th order covalent (Exc), ionic (Ecl ), and
total interaction energies (Eint ) with their exactly computed values for a
set of over 800 different interactions covering several bonding and dis-
tance regimes. Details of the systems can be found in the text and the
supplementary information. Energies in kcal·mol−1.

Molecule Molecule
H2O···H2O CH2FOH
H2O···NH3 CH3CF3
FHF– CH3BeH
HF···H2O CH3BH2
HF···HF CH3CH2F
HF···N2 CH3CH2Li
HF···NH3 CH3CLi3
NH3···H2O CH3NH2
NH3···NH3 CH3OH
BH3NH3 (staggered) C6H6 (benzene)
BH3NH3 (eclipsed) C2H6 (etane)
N+

5 C3H8 (propane)
Li9H9 C4H10 (butane)
CH2CF2 (cis) C5H12 (pentane)
CH2CF2 (trans) C6H5OH···C6H5OH

Table 2 Molecules computed in this work at the RHF//6-311G(d,p) level.

for P2 and As2, respectively, in CAS//aug-cc-pVTZ calculations.
Chemically, this implies that the interaction energy is much better
represented by EAB

xc , which is still large, −280 and −239 kcal/mol,
respectively.

As distances increase and we enter into the non-bonded or in-
termolecular regimes the practical usefulness of our approach im-
proves. To show how the zero-th order energies approach the
exact ones at large distances we have computed the zero-th or-
der ionic, covalent, and total interaction energies for a relatively
heterogeneous set of molecules, both at the single determinant,
non-correlated level, as well as including electron correlation at
the CCSD(T) level. Since the expressions reported do not de-
pend on the theoretical level, we can plot all the results together.
We have thus obtained the necessary IQA energetic parameters
at the optimized geometry and using a RHF//6-311G(d,p) level,
for all different pairs (∼ 400) of the dataset collected in Table 2

Molecule Geometry Molecule Geometry
HNC NIST HF···N2 optimized
FCN NIST H2CO···H2CO optimized
HF···CO optimized HCOOH NIST
HCN···HF KB49 HF···H2O optimized
CH4 NIST HF···F2 optimized
H2CF+ optimized NH3···F2 optimized
HCN NIST CH3F···CH3F KB49
C2H4 NIST NH3···NH3 S22
HF···HF KB49 H2CO NIST
H2O optimized HF···ClF optimized
CH4···HF KB49 NH3 NIST
CH4···CH4 S22 BH3 NIST
H2O···H2O optimized CH3OH NIST
OC···BH3 optimized C2H2 NIST
CH4···NH3 KB49 NO···NO NIST

Table 3 Molecules studied in work at the CCSD(T)/aug-cc-pVDZ level.
See the text for details. Geometries have been taken from the NIST,
KB49 or S22 data bases 33–36, or optimized with GAMESS-US 31.

to sketch the reliability at the non-correlated level. Similarly, an-
other set of around 400 interactions has been computed at the
CCSD(T)/aug-cc-pVDZ level for the dataset collected in Table 3,
that includes several hydrogen bonded dimers, simple triatomics
like HNC or FCN, small molecules like water, formaldehyde, am-
monia, methanol, ethylene, acetylene, methane, etc. In this case,
geometries have been taken from the NIST, KB49 or S22 data
bases33–36, or optimized at the CCSD/aug-cc-pVDZ level with
GAMESS-US31. Density matrices were obtained with the pySCF
suite37. IQA calculations were performed with promolden.32 The
complete set of systems, including geometries, details of the cal-
culations, and all the specific energetic parameters of these ∼ 800
interactions can be found in the supporting information.

Figure 1 shows that the zero-th order approximation performs
rather well, worsening considerably for strong interactions. This
is the expected result, since strong interactions usually imply
small interatomic distances (so the conditions of convergence
of the multipolar approximation easily break down) and large
density distorsions, accompanied by non-negligible further order
multipole moments beyond the zero-th order terms. The zero-
th order approximated covalent term is systematically underesti-
mated with respect to the exact value, as the top inset reveals.
We have previously shown that the match improves considerably
if dipole and quadrupole terms are added.15 Notice that EAB

xc is
consistently stabilizing. This is not the case for EAB

cl which shows
destabilizing (interaction between cations) as well as stabilizing
(interaction between oppositely charged moieties) regions. It is
rather clear that the agreement is better in the positive window,
this being related to the more compact (with smaller further or-
der multipoles) densities of cations with respect to anions. If an
interaction energy tolerance between the exact and the approxi-
mate results is pre-selected, Fig. 1 can be used to isolate an energy
window in which the tolerance level is met. This may be used to
predict intrinsic bond energies to a given accuracy from inexpen-
sive calculations.
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5 Conclusions
The orbital invariant interacting quantum atoms (IQA) method
of Quantum Chemical Topology has been used to show the deep
theoretical link existing between the traditional bond order con-
cept and the intrinsic energetics of chemical bonds. This is eas-
ily uncovered in real space theories of the chemical bond. We
have shown how the already known relation between the cova-
lent energy of an interaction, Exc, and the covalent bond order, as
measured by δ , may be exactly translated to the ionic part of the
interaction by defining a parallel ionic bond order ι that turns out
to be the signed product of net atomic charges. If only monopole-
monopole terms are retained in a multipolar expansion of both
terms, the intrinsic bond interaction energy Eint turns out to be
inversely proportional to the interatomic distance. This allows for
an appealing interpretation of the leading bond energetic contri-
butions as coming from the Coulomb attraction of permanently
transferred electrons, giving rise to ionic terms, and of shared
pairs that count half to this electrostatics and bring about the co-
valent contributions. The performance of this model improves
with distance, and due to its simplicity may find real world appli-
cations for estimating intermolecular interactions.
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