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ABSTRACT 
Assessing the performance of each of the team members in any project is a difficult task since in most cases the outcomes mask the individual contributions. In this paper a two-step approach is proposed to estimate the relative performance of the members of the organization who have participated in the different projects carried out. Firstly, a DEA model evaluates the efficiency of the projects, whose results are used later on in a regression model to assess the performance of each individual. The proposed approach is validated using 480 instances identifying the factors that may affect the accuracy of the results. The application to a case study involving a real-world dataset of 46 software development projects carried out by a ten-member team is also presented. The results show that the proposed approach estimates, on average, the unknown true efficiency of the individuals rather well and is robust against data noise.
Keywords: project efficiency; teams; individual performance; Data Envelopment Analysis; regression analysis
1. INTRODUCTION 
   Managing projects represents a big challenge from many different aspects. Not only the technical difficulty of the tasks to be performed is to be dealt with, trying to sort out all the problems that may appear, but also the complexity of interacting groups of people, from different backgrounds in many cases, adds further issues to the project execution and success.
   When different people are involved in the development of a project, one of the problems that arise is how to measure the performance of each team member with respect to the project outcome. The nature of the contributions is usually different; different people work in different stages of the projects, interacting in complex ways, with different criticality in the tasks performed. With all these factors in the scenario, on most occasions it is impossible to measure accurately how much of the project outcome could be credited to each participant, whether in order to reward their work or simply to record their performance evolution.
   Extensive research has been carried out dealing with team project issues, such as team membership, diversity and performance (Mathieu et al., 2008; Rubino et al., 2014). However, the assessment of the performance of each member to the global project outcome is a problem that has not been sufficiently studied and with no clear solution so far. 
   In this paper we try to shine a light on the problem of evaluating each member’s performance using the technical efficiency of the projects in which they were involved. When an efficient team member has been participating in different projects, it could be expected that the performance of those projects would be higher than if the team member had lower performance efficiency. Based on that hypothesis, by using Data Envelopment Analysis (DEA) the efficiency of the projects are evaluated, and then a regression model taking into account the contribution of each member computes an estimation of the individual contribution of each person.

   The structure of the paper is the following: in the next section a short review of the literature is presented, introducing in more detail the problem to be tackled; section 3 presents the modelling details of the proposed approach, while section 4 provides the results of some computational experiments carried out to validate and gauge the accuracy of the proposed approach. Section 5 comments on the results of the application of the proposed approach to a real case study, and section 6 summarizes the main results of this research.
2. PROBLEM DESCRIPTION 

   Most of the works dealing with team effectiveness (Kozlowski and Ilgen, 2006) still consider the IPO (input-process-output) model, where the input describes antecedents of team interaction (characteristics, team-level factors, contextual and organization factors), which interact to drive processes that transform the inputs into outcomes (i.e., results and by-products valued by their performance: quality, quantity, satisfaction, commitment…).  Note that there is not only one way to assess the individual quality of the work done and different performance metrics can be used. For instance, Gamble and Hale (2013) consider four facets when assessing individual performance: the contribution (direct participation and involvement), the influence (how an individual directs the team’s progress), impact (relationship between what they do and their results) and impression (how well team members acknowledge the efforts of the others). 
   Although the IPO model has been valuable in the study of effectiveness, more recently it has been adapted and extended in different ways. For instance, Tekleab et al. (2009) incorporate the length of time that the teams are interacting and other mediator variables to better understand what is happening in the process part of the model. However, the quantitative evaluation of individuals when they are working in groups is quite difficult, in part due to the lack of information on the daily evolution of the project, but also because in most cases the outcomes mask individuals’ contributions. 
  Perhaps the most well-known case, in which huge interest has been shown about this evaluation problem, is in higher education when assessing the work developed by groups of students. In order to expose students to real-world situations, it is quite usual for them to be challenged to work in groups on relatively large projects (Coppit, 2006) that later are assessed and have an impact on the individual marks of each member. However, to assign a mark at the end of the project, the teacher will find it difficult to determine the actual contribution of each team member in the final work, given that most of the tasks are developed independently, without the presence of the teacher. 

  In most cases, the easiest solution is to assign the same grade to each member (Alden, 2011) as an emulation of the real world where the success or failure of a project is the same for each participant (for instance, in a sports competition all team members receive identical medals). However, it is well known that this procedure does not discourage the unproductive student who benefits from the work of his/her peers. In fact, different typical behaviours have been characterized (Coppit, 2006), by analyzing how these group members interact, as follows: the hitchhiker (who looks to maximize his mark while minimizing his work), the underachiever (who minimizes his work and is happy with a lower grade), the procrastinator (willing to work but delivering his part just immediately prior to the deadline), the dilettante (who is involved in many tasks but only superficially and never delivers a result), among others. All these behaviours together undermine the morale of the team and definitely affect the quality of the results as the system is not seen as fair by the more efficient members.

  There is also some literature analyzing ways to deal with this problem in higher education, in many cases related to business or engineering teaching (Gamble and Hale, 2013; Mathews, 1994; Salama and Ahmed, 2011). The most usual way to look for a fairer mark is to add a peer evaluation to the global assessment of the outcome, given that those who really know what the individual contribution of each member has been are the ones who have worked on the inside. Different approaches have been used for rating the student’s contribution (Wang and Vollstedt, 2014) including team journals (recording the effective distribution of effort among the members) or computerized team evaluation using different software. However many authors (Kennedy, 2005; Wang and Vollstedt, 2014) have raised doubts about its accuracy, reporting that when peer evaluation is used to obtain some extra points (merit pay) teams frequently distribute the merit pay uniformly – again making the evaluation system unfair.
  In general, the management performance assessment of a project has been widely studied in the literature (Qureshi et al., 2009; Wateridge, 1995), considering new factors beyond the traditional “iron triangle” of time, cost and quality. Wateridge (1995) considers that the quality should be seen not only from the clients’ point of view, but also from the perception of all the stakeholders involved in the project.
  If assessing team performance is a task that is not simple to carry out, linking overall performance with individual proficiency results is even harder. In the 60s, Wiest et al. (1961) identified three main points around this relationship: how the team performance compares with the performance expected on the basis of adding the members’ proficiency; how well the global performance can be predicted from individuals’ performance; and whether the group performance can be better explained by the performance of the best and worst members. 
   Results show that regarding the first point, summation of individual contributions exceeds the performance when working as a group; in relation to the third point, it seems that depending on the flexibility of the tasks that the members must carry out, there is a higher correlation with the most proficient member or with the least (in this latter case, when the tasks are more rigidly assigned). Wiest et al. (1961) also found that when the proficiencies of the members are similar, it is more likely that they form an efficient team. Also Campion et al. (1993) studied the relationship between the group characteristics and their effectiveness, finding that heterogeneity is not positively related to effectiveness, which means that a variety of skills should be present in the group, but all members must be similarly skilled. Other researchers have studied how diversity affects group performance. For instance Jackson and LePine (2003) observed that grouping low and high performers could provoke a negative reaction from high performers if the low performance is attributed to low conscientiousness.
   In relation to the number of projects in which an individual should be involved, Chan (2014) studied the Multiple Team Membership problem, finding that as the number of projects in which a person is simultaneously participating increases, his/her performance improves due to an enrichment in his innovation process; however, beyond a certain number of projects, performance starts to decrease and this implies a fragmentation in his/her attention due to continuous switches in the work.
  In this paper we return to the second point raised by Wiest et al. (1961), but looking for the reverse equation: we are not concerned with estimating the performance of a team, given the individual performances, but the opposite: given the team performance, to assess how good the performance of each single individual is. To do this, first we need to assess the good performance of a project, and DEA has been identified as an appropriate tool for the purpose.
   DEA is a non-parametric methodology for assessing the relative efficiency of a number of comparable entities, generally termed Decision Making Units (DMUs). The methodology assumes that DMUs consume inputs (i.e. resources) and produces outputs (e.g. revenue). DEA identifies and uncovers sources of inefficiency by seeing if it is possible for each DMU to attain their current output level with a reduced amount of inputs. The larger the reduction of inputs deemed feasible, the lower the efficiency. Those DMUs for which no potential input reductions are feasible are labelled as efficient. There is extensive literature on DEA, both in terms of theory (e.g. Cooper et al., 2006) and application (e.g. Cooper et al., 2004). In particular, DEA has been used for evaluating projects in project portfolio selection (e.g. Tavana et al., 2015), benchmarking software development projects (e.g. Pai et al., 2015, Sudhaman and Thangavel, 2015), contractor selection in procurement projects (e.g. Yang et al. 2015), appraising construction and engineering projects (Caulfield et al., 2013, Abbasian-Hosseini et al., 2014), and for managing new product development projects (Donthu and Unal, 2014), etc. Moreover, regarding the evaluation of working teams, DEA (more specifically Network DEA) has been used also to assess the performance of individuals in workgroups when some of the outcomes are shared, i.e. attributable to the workgroup (Liang et al. 2015).

Other researchers have used DEA to evaluate which parts of a process are more important and their efficient performance, for instance, in the evaluation of solutions of genetic algorithms in order to determine which operators are decisive and which parameters’ value should be taken into account to obtain efficient solutions (Lu and Yu 2012); with a similar aim, (Lu 2015) has analysed solutions of genetic algorithms considering a robust DEA model, in order to take into account the uncertainties of the outputs due to the probabilistic operators. 

3. PROPOSED APPROACH
   The approach proposed in this paper assumes that a certain organization has carried out a number of projects for each of which the project cost, its duration, difficulty and revenue are recorded. Moreover, for each project the individuals who participated in the project team and their relative contribution to the project are available. With all that information, an assessment of the performance of each member of the organization involved in these projects can be carried out using the following two-step approach.
   The first step is to compute the relative efficiency of the different projects. To that end, DEA will be used. Figure 1 shows the inputs and outputs considered.

======================= Figure 1 ========================
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   The specific DEA model used is the following
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   This is an input-oriented, radial-efficiency, Variable Returns to Scale (VRS) DEA model of the BCC-I type (Banker et al., 1984). The Difficulty input is considered non-discretionary (see Banker and Morey 1986). The idea behind this DEA model is to see by how much the Cost and Duration of project J could have been reduced, given the Difficulty and Revenue of project J. The cost, duration and revenue of a project are objective and easily measurable. As regards the difficulty of a project, this is a subjective variable and it is the manager responsible for the projects the one that is in a better position to gauge it.

   An efficiency score of 
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 then it would be possible, according to the data on the sample of projects, to have incurred a lower cost (i.e. 
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   The second step of the proposed approach consists of carrying out a linear regression using as the dependent variable the efficiency of a project and as independent variables the relative contributions of the different members of the organizations. Thus, let Contributionij be the overall relative contribution of individual i to project j; this/her contribution reflects both this dedication to the project and the importance of his/her work for the success of the project. One way to operationalize this variable (that simplifies the four facets defined by Gamble and Hale, 2013, previously mentioned) is to compute the sum, extended to the tasks realized by the given individual within the given project, of the product of the percentage of his/her man(hours dedication on that task multiplied by a coefficient (between zero and 1) that reflects the criticality of that task. The first factor, i.e. the dedication, is objective and easily measurable. The second factor, i.e. the criticality of the task for the project success, is more subjective but the manager responsible for each project should be able to estimate it. We will assume that the task criticality coefficients for each project sum up 1.0, so that 
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 where m is the number of members of the organization involved in the projects. Of course, not all individuals will be involved in all the projects and therefore Contributionij = 0 if individual i does not take part in project j. Finally note that including total contribution as an input in the DEA model would not make any sense given the normalization of those variables.
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   Therefore, the model specification considered for the linear regression is
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where 
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 are the relative efficiencies of the different projects computed by using the DEA model of step 1, 
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   By normalizing the coefficients computed using the above linear regression model, an estimation of the relative performance of each individual in the organization can be computed 
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   The rationale behind the proposed approach is that if an individual has a high participation in projects with high efficiency scores then he/she should be credited and assigned a good relative performance score. On the other hand, individuals who participate in low efficiency projects receive a low relative performance score. We can also see it the other way around, i.e. if an individual is a good performer then the projects in which he/she participates should tend to be efficient, especially if the other members of the project team are also good performers. Bad performers, on the other hand, tend to increase both cost and duration (and therefore lower the efficiency) of the projects in which they participate. Note that since the proposed approach computes a sort of average performance of each individual in the different projects it participates, it is reasonable to assume that the performance of the individuals may vary from one project to another and that is why the regression specification includes an error term that captures those random fluctuations.
   A final remark about the proposed approach is that the regression analysis of step 2 identifies some of the regressors as significant, while others may not be found significant at a given significance level. For each non significant variable this means that the null hypothesis cannot be rejected (at the given significance level) and that its corresponding coefficient 
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 are generally positive which means that the contributions of those individuals to the projects in which they have participated translate into an increase in efficiency of those projects. But, in principle, it is also possible that a significant variable may have an estimated coefficient 
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. This should be interpreted as being that the contributions of the individual to the projects in which he/she participates reduces the projects’ efficiency, i.e. he/she subtracts more than adds to the projects’ efficiency. This is an undesirable situation that does not occur frequently but that the proposed approach can detect in case it happens. In any case, the computed relative performance scores lead to a ranking of the performance of the different individuals and this may be of utmost importance for management.
4. EXPERIMENTAL FRAMEWOK AND RESULTS 

   In order to validate and test the accuracy of our model to evaluate individuals’ efficiency, a set of experiments have been carried out. The idea is to generate a large number of instances (group of projects) for which we know all the relevant data (contribution of each team member, duration, cost and revenue of each project, dependent on the – unknown for the model – performance level of each individual). 

   Therefore the procedure consists of randomly generating “true” performance levels (labelled individual efficiencies efi), randomly assigning individuals to some projects j with randomly generated contribution levels contij (so that (i contij = 1 (j) and calculate for each project its data partially based on these variables. Thus, in our experiment,
·  The difficulty of a project Difficultyj is a random variable in the range [0.5, 1.5]

·  The expected duration of a project edj is a random variable in the range [4, 36] months multiplied by the difficulty of the project Difficultyj. Thus, a project with a larger difficulty should take longer than a project with a lower difficulty. The real duration of a project, Durationj, is calculated as the expected duration edj divided by an efficiency factor efj =(i efi*contij+(, with ( a random uniform variable in the interval [-(, (].
· The cost of a project Costj is calculated as the number of people assigned to the project times the real duration of the project. 

· The revenue of a project Revenuej is calculated as the number of people assigned to the project, times edj, times a profit factor (1.25, in our case).
   Note that the way that the project data are generated involves the efficiency of the projects and that these were linked to the efficiency of the individuals. This was not done to produce favourable results but because it is more reasonable than if we generate the duration and cost of the projects without any regards to the supposedly known efficiency of the individuals. The rationale of the proposed approach is that efficient individuals perform efficiently in the projects they participate. If the project data are generated randomly then there would be no link between the project efficiencies and the efficiencies of the individuals, i.e. inefficient individuals might develop an efficient project and vice versa. Our assumption is that is unlikely to happen.

   In order to test the behaviour of our model in a variety of scenarios, we identified four factors that could affect its performance. By introducing them into the procedure for the generation of the instances, it will be possible to assess how relevant these factors are for the accuracy of the obtained results. The factors considered are the following:

· F1. Number of people working in each project. It may be expected that bigger teams could be less exposed to the influence of individual members. Therefore we considered a low level (F1.1) with 30% of all the individuals in the department involved in each project, and a high level (F1.2) with 60%. Assuming that the number of individuals considered is ten, this means that three or six people are involved in each project depending on the level of this factor.
· F2. The variability of the contributions of the individuals involved in a project. A low level of variability (F2.1), with (unnormalized) contributions in the range [0.35, 0.65] will capture the situation of quite homogeneous projects (with everybody involved to a similar degree) while the high level (F2.2) will allow a dispersed degree of contributions in the project (in the range [0.2, 0.9]).

· F3. The variability of the individuals’ efficiencies. Homogenous members could mean less individual influence on the project results. Therefore, in our case a low level (F3.1) means a quite homogeneous group of high-performance employees, everyone in the range [0.75, 1.0], while a high level (F3.2) means a larger dispersion in the performance level of the personnel (in the range [0.3, 1.0]). We remark on how important it is in the literature dealing with team formation, i.e. the homogeneity of the team members (Jackson and LePine, 2003). Note also that, although the individual efficiencies are generated within the given intervals, a certain number of individuals (one, two or three, with equal probability) are assigned an individual efficiency efi=1.
· F4: Three levels of the amount of noise in the data 
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 have been considered. This noise represents events that can affect the execution of the projects (their duration, cost, etc.) but cannot be attributed to the team members’ performance.
   In our experiments, for each of the 23(3 factor level combinations of the four factors considered, 20 instances were generated. This gives a total of 8(20(3 = 480 instances. Each instance was processed using the proposed approach. Thus, the relative efficiency of the 50 projects of each instance was computed using model (1). These were then used as dependent variables in a regression analysis as per equation (2). The linear regression models were estimated using the R statistical software (R Core Team, 2015). 
   In order to test whether linear regression assumptions hold, we have carried out linearity, normality, homoscedasticity and autocorrelation tests. For those independent variables found to be significant (at the 0.05 level), the corresponding relative performance score (3) was computed. As regards the regression assumptions, Table 1 shows that the only one that is rejected with certain frequency is normality.
======================= Table 1 ========================

   Figure 2 shows the boxplots of the Pearson correlation coefficients between the estimated relative performance of the individuals and their true efficiency. In general, the correlations are high, with average values above 0.8. The correlation seems to decrease when the team size increases and when the variability in the efficiency of individuals increases. When the variability in the contributions of the team members increases and when the random noise increases, the correlation also seems to decrease but not as much. This indicates that the proposed approach is robust with respect to the noise level present in the data.

======================= Figure 2 ========================

   Figure 3 shows the scatter plots for the 24 factor level combinations of the “true” individual efficiencies used to generate the corresponding instances and the relative performance scores computed by the proposed approach. The bisector line of each scatter plot represents a perfect coincidence. Taking into account that the data have noise, it is not surprising that there are small errors in the estimations computed by the proposed approach.
======================= Figure 3 ========================

   Regarding the confidence interval for the average ratio of the estimated performance score to the “true” individual efficiency, Table 2 shows these results. As can be observed, these confidence intervals are generally around unity, although sometimes they are slightly above or below this value. This means that the proposed approach on average estimates the true efficiencies with a rather small upward or downward bias. 
======================= Table 2 ========================

   We have also carried out parametric and non-parametric tests for comparing the difference between the estimated and true efficiency of the individuals and see if the difference is significant for some factor levels combinations. The results are shown in Table 3. Previous to the inference analysis, assumptions underlying the paired mean test are evaluated, i.e., normality and homogeneity of correlated variances tests. Although for different combination of factor levels paired data showed departures from non-normality and homogeneity of variances due to the skewed nature of the distributions, the parametric t-test procedure is robust to small departures of normality, based on large sample theory (Lehman, 1999). Nevertheless, when efficiencies did not follow normality criteria according to the Shapiro-Wilk test and/or homogeneity of variances according Pitman-Morgan test, the non-parametric Wilcoxon-rank test was performed. As it can be seen in the table, although for some combinations there is statistical difference between the actual and estimated efficiency, according to the confidence interval these differences are rather narrow. The results show that in most combinations of factors levels there is insufficient evidence to suggest a difference between actual and estimated efficiency at a significance level of 0.05.
======================= Table 3 ========================

   Therefore, based on these experiments, we conclude that, in general, our model is able to “guess” quite accurately the real efficiency of each individual, in most of the cases. Also, among the four factors considered, there is no specific factor that is so influential that it makes the model behave incorrectly. 

5. CASE STUDY

   Now that the validity of the proposed approach has been established in the previous section, in this section it is applied to a case study for which the individuals’ performances are unknown and have to be estimated. The dataset corresponds to 46 real software development projects carried out by a small Spanish software engineering company. The workforce in this department consists of 10 programmers and analysts who have participated, with different contribution levels, in those projects. Figure 4 shows a snapshot of the projects dataset. Note that, as requested by the company the cost and revenue data have been distorted by multiplying both by a constant factor, which is equivalent to expressing them in a virtual monetary unit, instead of expressing them in euros. This has no effect on the proposed approach because the DEA model used is units-invariant.
======================= Figure 4 ========================

   Figure 5 shows the efficiency scores of the different projects versus their corresponding difficulty level. The efficiency scores are not very high in general, with a number of projects below 0.4. Note that the efficiency of the projects does not seem to be correlated with their difficulty. Thus, for each difficulty level there are efficient and inefficient projects, although it is true that for the highest difficulty level there are more inefficient than efficient projects, while for the lowest difficulty level the opposite occurs.
======================= Figure 5 ========================

   The projects efficiencies are input to the regression analysis which leads to the results shown in Table 4. Note that the R-squared value is rather high (0.856), indicating a good fit of the linear regression specification. All independent variables except one are significant at the 0.1 level. With respect to the contribution of Employee 4, the results show that it is not significant, given the linear model specification considered. Note also that none of the employees had a significant and negative coefficient.
======================= Table 4 ========================

6. CONCLUSIONS 

   This paper has addressed the issue of estimating the performance of individuals when they work in teams. The rationale behind the proposed approach is that when the team performs well then individual members should be credited and vice versa. Thus, the first step is to assess the performance of the teams. This is done using DEA to estimate the relative efficiency scores of the projects carried out in the company. These project efficiencies are computed based on some basic data about each project such as its duration, incurred cost, difficulty and generated revenue. The second step is to carry out a regression analysis of the projects’ efficiencies using the corresponding team members’ contributions. The normalized coefficients of the contribution of each individual indicate their relative performance. We distinguish three cases depending on whether the variable is significant (in which case the coefficient can be positive or even negative) or non-significant (which is equivalent to a zero coefficient). The estimated relative individual performances also allow the ranking of individuals.
   The proposed approach has been validated using randomly generated synthetic datasets that covered all combinations of four factors, namely the team sizes, the variability of the team members’ contributions, the variability of team members’ efficiencies and the noise present in the data. The two factors that seem to affect the degree of accuracy of the proposed approach more are the team sizes and the variability of the individuals’ efficiencies. The method seems to be robust with respect to increasing noise.
   In addition, an application of the proposed approach to a case study has been presented. The situation studied corresponds to a software development company and the dataset involves 46 projects carried out in the last few years. The results show the usefulness of the proposed approach, which is able to assess the individuals’ performances manifested through the efficiency of the projects in which they participate as teams.
   About the limitations of the present study, we can note that the regression analysis carried out assumes a linear regression specification. Although this model specification has given rather high goodness of fit indexes, other regression models (e.g. sub-linear) could be tried. Also, the DEA model used computes a radial efficiency measure, which can leave some input and output slacks. Hence, alternatively a non-radial or slacks-based efficiency measure may be used.
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Figure 2. Boxplots of Pearson correlation between estimated relative performances and true individual efficiencies, for the different factors
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Figure 3. Scatter plot of estimated performance score (Y axis) versus true individual efficiency (X axis). Each table cell corresponds to one of the 23(3 factor level combinations
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Figure 4. Snapshot of projects’ data of the case study, with ten individuals involved at a different level of contribution in each project
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Figure 5. Projects’ efficiency versus difficulty

	
	F4.1
	F4.2
	F4.3

	F1.1 F2.1 F3.1
	5 / 45 / 5 /0
	0 / 15 / 10 / 0
	5 / 45 / 15 / 0

	F1.1 F2.1 F3.2
	5 / 20 / 10 / 0
	0 / 25 / 10 / 0
	5 / 45 / 10 / 0

	F1.1 F2.2 F3.1
	10 / 40 / 0 / 0
	5 / 25 / 0 / 0
	0 / 20 / 0 / 0

	F1.1 F2.2 F3.2
	0 / 35 / 0 / 0
	0 / 15 / 0 / 0
	0 / 30 / 0 / 0

	F1.2 F2.1 F3.1
	0 / 45 / 0 / 0
	0 / 30 / 10 / 0
	0 / 50 / 10 / 0

	F1.2 F2.1 F3.2
	5 / 30 / 5 / 0
	0 / 15 / 5 / 0
	5 / 25 / 0 / 0

	F1.2 F2.2 F3.1
	5 / 35 / 0 / 0
	0 / 30 / 0 / 0
	5 / 50 / 5 / 0

	F1.2 F2.2 F3.2
	5 / 35 / 5 / 0
	5 / 20 / 0 / 0
	5 / 40 / 0 / 0


Note: Regression assumption tests include Linearitya /Normalityb /Homoscedasticityc /Autocorrelationd
a Rejections of the null hypothesis of linearity at 0.05 level of significance (Rainbow test); b Rejections of the null hypothesis of normality at 0.05 level of significance (Shapiro-Wilk test); c Rejections of the null hypothesis of homoscedasticity at 0.05 level of significance (studentized Breusch-Pagan test); d Rejections of the null hypothesis of autocorrelation of error terms at 0.05 level of significance (Durbin-Watson test)

Table 1. Results of regression assumptions’ tests for the different combination of factors’ levels (% of test rejections for each of the four tests)
	
	F4.1
	F4.2
	F4.3

	F1.1 F2.1 F3.1
	(0.989, 1.003)
	(0.981, 0.996)
	(0.987, 1.004)

	F1.1 F2.1 F3.2
	(1.018, 1.071)
	(1.015, 1.070)
	(1.027, 1.084)

	F1.1 F2.2 F3.1
	(0.988, 1.001)
	(0.976, 0.994)
	(0.986, 1.002)

	F1.1 F2.2 F3.2
	(1.018, 1.063)
	(1.009, 1.058)
	(1.027, 1.073)

	F1.2 F2.1 F3.1
	(0.960, 0.980)
	(0.920, 0.946)
	(0.933, 0.961)

	F1.2 F2.1 F3.2
	(0.986, 1.036)
	(0.981, 1.040)
	(0.985, 1.047)

	F1.2 F2.2 F3.1
	(0.973, 0.993)
	(0.953, 0.977)
	(0.969, 0.993)

	F1.2 F2.2 F3.2
	(0.983, 1.027)
	(0.981, 1.029)
	(0.994, 1.044)


Note: Central 95% confidence interval calculated using pivotal bootstrap procedure (1000 replications)

Table 2. Bootstrap confidence interval for the average of the ratio of relative performance score to true individual efficiency

	Id
	Combination of factor levels
	Normality

testa
	Homogeneity of correlated variances testb
	Paired

t-testc
	95%

confidence intervald
	Paired

non-parametric

t-teste
	Is there, on average, difference between

estimated and true individual efficiency?

	1
	F1.1 F2.1 F3.1 F4.1
	W=0.981**
	t=0.80
	t=1.66
	[-9(10-3;0.01]
	W=7900
	No

	2
	F1.1 F2.1 F3.1 F4.2
	W=0.955**
	t=3.27**
	t=-1.81
	[-0.03; 1(10-3]
	W=7728
	No

	3
	F1.1 F2.1 F3.1 F4.3
	W=0.982*
	t=1.04
	t=1.87
	[-3(10-4; 0.01]
	W=8125
	No

	4
	F1.1 F2.1 F3.2 F4.1
	W=0.951**
	t=1.29**
	t=-1.61
	[-0.02;2(10-3]
	W=8053
	No

	5
	F1.1 F2.1 F3.2 F4.2
	W=0.993
	t=0.85
	t=6.10**
	[0.02; 0.03]
	-
	Yes

	6
	F1.1 F2.1 F3.2 F4.3
	W=0.980**
	t=1.30**
	t=1.81
	[-1(10-3; 0.03]
	W=9123
	No

	7
	F1.1 F2.2 F3.1 F4.1
	W=0.991
	t=1.05
	t=3.93**
	[8(10-3; 0.03]
	-
	Yes

	8
	F1.1 F2.2 F3.1 F4.2
	W=0.992
	t=1.17
	t=1.43
	[-3(10-3;0.02]
	-
	No

	9
	F1.1 F2.2 F3.1 F4.3
	W=0.987
	t=0.92
	t=3.29**
	[4(10-3;0.01]
	-
	Yes

	10
	F1.1 F2.2 F3.2 F4.1
	W=0.964**
	t=1.21**
	t=-1.58
	[-0.02; 2(10-3]
	W=7786
	No

	11
	F1.1 F2.2 F3.2 F4.2
	W=0.990
	t=0.92
	t=4.11**
	[8(10-3;0.02]
	-
	Yes

	12
	F1.1 F2.2 F3.2 F4.3
	W=0.951**
	t=1.29**
	t=-0.96
	[-0.02; 6(10-3]
	W=8713
	No

	13
	F1.2 F2.1 F3.1 F4.1
	W=0.992
	t=0.61**
	t=10.55**
	[0.05;0.07]
	W=15593**
	Yes

	14
	F1.2 F2.1 F3.1 F4.2
	W=0.982*
	t=1.28**
	t=1.79
	[-1(10-3;0.03]
	W=8624
	No

	15
	F1.2 F2.1 F3.1 F4.3
	W=0.989
	t=0.877
	t=6.21**
	[0.02;0.04]
	-
	Yes

	16
	F1.2 F2.1 F3.2 F4.1
	W=0.994
	t=1.15
	t=1.30
	[-4(10-3; 0.02]
	-
	No

	17
	F1.2 F2.1 F3.2 F4.2
	W=0.991
	t=1.09
	t=1.66
	[-1.1(10-3; 0.01]
	-
	No

	18
	F1.2 F2.1 F3.2 F4.3
	W=0.969**
	t=1.27**
	t=-2.39*
	[-0.03; -2 10-3]
	W=7364
	Yes

	19
	F1.2 F2.2 F3.1 F4.1
	W=0.992
	t=1.01
	t=1.87
	[-3(10-3;0.01]
	-
	No

	20
	F1.2 F2.2 F3.1 F4.2
	W=0.956**
	t=1.36**
	t=-2.07*
	[-0.03; -6(10-4]
	W=7999
	No

	21
	F1.2 F2.2 F3.1 F4.3
	W=0.993
	t=0.63**
	t=7.90**
	[0.03;0.06]
	W=14542
	Yes

	22
	F1.2 F2.2 F3.2 F4.1
	W=0.980**
	t=1.33
	t=1.61
	[-0.01;0.02]
	W=8863
	No

	23
	F1.2 F2.2 F3.2 F4.2
	W=0.994
	t=1.02
	t=3.85***
	[0.01;0.03]
	-
	Yes

	24
	F1.2 F2.2 F3.2 F4.3
	W=0.989
	t=1.18*
	t=0.13
	[-0.01; 0.01]
	W=9075
	No


(*), (**) indicate significance at the 5% level (p-value<0.05) and 1% (p-value<0.01), respectively. Sample size per each combination of factor levels: 200 observations; aShapiro Wilk Normality test for difference between actual efficiency and estimated efficiency; bPitman-Morgan test; cDepends on the case: equal variances are assumed or equal variances are not assumed (Yuen-Welch test); dMean of differences (two-tailed); eWilcoxon signed rank test with continuity correction.
Table 3. Parametric and non-parametric paired tests for comparing the equality of central tendency of estimated and true individual efficiency
	Employee i
	Estimated (i
	Standard error
	Relative performance score (eq. 3)
	Rank

	1
	0.634***
	0.141
	0.510
	7

	2
	0.542***
	0.119
	0.436
	9

	3
	0.708***
	0.165
	0.570
	4

	4
	0.053
	0.316
	0.043
	10

	5
	0.643*
	0.364
	0.517
	6

	6
	1.243**
	0.459
	1.000
	1

	7
	0.878***
	0.213
	0.706
	3

	8
	0.569*
	0.304
	0.458
	8

	9
	1.019*
	0.555
	0.820
	2

	10
	0.686***
	0.234
	0.552
	5


Note: Model estimated with OLS. n=46 observations;
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*p-value<0.1; **p-value<0.05; ***p-value<0.01

Table 4. Multiple Linear Regression analysis results for the real case study
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