




Theoretical Study of Transport Properties for
Selected Single-Molecule Junctions

Author

Rubén R. Ferradás

Advisor

Jaime Ferrer Rodŕıguez
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CHAPTER 1

Introduction

In last two decades, molecular electronics has experienced an enormous devel-

opment driven by the improvement of theoretical and experimental techniques.

For example, single-molecule experiments are now more robust and reproducible,

and theoretical methods based on Green’s functions theory, which have greatly

enhanced, are a really good tool to investigate fundamental properties of single

molecules out of equilibrium. Behind this progress, we can find two main motiva-

tions: on the one hand, an aspect purely concerning to basic science and on the

other hand, an aspect worried about the possible technological applications.

Molecular junctions have proved to be ideal systems for investigating and put

some light into fundamental issues like charge transport, spin transfer, thermal

transport, etc., and this is the reason why a lot of research groups around the

world (not only in physics field, but also in chemistry or biology) have put their

focus on this area. When we are investigating these systems, we are dealing with

the smallest scale possible (a few atoms sometimes) where quantum effects domi-

nate. This opens a fascinating world almost unexplored.

In contrast, the other main motivation pushing this multidisciplinary field,

is technological. Nowadays, the scientific community has realized that to think

in molecules as candidates for completely substitute the silicon technology is,

probably, not feasible in the short run, and a really difficult task even in the

long run. Nevertheless, the efforts can be led towards a hybrid technology, where
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the molecules play an important role in these hybrid structures like molecule-

semiconductor or metal-molecule devices. In this sense, we could benefit from the

many advantages that, the molecules have. It could be mentioned, for instance:

• Size → The smallest molecules which can be used range from 1 to 10 nm.

This might lead to a huge packing density, much larger than packing density

currently used in electronic industry.

• Self-assembly → One could make the most of intermolecular interactions

to form bottom-up structures by self-assembly.

• Stereochemistry → A great deal of molecules have several stable geome-

tries (called isomers), which usually have different optical or electronic prop-

erties.

• Large Variability in Molecular Design → In last decades, synthetic

chemistry has reached an increasingly knowledge in designing molecules al-

lowing to build an almost endless assortment of them.

• Numerous degrees of freedom→ the numerous degrees of freedom inher-

ent in molecular structure could be exploited to give rise new functionalities.

• Lower cost in fabrication → making molecules is much cheaper than

make crystalline semiconductors.

Despite it has said up to now, today molecular electronics has a series of prob-

lems which have to be overcome for going from nanoscience to nanotechnology,

even if we are thinking in hybrid structures. Mainly, the trouble comes from the

large variability observed in single-molecule junctions, related with device stability.

It is mandatory reduce this variability for making molecules suitable in technolog-

ical applications. In this sense, maybe the first candidates for real-life applications

of molecular electronics in near future are devices based on molecular monolayers

using Langmuir-Blodgett films or SAM’s (Self Assembled Monolayers) but still in

this case we are far away to molecular nanotechnology for a series of problems:

controlled deposition of the second electrode is a tough task, penetration of the

metal through the molecular layer could yield metal filaments and short circuits

and in a densely packed monolayer there will be problems related with interactions

between molecules.

To sum up, molecular electronics has had a long way so far, and most likely,

it is going to have a long way until it become a regular nanotechnology, but

meanwhile, a lot of unexpected physics will be known, faced and understood.
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Many achievements have been obtained, and many challenges have been overcome

in the past, but there are still many others to overtake and It is a really exciting

journey for a physicist.

1.1 Timeline of Molecular Electronics

An overview of the timeline in molecular electronics will be presented in this sec-

tion. Doing a timeline of a scientific area or even about whatever knowledge area,

is somehow an arbitrary task, because most of times birth of it is diffuse and it is

not clear when appeared the very first idea about the issue. This is also the case

for molecular electronics. Usually, most of people correlated the birth of molec-

ular electronics with the appearance of the paper ”Molecular Rectifiers” by Ari

Aviram and Mark Ratner in 1974 [1], but admittedly, some important work about

the charge transfer in molecules, both theoretical and experimental, had already

been done in 1940’s by, amongst others, R. Mulliken [2,3], A. Szent-Gyorgyi [4] or

D. Eley [5]. Albeit in some cases the molecules were seen as semiconductors -as for

example ”Phthalocyanines as Semiconductors” in [5]-, who pointed out the possi-

bility of incorporating them in real circuits, was Arthur Von Hippel. In 1956, while

he was working at the MIT, laid the foundation of a bottom-up approach that he

called molecular engineering. Their ideas were developed in a book published in

1959 [6]. This was the first time that the concepts molecules and engineering were

related. It is worth mentioning as well the conference given by Richard Feynman

in 1959 entitled ”There’s plenty of room at the bottom”. In this lecture, Feynman

talk about concepts astonishing like the possibility of direct manipulation of indi-

vidual atoms or to make nanoscale machines using molecules. In a strict sense it

was not a scientific lecture, but the ideas shown in the conference inspired many

scientists to explore molecular electronics.

Along 1960’s different groups started focusing their work in investigating ex-

perimentally the electron transport through molecular monolayers. But at this

point, we must come back to the A. Aviram and M. Ratner work (mentioned

before [1]), because is in this article where appears for first time a proposal for

using a single-molecule as an electronic component. In that case, the molecule

was proposed to operate like a rectifier. In spite of this revolutionary idea and

of the many efforts done by the experimentalists, it was not until the invention

of Scanning Tunneling Microscope [7] (STM) and Atomic Force Microscope [8]

(AFM) in the early 1980’s, both products of IBM laboratories in Zurich, that

molecular electronics would receive a really important accolade. Using the STM,
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single molecules could be manipulated [9] and the transport properties could be

measured [10]. This opened plenty of possibilities, and ideas as the seminal one by

Aviram and Ratner could be addressed experimentally. Along 1990’s, experimen-

tal work done in molecular electronics increased a lot thanks above all to STM

and AFM, the improvement in the fabrication of self-assembled monolayers and

chemical synthesis and to another important measure technique: the Break Junc-

tion (both mechanical and electrochemical), developed at the end of 1980’s [11].

So, throughout 1990’s, we can find numerous appealing results in the molecular

electronics framework. Some of the most exciting results reported in that decade

are going to expose in next paragraphs.

One of the initial attempts to investigate the electronic properties of individ-

ual molecules was reported in 1992. In that work, M. Pomerantz, A. Aviram et

al. [12] measured the STM current of copper-phthalocyanines onto highly oriented

pyrolytic graphite (HOPG) surfaces, observing rectifier behaviour in the system.

The IV characteristics which they found, can be seen in figure 1.1 . Also us-

Figure 1.1: IV characteristics for HOPG surface with (bottom panel) and without copper-

phthalocyanine reproduced from reference [12]

ing a STM, M. Dorogi et al. [13] reported Coulomb Blockade in a self-assembled

nanostructure, composed by a gold cluster onto a thin alkanethiols film at room

temperature. Fitting the measured current to a Coulomb Blockade model, they

were able to estimate the resistance of a single molecule.

In 1997, Reed et al. applied for first time Mechanically Controllable Break
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Junction technique to measure electronic transport through a single molecule, in

that case benzene-1,4-dithiol. They measured the I(V) characteristics and ob-

serve Negative Differential Resistance (NDR), a typical behaviour in diodes. In

Figure 1.2 a schematic view of the measurement process and the current-voltage

characteristics are shown. The MCBJ technique is also applied in a work done

by C. Kergueris et al. [15] where they demonstrated the conduction through

bisthiolterthiophene-2.5”- -bis(acetylthio)-5.2’5’.2”-terthienyl. Another significant

work that it is worth noting, is the experimental realization of the ideas postu-

lated by Aviram and Ratner in their seminal paper in 1974. R. Metzger et al.

obtained the D-σ-A rectification across Langmuir-Blodgett (LB) multilayers and

monolayers of hexadecylquinolinium-tricyanoquinodimethanide in 1997 [16].

As well as the electrical characterization of conducting molecules, another rel-

evant goal was the search for individual molecules behaving as switches. The first

experimental results in this issue appears in the late 1990’s. So, C. P. Collier

et al., reported in 1999 an irreversible switch using a LB film with Rotaxanes

molecules [17]. In figure 1.3 a schematic picture of the system and I(V) charac-

teristics are shown. A little bit later in the same year, J. Chen et al. reported

a reversible switching device using a redox SAM [18] composed by 2’-amino-4-

ethynylphenyl-4’-ethynylphenyl-5’-nitro-1-benzenethiol.

Finally, I would like to notice another important milestone in the develop

of molecular electronics. This is the theoretical methods which nowadays are

used, mainly leading by Non-Equilibrium Green’s function techniques (NEGF).

The original approach to mesoscopic transport, was first introduced by Rolf Lan-

dauer in 1947, and generalized by Markus Bütikker in 1980’s. The so called

Landauer-Bütikker method, can be applied to find the current through a nonin-

teracting system or through an effectively noninteracting system, where effectively

noninteracting means that the mean-field description is valid and inelastic pro-

cesses can be neglected. Even though the Landauer-Bütikker formalism (LBF)

has been applied successfully in several molecular electronic systems [15], usually

in transport through molecular systems we are out-of-equilibrium or the strong

interactions (electron-electron and electron-vibron interactions) play a fundamen-

tal role, so LBF is not sufficient to describe physics even in a qualitative level.

The main approach when we want to treat with these systems is based on NEGF.

In this approach, we are able to deal with a wide variety of problems related to

quantum transport at the nanoscale. Proposed first time by Caroli et al. [19–22]

in seventies, who used it for mesoscopic structures, was intensively develop in

nineties [23–26]. But it has been at the beginning of 2000’s with the implemen-
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(a)

Voltage (V)

(b)

Figure 1.2: Negative differential resistance in Au/thiolate/Ti, (a) Schematic view of the mea-

surement process and (b) I(V) characteristics reproduced from reference [14].

tation of NEGF into many computer packages, with different approach levels,for

example combined with density functional theory [27, 28] or based on effective

physical models [29, 30], when techniques based on NEGF have become in a es-

sential tool for theoretical investigation in molecular electronics systems. The

develop of the mentioned theoretical techniques has done that agreement between

the calculation and experiment, in several systems, is now surprisingly good, al-

lowing a really nice feedback between theory and experiment in order to explore

the nano-world.

Chapter 1. Introduction



1.2. State of Art 7

(a) (b)

Figure 1.3: molecular switch, (a) Schematic view of the system and (b) I(V) characteristics

showing On/Off states, reproduced from reference [17].

1.2 State of Art

In last decade, aside from the simplest studies on conductance, fundamental and

applied aspects of optical, mechanical or thermoelectric properties at molecular

scales have had an increasing relevance in the framework of molecular electron-

ics. Other important aspects as quantum interference or spin manipulation have

also been addressed. The search for new paradigms which can take advantage of

quantum properties of molecules, is an area with a lot of interest, where many

efforts have been done in recent years. In order to give an idea of the state-of-art

in molecular electronics, an overview of the most relevant works reported in the

last decade are going to be shown.

Knowing the structural information of a molecular junction when the elec-

tronic properties are measured is, in general, not possible. However, simultane-

ously measurements of force and electronic properties can be done, and correlate

them. Already in 1996, G. Rubio et al., demonstrated that force and conduc-

tance are unambiguously correlated [31]. In 2003, J. Tao et al., using an AFM,

reported a clear correlation between force and conductance on metal-molecule-

metal junction [32] (see Figure 1.4) at room temperature. Using dynamic force

microscopic techniques, unlike static mode of AFM-based force spectroscopy [33],

R. Berndt et al. have studied the interaction between electronic transport, bind-

ing energy and structure in fullerenes [34]. Using a novel approach for AFM

measures, L. Venkataraman et al., have been able to probe the influence of the

chemical linker group and the molecular backbone on single-molecule junction

rupture force [35, 36]. Besides correlate the structure, force and electronic prop-

erties, there has been another helpful use of force measurements techniques, this

is, measure the contribution of van der Waals interactions at nanoscale as was
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reported by, for example, C. Wagner et al. [37]. So, using force measurements in

the junctions at nanoscale through AFM techniques, can be a source of important

information to investigate the structure and the interactions at that scale.

Figure 1.4: (a) schematic view of a molecule covalently bonded to Au electrodes under mechan-

ical stretching; (b-d) conductance versus stretching and force versus stretching; it can be seen,

from the inset in (d), that the force fluctuations are correlated with conductance fluctuations;

reproduced from reference [32]

Putting aside the force measurements, another important area of researching,

is the study of optical properties. In the study of optical properties, It can be in-

cluded, the study of optical spectrocopies which could give structural information,

the study of the interactions between plasmons and molecules or the use of light

for controlling the transport properties in molecular systems. In this sense, It can

be found a lot of really interesting results reported in recent years. The possibil-

ity of doing simultaneous measurements of optical and electrical properties, have

been recently demonstrated in a series of works. The first one, was done by D. R.

Ward et al. [38]. They irradiated molecular junctions with a few molecules, and

where the junctions had been made using Au nanogaps formed by electromigra-

tion, with a laser operating at a wavelength near to the plasmon resonance and

observed a Raman signal due to molecules (see Figure 1.5(a)). Then, they used

the same experimental set-up to estimate vibrational and electronic heating in

molecular junctions [39]. Using the STM-based break-junction technique, Z. Liu

et al. realized conductance and Raman measurements simultaneously [40] (see

figure 1.5(b)). They coupled a laser to a molecular junction formed by Au(111)

surface, 4-4’-bipyridine (4bipy) and Au STM tip. They found that conducting

molecular junctions had a Raman signature that was distinct from the broken

molecular junctions. In addition, they also found a reversible splitting in the
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Raman signature, when changing the voltages ranging from 10 to 800 mV (see

figure 1.5(c) and 1.5(d)). As well as these conductance/Raman experiments for

addressing the structure and vibrational properties, light can be used for control-

ling the transport through molecules. So, molecules with two or more stable and

optically accessible states can be used. Usual molecules are for example, azoben-

zene derivatives, which have cis or trans form with different conductance [41].

Battacharyy et al. have proved that porphyrin-C60 could be another candidate.

In this case, the light induce an excited-state with a different conductance [42].

It has been shown that the study of optical properties, can be a source of basic

physical information and the launch ramp for future molecular-device applications.
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Figure 1.5: (a) waterfall plot of Raman spectrum and positively correlated differential con-

ductance measurements for a p-mercaptoaniline (left) and fluorinated oligophenylene ethynylene

(right) reproduced from reference [38]; (b) schematic diagram of fishing-mode in Tip-enhanced

Raman spectroscopy using 4bipy, (c) intensity versus Raman shift for different bias voltage (In-

set: current versus bias curve obtained with a mechanical break-junction setup) and (d) diagram

illustrating why 1,609 cm−1 band splitting is proportional to the applied bias voltage; reproduced

from reference [40]
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Even though thermoelectric properties of materials have been broadly studied

in the past, the focus on the electronic response to heating in molecular systems

is relatively recent [43]. It has not only a basic scientific interest but also possible

applications in the future of molecular electronic devices. The basics ingredients

in the thermoelectric characterization are the Thermopower or Seebeck coefficient

and the electric and thermal conductivity. So, the efficiency in a thermoelectric

system is then given by the Figure of Merit defined as Z = σ·S
κ

where σ is the

electric conductivity, S is the Seebeck coefficient and κ is thermal conductivity. In

particular the Seebeck coefficient, which is defined as S = -(∆V
∆T

)|I=0, establish the

magnitude of an induced voltage in response to a temperature difference across

the junction. In addition, measurement of S can tell us about the nature of the

charges in a junction [44]. So, when S has a positive sign the transport is through

holes, and when S has a negative sign, is through electrons. The first experi-

mental measurement of S and conductance was reported in 1999 by B. Ludoph

and J. M. van Ruitenbeek [45]. The system was formed by Au point contacts at

liquid helium temperatures. Using basically the same method, but implemented

in STM geometry, P. Reddy et al. was able to measure S in a molecular junction

for first time [46]. They could only measure S and not the conductance, but they

could determine the nature of the transport in the molecule used, namely, thiol-

terminated oligophenyls with 1-3-benzene units. They showed that the transport

occurred through holes. Since then, a series of experiments have been done to

measure S, showing both hole and electron transport. So far, the magnitudes

measured in the experiments have been small, but is a future task try to become

bigger this magnitude. So, again, the measure of S is a source of fundamental

transport information.

One of the fields most promising in the molecular electronics framework is

perhaps the Spintronics. This is a really novel field, but with impressive results.

Although the earliest experiments were already done in 2002, exploring the spin-

dependent transport and Kondo effect in single molecule devices [47,48], nowadays

the focus is put in controlling the spin state of a molecule or the electrons flowing

through a junction. There may be three different scenarios: non magnetic elec-

trodes with magnetic molecule in between, magnetic electrodes with non-magnetic

molecule in between, or both electrodes and molecule magnetic. In a recent ex-

periment, H. van der Zant et al. were able to electrically control the spin state of

a single molecule, in that case, Mn-terpyridine derivative [49]. They could change

between a high-spin (S = 5/2) and a low-spin (S = 1/2) configuration. For doing

this, they used a gate electrode to change the charge state of the ligands, and

so, change the spin state in Mn atom. In the latter case, all the elements were
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magnetic (electrodes and molecule), but there is another type of experiment, as It

has already mentioned, where the only magnetic elements are the electrodes. In

a experiment of that type, W. Wulfhekel and co-workers reported a different con-

ductance depending on the relative alignment (parallel or antiparallel) of the elec-

trodes magnetization [50]. The system was formed by a phthalocyanine molecule

on a Co island onto a Cu(111) substrate, and the conductance was measured with

STM-tip made by Co-coated tungsten (see Figure 1.6(a)). The conductance was

found around 60% higher when the magnetization of the electrodes was parallel.

In the same type of experiment, J. P. Bucher and co-workers showed that Co-

phthalocyanine on Co surface could act as a scatterer or spin filter, depending

on the bias voltage applied [51]. Often, the electronic spins of the molecule are

strongly coupled to the electrodes, and It becomes these spintronic systems inap-

propriate for possibles uses. Nevertheless, nuclear spins are weakly coupled and

isolated, but It makes them highly difficult to manipulate. Notwithstanding, It

have been recently reported a new approach for reading out the nuclear spin of a

terbium atom in a bis(phthalocyaninato)terbiumIII [52]. In the figure 1.6(b) and

1.6(c), It is illustrated the most favourable configuration of the system, and the

conductance characteristics and electronic read-out procedure. All these work,

besides expanding our understanding of magnetic properties in molecules, could

be a start point for implementing single-molecule memory or logic circuits.

Finally, it is worth mentioning one of the hottest topics nowadays: Quan-

tum Interference (QI) in molecular junctions. The QI is a direct consequence

of the wave-like nature of the electrons, which is shown in transport measure-

ments where the device length scale becomes comparable to the electronic phase

coherence length. It has been reported that QI effects can change appreciably the

conductance of a cross-conjugated (meta-terminated) molecule compared with the

linearly conjugated (para-terminated) analogue [53] (see Figure 1.7(a)). The lower

conductance is due to destructive interference that becomes in an antiresonance in

transmission function of the system. If it was possible tune this antiresonance, an

interference molecular switch could be made with a very large on/off ratio [54,55].

Essentially, the appearance of the interference effects is given by the chemical

structure of the molecule, so, a different form to change the conductance could

be provoke a change in chemical structure [56, 57]. In spite of multiple theo-

retical approaches to molecular quantum interference, probing transport through

single molecule junctions that show such effects, is a tough task, due to the small

low-bias conductance. However, some results begin appearing in that issue. For

example, C. R. Arroyo and co-workers, reported the difference in conductance in

using oligo(3)-phenylenevinylene (OPV3) derivatives coupled to either meta- or
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Figure 1.6: (a) typical dI/dV spectra taken on parallel and antiparallel oriented cobalt islad

and energy dependence of the optimistic TMR ratio calculated from dI/dV spectra, reproduced

from reference [50]; (b) three-dimensional extrapolation of a scanning-electron microscope image

showing the most favourable structure of the single-molecule-based transistor and (c) dI/dV

measurements for a given working point (Vg = -0.9 V, Vds = 0 V) as function of the magnetic

field, reproduced from reference [52]; in (c), the arrows indicate the field-sweep direction, and

abrupt jumps in the differential conductance are attributed to the switching of the Tb3+ magnetic

moment, visible for all traces of B, showing a clear hysteresis in the dI/dV characteristics.

para-positions at room temperature [58] (see Figure 1.7(b)).

1.3 Objectives and Future Challenges

In the latter section, It was presented a lot of interesting and exciting results.

It is clear that in last decade a tremendous progress has been made both in the

experimental approaches and in theoretical methods and understanding of the

molecular junctions. On the one hand, experimentally, a very significant step

for reducing the variability and discrepancies in results was made with the in-

troduction of statistical methods, as for example the systematic and repetitive
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Figure 1.7: (a) The local π transmission contributions through a meta-substituted phenyl

ring at a selection of energies (top) and a plot of the π transmission (dashed line) and total

transmission (solid line) across a large energy range (bottom) reproduced from reference [53]. (b)

Calculated transmissionof para- and meta-OPV3 derivatives in gas phase (top); amplitude and

phase of the transmission through the HOMO and LUMO of a para-OPV3 molecule (left bottom

panel) and of a meta-OPV3 molecule (right bottom panel), reproduced from reference [58]

break junction method capable to produce thousand of measurements which gen-

erated a histogram of the conductivity. Furthermore, the appearance of the new

techniques to measure other transport properties as thermopower or the relation

force/conductance, has provide plenty of useful information not accessible by the

traditional transport methods. Theoretically, the combination of NEGF and elec-

tronic structure methods (above all DFT) has become possible a reliable study of

mechanical and transport properties, which results are not only in good agreement

with experiments, but also are capable to predict trends and behaviours. All this

stuff invite us to be optimistic in a middle-long run about the develop of this field.

However, as It was already pointed out, there are still some troubles which

have to be overtaken. Albeit the statistical methods have yielded very profitable

fundamental information, we need to go toward narrower experimental variations

in the measurements. It has been demonstrated that the details of contact geom-

etry and conformation are critical to the electronic behaviour of the junction. So,

the search for new paradigms on how to couple molecules to electrodes should be

one of the objectives. The electronic coupling between electrodes and molecules

must be understood or at least controlled reproducibly. This may provide a sys-

tematic method to fabricate single molecules in a locked-in configuration which

would ensure conductance stability over a long length of time.

Besides the experimental problems, we can find theoretical problems. The com-

bination of DFT-NEGF, maybe the theoretical approach mostly used in molec-

ular electronics, has proven to be a nice tool for addressing molecular junctions.
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Nonetheless, there exists discrepancies between different DFT-based methods, and

understand where is the origin of this divergences should be another objective [59].

Lastly, It should be noted another important touchstone which can help to cir-

cumvent the problems in molecular electronics: the use of graphene [60]. The use

of graphene for making electrodes in molecular junctions instead of the traditional

gold or platinum electrodes, could help to give stability to molecular systems.

Graphene has proven to be a really good conductor mechanically very stable and

It might be the future material for that purpose [61, 62]. Furthermore, graphene

can also be used in self-assembled monolayers [63,64].

1.4 About this work

Motivation and Goals

Even though the molecular electronics has evolved considerably since its birth

in seventies, many fundamental issues remains elusive and in others, a deeper

knowledge is mandatory in order to be able to build a profitable technology using

molecules. In this sense, problems as the search for molecules with a suitable

electronic properties, the study of the contacts between molecules and electrodes

or the study of new materials for making electrodes, are in the heart of this thesis.

So, the aim of this thesis is, from a theoretical point of view, to make a contribution

in order to solve these essential molecular electronics troubles.

Outline

In Chapter 2 a review of the theoretical background will be shown. So, firstly the

DFT method will be described, giving briefly an introduction and focusing in the

DFT-scheme which is used throughout this thesis. Then, a review in quantum

transport will be displayed. Basically, the Landauer-Bütikker formalism, as im-

plemented in GOLLUM, will be discussed as well as the non-equilibrium Green’s

functions approach, as implemented in SMEAGOL. Finally, it will be presented

an overview about thermoelectric properties in nano systems.

In subsequent chapters, the studies made in different molecular electronics sys-

tems will be reported. In chapter 3, the electronic structure of porphyrins-based

molecules is addressed. As well, the transport and thermoelectrics properties, us-

ing gold electrodes, are studied. The porphyrins-based molecules, are conjugated

molecules, which are promising candidates for several reasons as their ubiquity in

nature or the fundamental role played in many nature processes as the photosyn-
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thesis. In chapter 4, the problem of stability and variability in molecule junctions

is addressed. In such case, the systems under study are made by gold electrodes

being the molecules OPE-compounds with different ending groups (amine-amine,

trimethylsilylethynyl-amine or trimethylsilylethynyl-trimethylsilylethynyl). In this

case, the use of trimethylsilylethynyl- trimethylsilylethynyl endings, show a con-

siderably reduction on the variability in conductance traces. Chapter 5 is devoted

to the study of a diode-like features in molecule-gold electrodes systems. The

molecules are alkyl derivatives with different anchors groups. The results show a

high rectification in some cases at low voltages.

Leaving aside the study with traditional gold electrodes, chapter 6 is focused

on the study of a new material for electrodes: graphene. In that chapter, the elec-

tronic properties of a series of large phthalocyanine-based molecules on graphene,

are studied. The results show an universal behaviour in the transmission functions

of the systems under study.

Finally, the thesis will finish in chapter 7 with the conclusions of the results

obtained together with future perspectives.

Chapter 1. Introduction





CHAPTER 2

Theoretical Background

2.1 Outline

The purpose of this chapter is to introduce the theoretical methods which are used

throughout this thesis. The main theoretical tool, that is the base of the whole

electronic structure calculations in this work, is the Density Functional Theory

(DFT). So, after giving an overview about the many body problem in section

2.2, the foundations of DFT will be discussed in section 2.3. All the electronic

structure calculations presented in this work were performed using the DFT code

SIESTA. The main features of this code will be presented in the subsection 2.3.5.

In section 2.4, the problem of the electronic transport will be depicted. For

that, first will be provided an overview about the formalism which is on the basis

of the more involved transport calculations presented in the thesis: the Landauer-

Bütikker formalism, as well as Green’s function formalism. All the transport

calculations which are presented in the thesis, have been done either with GOL-

LUM code or with SMEAGOL code. In consequence, the last two sections are

devoted to present the main characteristics of such codes.
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2.2 The Many Body Problem

At the Universe, the whole matter is made by the same basic ingredients: electrons

and nuclei. Therefore, the interplay of these two fundamental type of particles pro-

vide all the objects which are present in the everyday world as atoms, molecules,

condensed matter, and of course, man-made structures. Of these ingredients, elec-

trons accomplishes two functions: on the one hand, they form the ”glue” that hold

together the nuclei in condensed matter; on the other hand, electron excitations

play a fundamental role in the huge number of electrical, optical or magnetic prop-

erties of molecules or solids [65].

Due to the quantum nature of electrons and nuclei, their study has to be ad-

dressed in the framework of quantum mechanics. This means that they obey the

Schrödinger equation. However, since the discover of such fundamental equation,

It was evident that only small systems could be solved by facing with the entire

system. So, It is well known that is relatively simple solve systems as for example

hydrogen-like atoms, either in analytical way if the system is small or numerical

if the system is bigger, but It is impossible to handle systems comprised by many

particles, as molecules or solids. So, very often, some approximations must be

introduced as well as using efficient numerical methods to obtain the properties

of the systems under study.

In case of non-relativistic and stationary systems, one must solve and eigen-

value problem in the form:

ĤΨ = EΨ (2.1)

where the Hamiltonian Ĥ is:

Ĥ =
Ne∑
i

−h̄2

2me

∇2
~ri

+

NN∑
I

−h̄2

2MI

∇2
~RI

+

+
1

2

NN∑
I 6=J

e2ZIZJ

| ~RI − ~RJ |
− 1

2

Ne,NN∑
i,I

e2ZI

|~ri − ~RJ |
+

1

2

Ne∑
i 6=j

e2

|~ri − ~rj|
(2.2)

being ~ri and ~RI the position operator for the i -th electron and for I -th nucleus

respectively. In the latest equation, first and second terms represent the kinetic

energy of the electron and nuclei respectively. The remaining terms correspond to

the Coulomb interaction between nuclei, between nuclei and electrons and finally,

between electrons. So, it can be written down in a more compact form as:
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Ĥ = T̂e + T̂N + V NN({~R}) + V Ne({~R}, {~r}) + V ee({~r}) (2.3)

When one treats with molecules or solids, Ne and NN goes from 102 in the

smallest molecules to 1026 in a bulk solid, so the wave function in equation (2.1)

can be a very intractable object due to the huge number of variables even for the

smallest molecule:

Ψ = Ψ( ~x1, ~x2, ..., ~xi, ..., ~xNe ; ~X1, ~X2, ..., ~Xi, ..., ~XNN ) (2.4)

where it has been assumed that ~xi and ~Xi comprise both the position as well as

the spin coordinates. The main complications to tackle the wave function, are

because of two basic reasons: on the one hand, the number of parameters to ap-

proximate the wave function rises exponentially with the number of particles and

the number of grid points which are necessary to store the wave function, also

grows exponentially.

The first approximation which can be done, in order to try to solve this prob-

lem, is the so called Bohr-Oppenheimer approximation [66]. This approximation

consists in the recognition of the different time scales between the electronic and

nuclear motion, inasmuch as the electrons are lighter and faster than the nuclei

by almost three orders of magnitude. This assumption makes possible to decouple

the electronic and nuclear degrees of freedom, and so, the wave function can be

written as:

Ψ({ ~X}, {~x}) = Ψe({ ~X}, {~x})ΨN({ ~X}) (2.5)

where ΨN({ ~X}) is a nuclear wave function and Ψe({ ~X}, {~x}) is an electronic wave

function which depends parametrically on the nuclear position. With the above

assumption, it can be written:

T̂NΨe({ ~X}, {~x})ΨN({ ~X}) =

NN∑
I

−h̄2

2MI

[Ψe({ ~X}, {~x})∇2
~RI

ΨN({ ~X}) +

+ΨN({ ~X})∇2
~RI

Ψe({ ~X}, {~x}) + 2∇~RI
Ψe({ ~X}, {~x})∇~RI

ΨN({ ~X})] (2.6)

So, due to the fact that the nuclear wave function ΨN({ ~X}) is much more

localized than the electronic wave function, is expected that ∇~RI
ΨN({ ~X}) �
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∇~RI
Ψe({ ~X}, {~x}). Substitution of equation (2.5) with the above approximation

into equation (2.3) gives, after some algebraic manipulations:

[T̂e + V ee({~r}) + V Ne({~R}, {~r})]Ψe({ ~X}, {~x}) = ε({~R})Ψe({ ~X}, {~x}) (2.7a)

[T̂N + V NN({~R}) + ε({~R})]ΨN({ ~X}) = EΨN({ ~X}) (2.7b)

Equation (2.7a) is an electronic eigenvalue equation for an electronic Hamiltonian,

He({~R}) = T̂e + V ee({~r}) + V Ne({~R}, {~r}) which will bear to a set of eigenfunc-

tions ψn({ ~X}, {~x}) and eigenvalues εn({~R}), that depend parametrically on the

nuclear positions ~R. The problem has been divided in two separate Schrödinger

equations. Hence, for each nuclear arrangement, equation 2.7a is solved and then

for each solution, equation (2.7b) can be solved. In most cases, the latest equation

is solved calculating the atomic forces and relaxing the atomic coordinates using

a classical equation of motion.

In spite of the Born-Oppenheimer approximation, finding the solution of equa-

tion (2.7a) is still a hard task. The more problematic term in this equation is

V ee({~r}). Because of this term, the many-electron wave function cannot be writ-

ten as a product of single-particle wave functions, which means that it is not

possible to separate the coordinates for each electron. However, one possibility

towards the solution of the equation, and since electrons are fermions, is to use an

anti-symmetric product of single particle wave functions ϕi({~x}) :

Ψe({~x}) =
1

N !

∣∣∣∣∣∣∣∣∣∣
ϕ1(~x1) ϕ2(~x1) . . . ϕNe(~x1)

ϕ1(~x2) ϕ2(~x2) . . . ϕNe(~x2)
...

...
...

ϕ1(~xNe) ϕ2(~xNe) . . . ϕNe(~xNe)

∣∣∣∣∣∣∣∣∣∣
=

1

N !
det[ϕi(~xj)] (2.8)

The method which uses the single Slater determinant of the form shown in

(2.8) as an approximation of the wave function is known as the Hartree-Fock

method [67]. Usually, the basis functions ϕi({~x}) are linear combinations of

Gaussian-type orbitals or of one-electron wave functions. Even though this method

is the basis of many quantum mechanical calculations, it removes all the electronic

correlations (except exchange correlations) and hence it can be too crude in order

to obtain accurate results in some systems. One way to improve the Hartree-Fock

method is known as Configuration Interaction (CI) [68], where a linear combi-

nation of Slater determinants, where is included a number of orbitals describing

excited states, is used to build the wave function. However, this kind of wave
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functions base methods becomes prohibitively expensive when the system under

study is relatively large, due to huge computational resources necessary to carry

out calculations.

2.3 DFT Approach to Many Body Problem

An alternative and powerful approach to the electronic problem is given by the

Density Functional Theory (DFT) [69, 70]. The foundations of DFT were laid in

1964 when P. Hohenberg and W. Kohn proved two theorems which can be stated

as follows:

• Theorem I: For any system of interacting particles in an external potential

Vext(~r), the potential Vext(~r) is determined uniquely, except for a constant,

by the ground state particle density n0(~r). It follows that all properties of the

system are completely determined given only the ground state density n0(~r)

• Theorem II: A universal functional for the energy E[n] in terms of the

density n(~r) can be defined, valid for any external potential Vext(~r). For any

particular Vext(~r), the exact ground state energy of the system is the global

minimum value of this functional, and the density n(~r) that minimizes the

functional is the exact ground state density n0(~r).

In agreement with the first theorem, the density can be seen as a basic variable

which determines the Hamiltonian, which in turn determines the wave function.

Hence, all the ground state quantities are a functional of the density:

n(~r) =
∑
σ

∫
d~r2 . . . d~rNe|Ψ(~r1σ1, ~r2σ2, . . . , ~rNeσNe)|2 (2.9)

n(~r)→ VExt(~r)→ Ĥ → Ψ = Ψ[n(~r)]→ 〈Ψ|Θ|Ψ〉 = 〈Θ〉[n(~r)] (2.10)

The second theorem states that the energy of the system is a functional of

the density, then by minimizing the total energy, with respect to variations in the

density, the exact ground state energy can be found (variational principle):

E[n] = min
Ψ
〈Ψ|Ĥ|Ψ〉 = min

n(~r)

{
F [n(~r)] +

∫
n(~r)VExt(~r)d~r

}
(2.11)

where F [n(~r)] = min
Ψ→n(~r)

〈Ψ|T̂ + Vee|Ψ〉. In principle, if the density functional is

known, it will be possible to solve the variational problem for the electron density
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and hence obtain all the ground state properties of the system.

Despite of the fact that Hohenberg-Khon theorems laid that a universal func-

tional for the energy in terms of the density can be defined for each system, they

do not say anything about how to solve the system. In this sense, Kohn and Sham

proposed in 1965 an approach which assumed that the ground state density of

the original interacting system could be mapped onto a chosen non-interacting

system, and hence it could be replaced the many body problem by an auxiliary

independent particle problem [70]. In such a scheme the energy functional could

be written as:

EKS[n] = Ts[n] +

∫
Vext(~r)n(~r)d~r + EHartree[n] + Exc[n] (2.12)

where Ts[n] is the functional of the kinetic energy of non-interacting electrons,

EHartree[n] is the Hartree term which is the classical electrostatic energy of a

system of charged particles (using atomic units h̄ = me = e = 4π/ε0 = 1):

EHartree[n] =
1

2

∫ ∫
n(~r)n(~r ′)

|~r − ~r ′|
d~rd~r ′ (2.13)

and Exc[n] is the exchange-correlation energy term which is given by:

Exc[n] =

∫
n(~r)εxc(~r)d~r (2.14)

The electron-electron interaction has been divided into the Hartree term and

the exchange-correlation term, which contains information about exchange and

correlation and also the difference between the exact and the non-interacting ki-

netic energy. Furthermore, the wave function of the system can be chosen as

the wave function of the non-interacting system, which is given by a single Slater

determinant:

ΨKS(~r1, . . . , ~rNe) =
Ne∑
i

(−1)iϕ1(~ri1)× · · · × ϕ1(~riNe ) (2.15)

where ϕi are single particle orbitals. In such a way, the density is represented by:

n(~r) =
Ne∑
i

|ϕi(~r)|2 (2.16)

and the non-interacting kinetic energy as:

Ts[n] = −1

2

Ne∑
i

〈ϕi|∇2|ϕi〉 (2.17)
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The ground state of the electronic system must be found by minimizing the

energy functional given in 2.12 with respect to the density. Since Ts[n] has been

explicitly expressed as a functional of the orbitals but the remaining terms are

considered functionals of the density, the chain rule can be used to derive the

following variational equation:

δEKS
δϕ∗i (~r)

=
δTs

δϕ∗i (~r)
+

[
Eext
δn(~r)

+
EHartree
δn(~r)

+
Exc
δn(~r)

]
δn(~r)

δϕ∗i (~r)
= 0 (2.18)

subject to the orthonormalization constraints 〈ϕi|ϕj〉 = δij. Using the expressions

for the density and the non-interacting kinetic energy given in 2.16 and 2.17, and

the Lagrange multiplier method to handle the constraints, it is arrived to the

Kohn-Sham Schrödinger-like equations:[
−1

2
∇2 + veff (~r)

]
ϕi(~r) = εiϕi(~r) (2.19)

where

veff (~r) = Vext(~r) + VHartree(~r) + Vxc(~r) (2.20)

The equation 2.19 along with 2.16, constitute the Kohn-Sham equations. The

problem has been reduced to a simple single-particle problem, which has to be

solved self-consistenly. It is worth to realize that so far, no approximations has

been made. It means that if the functional form of the Exc[n(~r)] were known, the

Kohn-Sham equations would lead to the exact ground state density and energy

for the interacting system.

Self-Consistent cycle to solve Kohn-Sham equations:

ninitial → Ĥ → Ψ→ n′ → Ĥ ′ → Ψ′ → n′′ → . . . (2.21)

2.3.1 Exchange and Correlation

It has been pointed out that all the many-body effects are taken into account in

the exchange-correlation energy. But, how can be the many-body contributions

separated? Insights on this issue can be achieved by the coupling-constant integra-

tion which is going to be derived [71]. Let Ψλ be a normalized antisymmetric wave

function which yields density n and minimizes the expectation value of T̂ + λV̂ee

where it has been introduced a non-negative coupling constant λ. If λ = 1, Ψλ is

the interacting ground state wave function for density n. In contrast, if λ = 0, Ψλ

is the non-interacting wave function ΨKS which was defined in 2.15. Then, using
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the functional dependence of the interacting system with the coupling constant,

it can be written:

Exc[n] = 〈Ψλ|T̂ + λV̂ee|Ψλ〉λ=1 − 〈Ψλ|T̂ + λV̂ee|Ψλ〉λ=0 − EHartree[n] =

=

∫ 1

0

d

dλ
〈Ψλ|T̂ + λV̂ee|Ψλ〉dλ− EHartree[n] (2.22)

Utilizing the Hellmann-Feynman theorem, this expression can be simplified

and written as:

Exc[n] =

∫ 1

0

〈Ψλ|V̂ee|Ψλ〉dλ− EHartree[n] (2.23)

To go further, it is necessary to know how to evaluate the N-electron expec-

tation value of the two-body operator V̂ee. To do this, the two-electron reduced

density matrix is introduced as:

ρ2(~r ′, ~r) = Ne(Ne − 1)

∫
d~r3 . . .

∫
d~rNe|Ψ(~r ′, ~r, ~r3, . . . , ~rNe)|2 (2.24)

Then, V̂ee can be written as:

〈V̂ee〉 =
1

2

∫
d~r

∫
d~r ′

ρ2(~r ′, ~r)

|~r − ~r ′|
(2.25)

The two-electron reduced density matrix tells the probability of finding an elec-

tron at ~r and other at ~r ′ simultaneously. Due to the electrons are not independent

particles, this probability is the product of the probability of finding an electron

at ~r and the conditional probability of finding an electron at ~r ′ given that there

is one at ~r:

ρ2(~r ′, ~r) = n(~r)n2(~r, ~r ′) = n(~r)[n(~r ′) + nλxc(~r, ~r
′)] (2.26)

where nλxc(~r, ~r
′) is the density at ~r ′ of the exchange-correlation hole about an

electron at ~r, given taking into account the wave function Ψλ. It follows that:∫
nλxc(~r, ~r

′)d~r ′ = −1 (2.27)

which means that, if there is an electron at ~r, it is missing from the rest of the

system. Now, from the equations 2.25 and 2.26, Exc[n] can be written down as:

Exc[n] =
1

2

∫
d~r

∫
d~r ′

n(~r)n̄xc(~r, ~r
′)

|~r − ~r ′|
=

∫
n(~r)εxc([n(~r)], ~r)d~r (2.28)
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where n̄xc(~r, ~r
′) is the coupling-constant average hole density and εxc([n(~r)], ~r) is

the exchange-correlation energy per electron:

n̄xc(~r, ~r
′) =

∫ 1

0

nλxc(~r, ~r
′)dλ (2.29a)

εxc([n(~r)], ~r) =
1

2

∫
d~r ′

n̄xc(~r, ~r
′)

|~r − ~r ′|
(2.29b)

It can be said that the hole is created by three effects: (1) self-interaction

correction, which tells that an electron cannot interact with itself, (2) the Pauli

exclusion principle, which tends to keep two electrons with parallel spins sepa-

rated, and (3) the Coulomb repulsion. Effects (1) and (2) are responsible for the

exchange energy, which is present even at λ = 0, and effect (3) is responsible for

the correlation energy and arises only for λ 6= 0. As it was mentioned before, the

many body effects are all included in the exchange-correlation energy. Therefore,

knowing the exact form of the hole, the correct ground state density and energy

would be known. However, the exact density dependence is not known (except for

the uniform gas) and many approximations must be used.

2.3.2 Local Density Approximation

Maybe the most popular approximation to the exchange-correlation hole is based

on the uniform electron gas, where is assumed that the hole depends only on the

local density at each point ~r

Exc[n] =
1

2

∫
n(~r)εxc[n(~r)]d~r (2.30)

This is the basis of Local Density Approximation (LDA). It was already introduced

in the original paper by Kohn and Sham [70], and it has become popular due to its

simplicity and the good results that it produces [72,73]. It works reasonably well

for system where the density varies smoothly like noble metals or light elements.

2.3.3 Generalized Gradient Approximation

Since the LDA fails when the density varies brusquely, a step beyond is including

the magnitude of the gradient of the density in the functional:

Exc[n] =
1

2

∫
n(~r)εxc[n(~r), |∇n(~r)|]d~r (2.31)

This is the so called Generalized Gradient Approximation (GGA), which de-

notes a variety of ways to include the gradient in the expansion. Notwithstanding,

in many cases GGA produce unphysical results, as for example positive exchange
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holes. Hence, in order to correct these spurious contributions, the GGA truncates

the hole and forces it to integrate to -1.

There are several strategies to improve LDA and GGA. Among them, it can

be found methods based on hybrid functionals [74] or the method called Jacob’s

Ladder [75].

2.3.4 Limitations of LDA and GGA

Throughout the years, density functional theory has had a great success in study-

ing many different systems composed by a variety of elements, obtaining a reason-

ably accuracy either using LDA or GGA, depending on the system under study.

But in spite of this achievements, there are a number of problems where these

approximations fail. In some systems, the discrepancies between the properties

obtained in experiments and in a DFT calculation are so large, that they hin-

der even a qualitatively analysis of the results. There has not been developed

a systematic way for improving the exchange-correlation functional. Due to the

construction of the LDA and GGA approximations, the most severe problems are

in materials in which the electrons are heavily localized and with strong interac-

tions among them, such as transition metal oxides and rare earth elements and

compounds. A paradigmatic example could be FeO. In such case, DFT predicts

a metallic behaviour, but instead of this, FeO is an insulator.

In order to try to correct this misbehaviour, several methods have been de-

veloped to extend the functional approach and incorporate the effects which are

understood to be important in the description of such materials. One of the most

popular approach is the so called DFT+U which stands methods that involve

both LDA- and GGA-type calculations coupled with an additional orbital depen-

dent interaction. It was first proposed by Anisimov et al [76–78]. The DFT+U

method assumes that electrons can be split into two subsystems: delocalized elec-

trons, that can be treated with traditional DFT, and localized electrons, such as

3d or 4f in transition metals or rare earth elements respectively, which must be

handled using a generalized Hubbard model Hamiltonian with orbital-dependent

local electron-electron interactions. The DFT+U functional is defined then as:

EDFT+U [n(~r), {nσ}] = EDFT [n(~r)] + EHub[{nσ}]− EDC [{nσ}] (2.32)

where EDFT is the DFT functional; n(~r) is the density; EHub is the on-site Coulomb

correction; EDC is the double counting correction, which is necessary to avoid
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including twice the average electron-electron interaction that appears also in EDFT

and {nσ} are the atomic orbital occupations corresponding to the orbitals that

need to be corrected. The generalized Hubbard Hamiltonian is written as:

Ĥint =
U

2

∑
m,m′,σ

n̂m,σn̂m′,−σ +
U − J

2

∑
m 6=m′,σ

n̂m,σn̂m′,σ (2.33)

Taking the atomic limit of the above Hamiltonian where the number of strongly

correlated electrons Nσ =
∑
m

nm,σ is an integer it is possible to write:

EDC = 〈integerNσ|Ĥint|integerNσ〉 =

(2.34)

=
U

2

∑
σ

NσN−σ +
U − J

2

∑
σ

Nσ(Nσ − 1)

In contrast, for a non integer occupation number, corresponding to an ion

embedded in a larger system:

EHub = 〈nonintegerNσ|Ĥint|nonintegerNσ〉 =

(2.35)

=
U

2

∑
m,m′,σ

nm,σnm′,−σ +
U − J

2

∑
m 6=m′,σ

nm,σnm′,σ

The above two equations can be merged and, after some algebra, the DFT+U

functional can be written as:

EDFT+U = EDFT +
Ueff

2

∑
m,σ

nm,σ(1− nm,σ) (2.36)

where Ueff = U − J .

It has to be noted that the correction term depends on the occupation number

matrix. This matrix, which is a centerpiece of the DFT+U approach, is not

well defined, because the total density charge cannot be broken down into simple

atomic contributions. Since the appearance of the DFT+U approach, there have

been many different definitions of the occupation number matrix. One interesting

approach, is to evaluate it by introducing projection operators in the following

way [80]:

n
(σ)
mm′ =

∑
j

q
(σ)
j 〈ϕ

(σ)
j |P̂

(σ)
mm′|ϕ

(σ)
j 〉 (2.37)
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where ϕ
(σ)
j are the Kohn-Sham eigenvectors for the j state with spin index σ

and q
(σ)
j are their occupations. The choice of the projection operators P̂

(σ)
mm′ is

crucial, because due to the non-orthogonal basis set different projection operators

give different occupation number matrices. Here, the choice which will be taken

corresponds to so-called full representation. Hence, the selected operator is:

P̂
(σ)
mm′ = |χm〉〈χm′ | (2.38)

where |χm〉 and 〈χm′ | are the atomic orbitals of the strongly correlated electrons.

Introducing this projector in 2.37 it is obtained:

nfullσ = SDσS (2.39)

where S is the overlap matrix and Dσ is the density matrix of the system.

2.3.5 The SIESTA Method

Spanish Initiative for Electronic Simulations with Thousand of Atoms (SIESTA)

is not only a DFT code, but also a method to perform electronic structure cal-

culations and ab-initio molecular dynamics simulations of molecules and solids

[81]. Among the characteristic of SIESTA it is noteworthy the use of norm-

conserving pseudopotentials as well as a linear combination of atomic orbitals

(LCAO). This allows the simulations to scale linearly with the number of atoms

(order-N method). In next sub-sections, these and other important characteristics

of SIESTA are going to be explained.

Norm-Conserving pseudopotentials

Most of the physical and chemical properties in molecules or solids, can be deter-

mined taking into account solely a few electrons, the outermost. As consequence,

the electrons can be classified in two types: core electrons which are localized very

close to the nucleus, and valence electrons which belong to the external shells and

are responsible of the most properties. Core electrons can be considered almost

inert and so, its electronic density is nearly the same when the atom is isolated

or is part of a bigger system. Hence, valence electrons feel core electron as an ef-

fective potential, the pseudopotential. This pseudopotential reproduces the same

valence states. SIESTA utilizes the so-called norm-conserving pseudopotentials,

where the functions generated with the pseudopotential have to verify the follow-

ing characteristics [82]:
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• The all-electron eigenvalue and the eigenvalue for pseudovalence orbital has

to be the same for a given atomic configuration:

εaenl = εpsnl (2.40)

• Pseudovalence orbitals have to match the all-electron orbital beyond the

cutoff radius:

Rae
nl(r > rcl ) = Rps

nl(r > rcl ) (2.41)

• Charge density inside the core region for pseudovalence orbitals must be

equal to that of all-electron orbitals:∫ rcl

0

|Rae
nl(r)|2r2dr =

∫ rcl

0

|Rps
nl(r)|

2r2dr (2.42)

• The radial part of the pseudovalence orbitals has to be smooth and nodeless

inside the core region. As a consequence, different pseudopotentials have to

be generated for each set of quantum numbers (n,l) of the valence orbitals.

From the pseudoorbital, the screened pseudopotential for a given set of quan-

tum numbers is calculated by inverting the radial Schrödinger equation:

V ps
nl,s(r) = εnl −

l(l + 1)

2r2
+

1

2rRps
nl(r)

d2

dr2
[rRps

nl ] (2.43)

In order to obtain the right pseudopotential, the screening of the valence elec-

trons calculated with the pseudoorbitals must be removed:

Vnl(r) = Vnl,s(r)− VH [nps(r)]− Vxc[nps(r)] (2.44)

In general, all valence shells have different quantum number l but can have the

same or different quantum number n, so the dependence on the principal quantum

number usually is not explicitly written. Hence, the total operator is expressed in

the angular momentum basis as:

V̂ (r) =
lmax∑
l=0

l∑
m=−l

Pl∑
p=1

|Ylmp〉Vlp(r)〈Ylmp| (2.45)

It is possible to split a local part in the above expression to give:

V̂ (r) = Vloc(r) +
lmax∑
l=0

l∑
m=−l

Pl∑
p=1

|Ylmp〉δVlp(r)〈Ylmp| (2.46)

The local part Vloc(r) is optimized for smoothness, making it equal to the

potential created by a certain positive charge. Finally, the semilocal part is trans-

formed into the fully nonlocal form proposed by Kleinman and Bylander [83]. The
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pseudopotetials can also have relativistic corrections (scalar corrections and spin

orbit coupling) [84,85]. In addition, in case of atoms with strong overlaps between

core and valence (for example, transition metals) it must be included non-linear

corrections [86].

Basis Set

The linear dependence in Order-N methods is achieved if the Hamiltonian and

overlap matrices are very sparse. Such sparsity can be obtained utilizing basis

sets made of localized atomic orbitals which extend not beyond to a certain cutoff

radii [87]. This definition of the Hilbert space, is the base of the linear combination

of atomic orbitals (LCAO) method. The minimal LCAO basis set (called single-

ζ, single-zeta or SZ), uses only one orbital per quantum channel, which means

one orbital for a given set of n, l and m quantum numbers in the valence shell.

These orbitals, known as pseudo atomic orbital (PAO), are eigenfunctions of the

atomic pseudo-Hamiltonian in a spherical box [87, 88]. The potential is defined

as the sum of the screened l-dependent pseudoatomic potential and a certain

confinement potential which makes the wave function approach zero smoothly at

the cutoff radius rcl [89]:

[
− 1

2r

d2

dr2
r +

l(l + 1)

2r2
+ Vl(r) + V c

l (r − rcl )
]
Rl(r) = (ε+ δεl)Rl(r) (2.47)

being the determination of the radii (or, alternatively, the energy shift δεl) varia-

tional, which means that the energy of the system has to be minimized for each

of them.

In order to obtain a better description of the systems, it can be added more ζ ′s

to each atomic shell. The second and subsequent ζ, Riζ
l (r), are calculated using the

’split-valence’ method [90,91]:they have the same norm as the previous ζ between

their corresponding cutoff radii ril and ri−1
l (ril ¡ ri−1

l ) and the polynomial form

inside ril :

Riζ
l (r) =

{
rl(al − blr2) r < ril

R
(i−1)ζ
l (r) ril ≤ r < ri−1

l

(2.48)

where al and bl are chosen so that the wave function and its derivative are contin-

uous at ril . Finally, instead of Riζ
l SIESTA uses R

(i−1)ζ
l − Riζ

l which produces the

same description of the Hilbert space but gives functions which are more localized.

In order to give more freedom to the electrons and take into account the de-

formation induced by the chemical bonding, SIESTA can also include orbitals of

different angular momenta which are unoccupied in the isolated atom and orbitals
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with higher angular momenta which are built polarizing the existing orbitals with

an electric field:

[
− 1

2r

d2

dr2
r +

(l + 1)(l + 2)

2r2
+ Vl(r)− El

]
Rl+1(r) = −rRl(r) (2.49)

where Rl(r) is the radial part of the orbital that is going to be polarized, φlm(~r) =

Rl(r)Ylm(~̂r). the new polarized orbitals are then ϕ(l+1)m(~r) = CRl+1(r)Y(l+1)m(~̂r).

SIESTA Wave Function

According to the above explanation, the wave function in SIESTA is a linear

combination of atomic orbitals, which in the general case of periodic and non-

collinear system, can be written as:

Ψ̂n~k(~r) =
1√
Nu

∑
~R,µ

e−i
~k ~Rµ ĉn~kµφ~Rµ(~r − ~Rµ) (2.50)

where n is the band inde, ~k is the k point, Nµ is the number of unit cells in the

system, ~Rµ = ~R− ~dµ (~dµ is the position of the orbital µ = (I, n, l,m) localized on

atom I within the unit cell and ~R is the vector between unit cells) and Ψ̂ and ĉ

are spinors:

Ψ̂ =

(
Ψ↑

Ψ↓

)
=
∑
σ=↑ , ↓

Ψσχ̂σ (2.51)

ĉ =

(
c↑

c↓

)
=
∑
σ=↑ , ↓

cσχ̂σ (2.52)

where

χ̂↑ =

(
1

0

)
χ̂↓ =

(
0

1

)
(2.53)

Hamiltonian and Schrödinger Equation

According to the Kohn-Sham formulation, the Hamiltonian can be written as :

Ĥ = T̂ +
∑
I

V loc
I (|~r − ~RI |) +

∑
I

V̂ KB
I + V H(~r) + V̂ xc(~r) + V ext(~r) (2.54)
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where T̂ = −1
2
∇2 is the kinetic energy operator, V loc

I and V KB
I ate the local

and nonlocal parts of the pseudopotential of atom I and V H and V̂ xc (the only

terms that depend on the self-consistent density) are the Hartree and exchange-

correlation potentials respectively. If the system is spin-plarized, the exchange-

correlation potential is different for spin up and down, while in the general situa-

tion of non-collinear spin systems it is a 2 × 2 matrix. Taking into account that

the potential of the neutral atom can be written as:

V na
I (|~r − ~RI |) = V loc

I (|~r − ~RI |) + e2

∫
natomI (|~r − ~RI |)
|~r − ~r ′|

d~r ′ (2.55)

and defining δn(~r) = n(~r)−
∑

I n
atom
I (|~r− ~RI |), the Hamiltonian can be rewritten

as:

Ĥ = T̂ +
∑
I

V na
I (|~r − ~RI |) +

∑
I

V̂ KB
I + δV H(~r) + V̂ xc(~r) + V ext(~r) (2.56)

With the above Haimiltonian and the wave function previously defined, the

Schrödinnger equation is expressed as:

〈Ψ̂n~k|Ĥ|Ψ̂n~k〉 = εn~k〈Ψ̂n~k|Ψ̂n~k〉 (2.57)

where the Hamiltonian is a 2×2 matrix if the system is non-collinear. After come

algebra, the final matrix equation is then:

∑
ν,σ′

(
Hσσ′

µν − εn~kSµνδ
σσ′
)
cσ
′

n~kν
= 0 (2.58)

where all matrices are expressed in terms of the basis orbitals of the unit cell and

µ runs over the atoms in the unit cell and ν over the atoms in neighbor cells.

Density Matrix and Energy

The density is calculated as the sum of the product of the eigenvectors multiplied

by the occupation, and so:

nσσ
′
(~r) =

∑
µ,~R,ν

ρσσ
′

µ~Rν
φµ(~r − ~dµ)φ~Rν (~r − ~Rν) (2.59)

where

ρσσ
′

µ~Rν
=

1

Nk

∑
n,~k

fn~ke
i~k(~dµ−~Rν)cσ

n~kµ
cσ
′ ∗
n~kν

(2.60)

is the density matrix.
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The energy obtained as the expectation value of the Hamiltonian is the band-

structure energy [81]. In order to obtain the total or Kohn-Sham energy of the

system, it is necessary to subtract the double counting terms. Hence, after some

algebraic manipulations, the energy can be written as:

EKS =
∑
σσ′

∑
µ,~R,ν

ρσσ
′

µ~Rν
(T~Rνµ + V KB

~Rνµ
)δσσ

′
+
∑
I<J

Ena
IJ (RIJ) +

∑
I<J

δEloc
IJ (RIJ) +

+
∑
I

Eatom
I +

∑
I

∫
δn(~r)V na

I (|~r − ~RI |)d~r +
1

2

∫
δn(~r)δV H(~r)d~r +

+

∫
n(~r)εxc(~r)d~r +

∫
n(~r)V ext(~r)d~r (2.61)

where

Ena
IJ (RIJ) =

∫
V na
I (|~r − ~RI |)nnaJ (|~r − ~RJ |)d~r (2.62)

δEloc
IJ (RIJ) =

ZIZJ
R
− Eloc

IJ (RIJ) (2.63)

Eloc
IJ (R) =

∫
V loc
I (|~r − ~RI |)nlocJ (|~r − ~RJ |)d~r (2.64)

and

Eatom
I =

∫ ∞
0

(
V loc
I (|~r − ~RI |) +

1

2
V atom
I (|~r − ~RI |)

)
natomI (|~r − ~RI |)4πr2dr (2.65)

Once the SCF procedure finishes, which means that the differences between

input and output density matrices are small enough, the main physical properties

can be obtained or calculate the forces on some atoms and relax them to a new

configuration.

2.4 Electronic Transport

The problem of the electronic current flowing through a system under a bias volt-

age, is one of the most challenging issues in theoretical solid state physics. Various

levels of approximations have been applied in order to grasp the different aspects

of the underlying physics in such problem. The approximations run from the most

basic as it is the Boltzmann formalism, until the modern and well developed Non

Equilibrium Green’s Functions method (NEGF). But before addressing a particu-

lar transport problem, one need to know what is the transport regime involved.
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This can be known taking into account two parameters of the system: the momen-

tum relaxation length (or electron mean free path), Lm, and the phase relaxation

length, Lφ [92]. The momentum relaxation length is the average distance which

an electron can travel before it lose its momentum, while the phase relaxation

length is the average distance which an electron can travel until its original phase

is destroyed. When the relevant distance L in a system is much larger than Lm and

Lφ, the conductance depends on the length and it obeys the Ohm’s law, so it is in

the ohmic or diffusive regime. However, when the length of the device is shrinked

and reaches mesoscale or even a smaller scale, as for example at single-molecule

devices which are in the nanoscale, the system is no longer in the ohmic regime

and the quantum character of the electrons need to be considered. According to

the two characteristic lengths, the electron transport in the smallest scales can be

splitted into three regimes:

(i) Ballistic transport regime, L << Lm, Lφ

Electrons can propagate freely from one lead to the other, without suffering

any scattering. As consequence, their momentum and phase are roughly the

same once the electron has passed through the device. The resistance is lo-

calized on the contacts and the conductance is independent of the scattering

region length.

(ii) Coherent transport regime, L < Lφ

Electrons travel along the device without suffering a change on their phase.

The energy of the electrons is conserved, which means that they suffer elastic

collisions with the scattering centers.

(iii) Incoherent transport regime, L > Lφ

In this regime, the electrons can interact with other electrons, with phonons,

etc., which produces a phase-breaking, which means inelastic scattering pro-

cesses. There is a change in both the phase and momentum of the electron.

Even when the transport process is actually a tricky many-body problem of a

system out of equilibrium where the electron may interact with structural impu-

rities, phonons, magnons or other temperature dependent excitations, depending

on the length of the device, and of the strength of the interactions which are

present, the theoretical approach is more or less restrictive. One of the most

widespread approximations, is the so-called Landauer-Bütikker formalism (LBF).

This scheme is the basis of many other more involved methods and computational

implementations. A brief review of it will be depicted in next section.
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Landauer-Bütikker Formalism for Electronic Transport

In the LBF [93], the system under study is considered to be splitted in three

regions: the scattering region (Ω) which is attached to two reservoirs L and R

(figure 2.1). At zero applied voltage, the chemical potential of the two reservoirs

are equal, but when a bias is applied to the device, these chemical potentials be-

come different and the current flows through the system.

The problem is viewed as a scattering problem, and can be formulated in terms

of incoming and outgoing electron waves propagating along the system and are

scattered by a potential connecting the two leads. Then, the current flowing is

related to the probability of the electron to be transmitted from one lead to the

other.

Figure 2.1: Basic setup of the Landauer approach to transport. The leads act as reservoirs

and are assumed to be in thermal equilibrium. Image from [94].

Let the system be an ideal one-dimensional wire of length L between two

leads. It is assumed the ballistic regime in the system. The electron density per

unit length corresponding to a given perpendicular state in the momentum range

between k and k + dk, including spin is:

n(k)dk = 2
1

2π
f(k)dk) (2.66)

where f(k) is the Fermi distribution function. At finite bias, the Fermi functions

of the leads are different, and the current flowing through the device is given by

the current due to all electrons traveling from L to R minus the current due to

the electrons traveling vice versa:

I = 2

∫
eν(k)n(k)dk = 2

∫
e
h̄k

2πm∗e
(fL(k)− fR(k)) dk (2.67)
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where ν(k) is the electron velocity and m∗e the electron effective mass. At zero

temperature, the Fermi function is a step function, and the above equation can

be just written as:

I = 2

∫ √2m∗eµL/h̄

√
2m∗eµR/h̄

e
h̄k

2πm∗e
dk = 2

e2

h
V (2.68)

where µL and µR are the chemical potentials of the left and right electrode re-

spectively and µL − µR = eV with V being the potential difference between the

leads. From the equation 2.68, it follows that the maximum conductance of a one

conduction channel with two spin states (where G = I/V ) is G0 = 2e2/h. This

is called the quantum of conductance. However,in actual systems, the connection

between the scattering region and the leads is not ideal, and so, the conduction

must be written as:

G =
2e2

h
T (EF ) (2.69)

where T (EF ) is the transmission at Fermi level. The above equation is only valid

when there is just one channel present in the system. For a finite width device

with several quantum modes carrying electrons, the equation can be rewritten as:

G =
2e2

h

∑
i,j

Tij(EF ) (2.70)

being Tij the transmission coefficient of electrons traveling from i− th conducting

mode at left electrode to the j−th conducting mode at the right electrode. Finally,

the current at finite bias is expressed as:

I =
2e

h

∫ ∞
−∞

T (E, V ) [f(E − µL)− f(E − µR)] dE (2.71)

which is the Landauer-Bütikker formula. This formula tells that the main in-

gredient is the transmission function, which is usually derived from the Green’s

function. Due to the importance of the Green’s functions, in next subsection an

introduction to them will be given.

Green’s Functions for an Open System

The Green’s function method for calculating the transmission or conductance in

open systems [92], which is going to be discussed here, is on the base of the two

codes that have been used for transport calculations along this thesis. A deeper

explanation on the codes as well as some remarks on them, will be given in next

sections.
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Figure 2.2: Completar.

Before going ahead, it is necessary to introduce the setup of the system, namely,

how it is modeled (figure 2.2). This will bring an important concept: principal

layer (PL), which can be defined as the smallest cell that repeats periodically in

the direction of the transport constructed in such a way to interact only with the

nearest-neighbor PL’s. The system comprises an extended scattering region (ex-

tended molecule,EM, colored dark blue in figure 2.2) connected to external crys-

talline leads (colored light blue in figure 2.2).

So, it can be defined H0 as the N×N matrix describing the interactions within

a PL, where N is the total number of orbitals; H1 is the N ×N matrix describing

the interaction between two PL’s; finally, the EM region is described by HM which

is a M ×M matrix and HLM(HRM) is the N ×M matrix containing the interac-

tion between the last PL of the left-hand side (right-hand side) and the extended

molecule, which in the figure is called Terminating Principal Layer (TPL). It is

worth noting that in actual calculations, the terminating principal layer Hamilto-

nian, must be close enough to that of corresponding lead Hamiltonian, in order

to match smoothly with them. With the definitions given above, the final form of

the Hamiltonian describing the whole system is then:

H =



. . . . . . . . . .

. 0 H−1 H0 H1 0 . . . .

. . 0 H−1 H0 HLM 0 . . .

. . . 0 HML HM HMR 0 . .

. . . . 0 HRM H0 H1 0 .

. . . . . 0 H−1 H0 H1 .

. . . . . . . . . .


(2.72)
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In the above Hamiltonian, calligraphic symbol H means infinitely dimen-

sional matrix. Furthermore, for a system which preserves time-reversal symmetry

H−1 = H†1, HML = H†LM and HMR = H†RM . Finally, as the overlap matrix S has

exactly the same structure of H, it can be adopted the same notation to describe

it and hence S0, S1, SLM , SRM and SM , in complete analogy with the Hamiltonian

counterparts.

The problem of an open system described with the Hamiltonian and overlap

matrices given above is solved in the framework of the Green’s functions. Specifi-

cally by computing the retarded Green’s function for the whole system by solving

the Green’s function equation:

[
ε+S −H

]
GR(E) = I (2.73)

where I is the infinite-dimensional identity matrix and ε+ = lim
δ→0+

E + iδ. Then,

taking into account the block-diagonal form for the Hamiltonian and overlap ma-

trices given above, the Green’s function equation can be written:

 ε+SL −HL ε+SLM −HLM 0

ε+SML −HML ε+SM −HM ε+SMR −HMR

0 ε+SRM −HRM ε+SR −HR

×

×

 GL GLM GLR
GML GM GMR

GRL GRM GR

 =

I 0 0

0 IM 0

0 0 I

 (2.74)

where the symbol R indicating retarded quantities has been dropped, and the

Green’s functions have been divided into the infinite blocks describing the left-

and right-hand-side lead (L and R), the block describing the interaction between

the leads and EM (LM and RM) and describing the finite block of the EM. In

order to solve equation 2.74 it must be written the corresponding equation for the

Green’s function of the EM and surface PL’s of the left and right lead, and then

evaluated the retarded Green’s functions for the EM GR
M , which has the following

form:

GR
M(E) =

[
ε+SM −HM − ΣR

L(E)− ΣR
R(E)

]−1
(2.75)

So, the semi-infinite leads have been taken into account through the retarded

self-energies ΣR
L,R, which are defined by:
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ΣR
L(E) = (ε+SML −HML)G0R

L (E)(ε+SLM −HLM) (2.76)

ΣR
R(E) = (ε+SMR −HMR)G0R

R (E)(ε+SRM −HRM) (2.77)

G0R
L and G0R

R corresponds to the retarded surface Green’s function of the leads,

which means the lead retarded Green’s function evaluated at the PL neighboring

the EM. Now, GR
M and Σ′s can be used to calculate the total transmission coeffi-

cients as:

T (E) = Tr[ΓLG
R†
M ΓRG

R
M ] (2.78)

where

Γα(E) = i[ΣR
α (E)− ΣR†

α (E)] (2.79)

It has been shown in such brief discussion, that the Green’s function method

provides and elegant and relatively easy way to grasp all the information about

the electronic structure of a system comprising a extended molecule attached to

leads. As it was pointed out before, this method, with slightly differences, is on

the basis of the two transport codes utilized throughout this thesis GOLLUM and

SMEAGOL.

2.4.1 Equilibrium Formalism: GOLLUM Code

GOLLUM [95] is a new code developed in recent years that computes charge,

spin and electronic contribution to the thermal transport properties of a multi-

terminal junctions. It is based on equilibrium transport theory, which means that

it has a simpler structure, is faster and consumes less memory than other transport

codes which are based on NEGF. GOLLUM is capable to read model tight-binding

Hamiltonians as well as Hamiltonians calculated with the DFT code SIESTA.

The setup of a system which is going to be studied with GOLLUM is the same

was shown in figure 2.2. So, GOLLUM describes open systems splitting them into

Leads (L, left and R,right) and the scattering region (EM), and defining the same

Hamiltonians as before, for each part. However, in the construction of the total

Hamiltonian of the system, there is a slightly difference. As an example, for a two

terminal device, the Hamiltonian of the system will be:

K =

 KL 0 KLM

0 KR KRM

KML KMR KM

 (2.80)
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whereKL,R,M = HL,R,M−ESL,R,M , KLM,RM = HLM,RM−ESLM,RM andKML,MR =

HML,MR−ESML,MR. This different arrangement regarding to those shown in pre-

vious section enables the straightforward generalization of the approach to an

arbitrary number of leads. As before, the transport properties can be obtained

by computing the Green’s function of the whole junction, simplified replacing the

semi-infinite lead Green’s functions by the surface Green’s functions, obtaining an

expression similar to 2.78.

The input Hamiltonians of the EM region and each lead, are provided by the

DFT code SIESTA. To do this, separate calculations must be done: on the one

hand, a calculation for the extended molecule region, and on the other hand, a

calculation for each lead, which is reduced to one lead if they are equal.

Thermoelectric Properties

When a junction is subject to an electrostatic potential difference and a tempera-

ture gradient, electric and heat current flow from one electrode to another. With

just an electrostatic potential, electrons move from the negative to the positive

electrode, whereas the electric current is defined to flow in the opposite direction.

With a temperature gradient, however, there is no rule of thumb that allows one

to determine how the current flows without accurate information on the electronic

structure, i.e., the transmission of the junction. If the transmission below the

Fermi level is higher, electrons flow from the cold to the hot electrode, whereas

the contrary happens if the transmission is higher above the Fermi level. The

electrostatic potential and the temperature gradient generate also a heat current

which, in general, flows from the hot to the cold electrode. For a system with spin

polarization [97], this is summarize in the following equation:

(
I

Q̇

)
=

1

h

(
e2Lt0

e
T
Lt1

eLt1
1
T
Lt2

)(
∆V

∆T

)
(2.81)

where I and Q̇ are the electric and heat currents, respectively, and the moments

Ltn = L↑n + L↓n (n =0,1,2) of the transmission coefficients are given by [98]:

Lσn =

∫ ∞
−∞

(E − EF )nT σ(E)
δf(E, V, T

δE
dE (2.82)

where f is the Fermi distribution function, which depends on voltage and tem-

perature. Equation 2.81 can be expressed in terms of measurable thermoelectric

quantities: the electric conductance G, thermopower S, Peltier coefficient Π, and

the electronic contribution to the thermal conductance κ:
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(
∆V

Q̇

)
=

(
R S

Π κ

)(
I

∆T

)
(2.83)

where

G =
e2

h
Lt0 (2.84)

S = − 1

eT

Lt1
Lt0

(2.85)

Π =
1

e

Lt1
Lt0

(2.86)

κ =
1

hT

(
Lt2 −

Lt1
2

Lt0

)
(2.87)

The figure of merit can also be expressed in terms of the transmission moments

by substituting the above expressions in the ZT definition:

ZT =
1

Lt0L
t
2

Lt1
2 − 1

(2.88)

The calculation of the thermoelectric properties listed above, has been imple-

mented in GOLLUM, and they can be extracted from it.

Spectral Adjustment in Nanoscale Transport (SAINT)

A phenomenological scheme that improves the agreement between theoretical sim-

ulations and experiments, e.g., in single-molecule electronics, consists of shifting

the occupied and unoccupied levels of the M region downwards and upwards re-

spectively to increase the energy gap [99–102] of such a region. The procedure

is conveniently called spectral adjustment in nanoscale transport (SAINT). This

adjustment is implemented in GOLLUM. To do this, the code modifies the Hamil-

tonian operator of the M region as follows:

K̂M = K̂0
M + ∆o

∑
no

|Ψno〉〈Ψno|+ ∆u

∑
nu

|Ψnu〉〈Ψnu| (2.89)

where ∆o,u are energy shifts and (no, nu) denote the occupied and unoccupied

states, respectively. By using the definition of the density matrix operator of the

M region:
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ρ̂M =
∑
no

|Ψno〉〈Ψno| (2.90)

Î =
∑
n

|Ψn〉〈Ψn| (2.91)

the above Hamiltonian can be rewritten as:

K̂M = K̂0
M + (∆o −∆u)ρ̂M + ∆uÎ (2.92)

which can be put in matrix form:

KM = K0
M + (∆o −∆u)SMρMSM + ∆uSM (2.93)

In the simplest case, for a single-molecule junction, the shifts ∆0
o,u are chosen

to align the highest occupied and lowest unoccupied molecular orbital (i.e. the

HOMO an LUMO) with (minus) the ionization potential (IP) and electron affinity

(EA) of the isolated molecule:

∆0
o = εHOMO + IP (2.94)

∆0
u = −(εLUMO + EA) (2.95)

However, the Coulomb interactions in the isolated molecule are screened if

the molecule is placed in close proximity to the metallic electrodes. Currently,

GOLLUM takes this effect by using a simple image charge model [99], where the

molecule is replaced by a point charge located at the middle point of the molecule

and where the image planes are placed 1 Å above the electrodes’ surfaces. Then

the shifts are corrected by screening effects as follows:

∆o = ∆0
o +

e2

8πε0

ln2

a
(2.96)

∆u = ∆0
u −

e2

8πε0

ln2

a
(2.97)

where a is the distance netween the image plane and the point image charge.

2.4.2 Non Equilibirum Green’s Function: SMEAGOL Code

Spin and Molecular Electronics Algorithm on a Generalized atomic Orbital Land-

scape (SMEAGOL) is a quantum electronic transport code based on the non-

equilibrium Green’s function formalism (NEGF) [103,104]. It uses DFT with the
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numerical implementation contained in the code SIESTA. SMEAGOL has been

designed for calculating the current-voltage characteristics of a system. The setup

of the investigated system is the same that was shown in 2.2, and it utilizes the

Green’s function scheme discussed in a previous section, but with slightly modifi-

cations in order to take into account the non-equilibrium effects when the system

is under bias voltage.

When an external bias voltage V is applied to the system, the charge distribu-

tion of the EM will be different of that at equilibrium since both the net charge

and the electrical polarization are affected by the bias which in turn determine a

new electrostatic potential profile with different scattering properties.

To have this modifications into account the following changes have to be in-

troduced in the original formulation presented in section 2.4. First the only effect

of the external bias in the electrodes is that of a rigid shift of the on-site energies.

So, the Hamiltonian will become:

H =

 HL + SLeV/2 HLM + SLMeV/2 0

HML + SMLeV/2 HM HMR − SMReV/2

0 HRM − SRMeV/2 HR − SReV/2

 (2.98)

The Hamiltonian of the EM depends on the density matrix (HM = HM [ρ]),

which can be calculated using the lesser Green’s functions G<
M

ρ =
1

2πi

∫
dEG<

M(E) (2.99)

where the lesser Green’s function at non-equilibrium is given by [22,92,105–107]:

G<
M(E) = iGR

M [ΓLf(E − µL) + ΓRf(E − µR)]GR†
M (2.100)

being µL,R = µ + ±eV/2, f(x) the Fermi function, ΓL,R = ΓL,R(E ∓ eV/2) and

GR
M(E) is that given in 2.75 where has been substitute ΣL,R(E) with ΣL,R(E ∓

eV/2). The flow of a calculation utilizing the SMEAGOL is as follows: first,

a trial charge density ρ0 is used to compute HM [ρ]. After this, ΓL,R and GR
M

are calculated. From them, the lesser Green’s function is computed using the

equation 2.100, which is fed back into equation 2.99 to find a new density ρ1. This

process is repeated until a self-consistent solution is achieved, which means that

||ρj − ρj+1|| << 1. When this point is reached, the current can be calculated

using [23]:
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I =
e

h

∫
dETr[ΓLG

R†
M ΓRG

R
M ][f(E − µL)− f [E − µR] (2.101)

The transmission coefficient Tr[ΓLG
R†
M ΓRG

R
M ] in this case, depends on both

the energy E and the bias V .
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CHAPTER 3

Quantum Interference Effect in

MetalloPorphyrins Wires

3.1 Introduction and Outline

In the search for molecular compounds that give rise to new or improved function-

alities, compounds that include quantum interference effects [108] are specially

appealing due to the large variation of conductance that such phenomena gener-

ate [109]. Porphyrin molecules, constitute in this respect promising candidates due

to the presence of Fano-like [110] resonances that can greatly affect their transport

or thermoelectric properties. These molecules play an essential role in many bio-

logical processes such as electron transfer, oxygen transport, photosynthetic pro-

cesses and catalytic substrate oxidation [111]. Porphyrins have been extensively

studied in the past by biologists and chemists [112–115]. However, an increasing

number of theoretical [98,110,116,117] and experimental [118,119] physics studies

have appeared in the past few years. Progress in the design of supramolecular

structures involving porphyrin molecules has also been rather spectacular [120].

Porphyrins are cyclic conjugate molecules. Their parent form is the porphin,

which is made of four pyrrole groups joined by carbon bridges and has a nearly pla-

nar D4h symmetry [121]. The alternating single and double bonds in its structure

make porphyrins chemically very stable. In addition, the macrocycle can accom-

modate inside a metallic atom, such as Fe (which is the base of the hemoglobin
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in mammals), Cu (hemolymph in invertebrates), Mg (chlorophyll in plants), etc,

which gives rise to metalloporphyrins. Large porphyrin systems can undergo cer-

tain ruffling distortions because of its peripheral ligands, its metallic atom inside

or the environment [122]. It is precisely the large number of possible configura-

tions, which give rise to a wide variety of interesting properties that make these

molecules very attractive for molecular-scale technological applications.

From the electronic point of view, metalloporphyrins have frontier states (HOMO,

LUMO) that extend across the whole molecule, owing to their conjugate character.

The inclusion of metallic atoms with d states that couple to such frontier states

can give rise to quantum interference effects due to the presence of an additional

path through the metallic center [110]. It is not clear however how this additional

path affects the electronic structure and generates different transport resonances

for different metallic atoms. The combination of extended frontier orbitals and lo-

calized spin-polarized d states makes these systems promising for the exploitation

of quantum properties in nanoelectronics, since large changes in the conductance

are expected when spin-polarized d-generated resonances cross the Fermi level due

to e.g. the influence of gate potentials or the attachment to the metallic center of

other atoms or molecules.

In this chapter, a systematic study of a series of metalloporphyrins molecules is

presented. The metallic atom placed inside the metalloporphyrins can be Fe, Co,

Ni, Cu and Zn, so that the metalloporphyrins are denoted FeP, CoP, NiP, CuP

and ZnP, respectively. In the first part, the electronic structure of the molecules,

both in vacuum and sandwiched between gold electrodes, is addressed. In the

gold-MPorphyrin-gold, the porphyrin molecule is attached to the gold surface by

a thiol group and oriented perpendicular to it, as sketched in figure 3.1.

Figure 3.1: Schematic view of a Fe-porphyrin molecule between gold leads. Yellow, dark

yellow, gray, black, blue and magenta represent gold, sulphur, hydrogen, carbon, nitrogen and

iron, respectively
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Then, the ab-initio transport properties so as a simple model which can de-

scribed the different features in transmission will be displayed and discussed. Fi-

nally, the thermoelectric properties of selected porphyrins are analysed form first-

principles, and using the simple model.

3.2 Computational Method

The electronic structure calculations have been performed using SIESTA. For the

exchange and correlation potential both the local density approximation (LDA), as

parameterized by Ceperley and Adler [72], and the generalized gradient approx-

imation(GGA), as parameterized by Perdew, Burke and Ernzernhof [123] have

been used. SIESTA parameterizes the pseudopotentials according to the Troullier

and Martins [124] prescription and factorizes them following Kleynman and By-

lander [125]. Non-linear core corrections in the transition metal pseudopotentials

were introduced to correctly take into account the overlap between the valence

and the core charges [86]. It has been also used small non-linear core corrections

in all the other elements to get rid of the small peak in the pseudopotential close

to the nucleus when using the GGA approximation.

In the Linear Combination of Atomic Orbitals has been placed explicitly the

s and d orbitals of gold as valence orbitals and employed a single-ζ basis (SZ) to

describe them. A double-ζ polarized basis (DZP) was used for all the other ele-

ments (H, C, O, N, S and TM). The density, Hamiltonian, overlap and the matrix

elements were calculated in a real space grid defined with an energy cutoff of 400

Ry. When performing the structural relaxations and transport calculations, a sin-

gle k-point has been used, which is enough to relax the coordinates and correctly

compute the transmission around the Fermi level in the case of gold electrodes.

The coordinates were relaxed until all forces were smaller than 0.01 eV/Å. The

U - parameter and the radii of the U -projectors have been varied and compared

the results with experiments or previous simulations of the molecules. Fig. (3.1)

shows the central part of the extended molecule in a gold-FeP-gold junction. The

gold electrodes have been grown in the (001) direction, which has been taken as

the z axis. Notice that the molecules have laid down on the XZ plane. The sul-

phur atoms have been contacted to the gold surfaces in the hollow position. It

has been carried out a study of the most stable position and distance and have

found, both in GGA and LDA, that the hollow configuration is more stable than

the top and bottom sites, in agreement with previous results obtained for other

molecules. The most stable distances are 1.6 Å and 1.8 Å for LDA and GGA,

respectively. Finally a distance of 1.8 Å was chosen for all cases in order to make
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a systematic study of geometrically identical systems. The transport calculations

have been performed using the GOLLUM code. According to the transport for-

malism the junctions have been divided in three parts: left and right leads and

extended molecule (EM). The EM block includes the central part of the junction

(molecule attached to the gold surfaces) and also some layers of the gold leads

to make sure that the electronic structure was converged to the bulk electronic

structure. The same general parameters as in the bulk simulation (real-space grid,

perpendicular k-points, temperature, etc.) and also the same parameters for the

gold electrodes (bulk coordinates along x and y and basis set) have been used in

the transport simulation.

As It was explained in chapter 2, the DFT+U functional can be written as

EDFT+U = EDFT +
Ueff

2

∑
m,σ nm,σ(1− nm,σ) (3.1)

where Ueff = U −J . In order to determine the influence of different U ’s and cutoff

radii and see how the results compare to previous experiments and calculations It

was first studied the case of the bulk iron oxide FeO (wustite) [126], where DFT

is known to give qualitatively different behavior (metallic instead of insulating

character) [127]. The calculations were performed with U = 4 eV and U = 4.5 eV,

which is the range of values most used in the literature for iron [127], and used

projectors with different radii (see section 2.3.4). It was found that the results were

very sensitive to such radii, i.e. the FeO gap was only reproduced for radii larger

than 2.5 Bohr. The parameters that best fitted the experiments and previous

calculations for FeO were U = 4.5 eV and rc = 5.5 Bohr, which gave a gap of 2.5

eV (2.4 eV in Ref. [126]).

To reproduce previous theoretical results for the iron metalloporphyrin [116,

128], a rcut = 1.5 Bohr had to be chosen, which is smaller than the values used for

FeO. This is possibly justified by the fact that the values of U and the projectors

radii depend on the environment where the strongly correlated atom is located. In

case of the other transition metals (Co, Ni, Cu and Zn), U is expected to increase

towards Zn but still be similar [78]. The same can be said when the metallopor-

phyrins are coupled between gold electrodes. Hence, the same parameters were

used for all metalloporphyrins, which also simplified the comparison between dif-

ferent cases and made the study more systematic. The use of slightly different U ’s

for different elements does not affect qualitatively and quantitatively the transport

results (only slight movements of some resonances around the Fermi level).

Chapter 3. Quantum Interference Effect in MetalloPorphyrins Wires



3.3. Electronic Structure 49

3.3 Electronic Structure

3.3.1 Isolated molecules

In this section, the electronic structure of the isolated molecules is discussed. The

spin configuration of the molecules does not change when the U−term is included,

except in the case of NiP, which becomes magnetic (see Tab. 3.1). The effect of

the inclusion of the U−term can be seen in Fig. 3.2, which shows the Density of

States projected (PDOS) onto the iron d states calculated with GGA and GGA+U

in FeP. It is seen that when U is included all gaps increase as a consequence of the

movement of the filled orbitals to lower energies and the empty orbitals to higher

energies. This gap increase is produced in all molecules, except in ZnP due to its

closed shell (see Tab. 3.1).

In all molecules, the main contribution to the HOMO comes from the C 2p

states, a small part of the S 3p and N 2p and some contribution of the 3d states

of the metals (except in CuP and ZnP, which are completely formed by C, N and

S states). Unlike to C, N and S states, which are not affected, the inclusion of the

U−term can change the part of the HOMO coming from the 3d states. So, for the

FeP and CoP cases, without U , both dxy and dyz make a contribution, remaining

just dxy when U is included. In NiP, dz2 and dx2−y2 contribute to the HOMO in

GGA, but they vanish in GGA+U calculation.

In LUMO, there are also 2p states from C and N and a contribution from 3d

states of the metals. Again, when the U is introduced, the d states can suffer a

rearrangement or even vanish. In FeP, with and without U , Fe 3dxy is the most

important in LUMO. However, in CoP the contribution changes from dx2−y2 and

dz2 (GGA) to dxz (GGA+U) happening the opposite in NiP, namely from dxz

to dz2 and dx2−y2 , when U is introduced. Finally, in CuP 3dxz is the state that

contributes to LUMO, but it changes its spin polarization in GGA+U calculation.

By using the spatial projection of the density of states (local density of states,

LDOS) it is also possible to understand where a particular molecular state is

located. In Fig. 3.3 the LDOS projected on the molecular states associated to

the dyz (a) and dxz (b) spin down states is shown (with an isosurface value of

0.001 eV/Å3), i.e. those peaks in the density of states where the weight of these

d orbitals for spin down is largest, calculated with GGA. These states are located

at E − EF = 0.3 eV (yz) and 2.3 eV (xz) and move across the Fermi level when

the atomic charge of the metal increases towards the Zn. Notice that in the dyz

case, due to the strong hybridization, the d peak splits in two and therefore the

choice is ambiguous (see Fig. 3.2). The spatial distribution of each peak is similar

however. On each d state it is possible to see the typical shape associated to it,
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i.e. four lobes on the diagonals of the Y Z or XZ planes, plus some charge on

other atoms of the molecule due to hybridization with other molecular orbitals.

Notice that the dyz state does not interact too much with the nitrogens but rather

with the carbons, specially with those located closest to the sulphur atoms. This

produces an hybridization between this orbital and the carbon π states, as can

be clearly seen in Fig. 3.3 (a) where the charge on the carbon atoms is mainly

located on top of them. On the other hand, in the dxz case, the lobes are directed

exactly towards the nitrogen atoms and therefore this state interacts strongly with

them. This interaction is σ-like, which is the type of interaction that nitrogen

forms with the adjacent atoms, and therefore localizes the charge between atoms.

The differences between the dyz and dxz orbitals and their coupling to different

molecular states has a direct impact on the transport properties of some of these

molecules, as it will be seen.

Table 3.1: Magnetic moments in units of µB (left part) and HOMO/LUMO energy

gaps of the molecules in isolation, calculated with GGA and GGA+U .

Magnetic Moment HOMO/LUMO Gap

GGA GGA+U GGA GGA+U

FeP 2.00 2.00 0.48 1.10

CoP 1.00 1.00 0.90 1.80

NiP 0.00 1.00 1.50 1.60

CuP 1.00 1.00 0.75 1.40

ZnP 0.00 1.00 1.60 1.60

3.3.2 Molecules contacted by gold

The molecular orbitals of the porphyrines are broadened when the molecules are

contacted by the gold electrodes. This broadening is however minimal for the

d−orbitals of the transition-metal atom, because of their small coupling to the

rest of the molecule. Even so, for example, a small broadening can be appreciated

in Fig. 3.4 for FeP. Panel (b) of this Fig. 3.4 shows the PDOS projected on

the orbital dyz of iron, which is spread and reduced. This indicates a larger

delocalization of this state as a consequence of its coupling to other molecular

states that hybridize with the gold states. Something similar happens to the dxz

and, to a lesser extent, to the other d orbitals. This effect is maintained when the

U−term is included. Also, as a consequence of hybridization and charge transfer

the total spin of the molecule is reduced by more than a half as compared to the
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Figure 3.2: PDOS projected on −dxy (a), dyz (b), dz2 (c), dxz (d) and dx2−y2 (e) − for an

isolated FeP molecule, computed with spin-polarized GGA. The left (1) and right (2) columns

correspond to calculations without U and with U = 4.5 eV, respectively. Positive and negative

values represent spin up and spin down electrons.

Figure 3.3: Spatial distribution of the density of states projected on dyz (a) and dxz (b) orbitals

of the metallic atom computed with GGA. The first case has a clear π character, whereas second

case has a more pronounced σ character.
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isolated molecule (from 2 µB to 1.07 µB and 1.34 µB, for GGA and GGA+U ,

respectively). This reduction comes mainly from the dyz state, which crosses the

Fermi level as a consequence of the spreading.

Figure 3.4: PDOS projected on the Fe d states (a) dxy, (b) dyz, (c) dz2 , (d) dxz and (e) dx2−y2

of a contacted FeP molecule, computed with spin-polarized GGA. Positive and negative values

represent spin up and spin down electrons.

In molecules other than FeP and CoP, the broadening of resonances is not

so clear, because the d states become more localized when the atomic number in-

creases. The case of Ni is striking because the differences between the isolated and

contacted molecules are not only quantitative but qualitative (the spin calculated

with U decreases from 2 µB to 0 µB). This can be explained by taking into ac-

count that electrons in the dxz and dx2−y2 can be more delocalized in the contacted

molecule, which decreases the effect of Hund’s interaction. As a consequence, the

contacted molecule loses its magnetism (even after including the U−term).

3.4 Transport Properties

3.4.1 Zero-bias

In this section, firstly, the impact of the U−term on the transport properties of the

junctions will be discussed. It was found that the impact is largest in FeP and CoP
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because they have the strongest electron correlations. The zero-bias transmission

coefficients T (E) are shown in Fig. 3.5, computed using spin-polarized GGA. Both

systems present Fano-like resonances close to the Fermi level that move upwards

(Fe) or downwards (Co) when U = 4.5 eV is included. The Fano resonance in

FeP (no U) is spin-polarized, leading to a strong spin-filtering behavior. However,

including the U−term kills the resonance as a consequence of changes in the

coupling between the d-state and the molecular orbitals. For CoP, including the

U−term reduces the spin polarization and moves several of the sharp resonances

(in particular the clear Fano resonances appearing at about -0.7 eV, which is moved

to -1.6 eV). From these results it is clear that accounting for strong correlations

is necessary to accurately describe these systems. We will therefore discuss from

now on the results obtained using spin-polarized GGA+U .
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Figure 3.5: Transmission coefficients of a FeP (a) and a CoP (b) contacted by gold electrodes,

computed with spin-polarized GGA. Left (1) and right (2) columns correspond to calculations

with U = 0 eV and U = 4.5 eV. Continuous and dashed lines represent spin up and spin down

electrons.

The zero-bias transmission T (E) of all the molecules is shown in Fig. 3.6. As

can be seen, four very broad Breit-Wigner resonances appear at energies about

-1.4, -1.0, 0.5 and 1.5 eV (HOMO-1, HOMO, LUMO and LUMO+1). Resonances

with the same shape at the same energy appear in the transmission coefficients

of the contacted porphin molecule, which has no metallic atom. They therefore

correspond to the conjugated molecular orbitals of the porphyrines, associated

mainly to the sulphurs (HOMO) and the carbons and nitrogens (HOMO-1, LUMO

and LUMO+1). Superposed to them, there appear a number of sharp peaks,
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which are found to be either sharp Breit-Wigner or Fano resonances. Notice

that the sharp peak at 0.3-0.5 eV marked by a red ellipse remains at the same

position for all the porphyrines. This peak also appears in the porphin junction.

It corresponds to a sharp Breit-Wigner resonance associated to a weakly coupled

molecular orbital with weight in the carbon and nitrogen atoms. A clear Fano

resonance marked by a blue ellipse can be seen for the FeP and CoP junctions at

∼ −1.5 eV. This resonance moves down and disappears from the energy window

in the following junctions.

In contrast, the sharp resonance marked by a green ellipse which looks like a

sharp Breit-Wigner resonance is actually a masked Fano resonance. Notice that

it changes its energy position from FeP to ZnP, starting at ∼ 1.4 eV for FeP,

moving down in energy from FeP to CuP, appearing very close to the Fermi level

on CuP, and dissapearing for ZnP. Notice that it is spin-polarized except in the

NiP junction. It must be stressed that these three resonances appear regardless

of the kind of calculation.
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Figure 3.6: Transmission coefficients of a (a) FeP, (b) CoP, (c) NiP, (d) CuP and (e) ZnP

molecules contacted by gold electrodes, computed with spin-polarized GGA and U = 4.5 eV.

Continuous and dashed lines represent spin up and spin down electrons. The red ellipse circles

a sharp Breit-Wigner resonance. The blue ellipse signals a Fano resonance. The green ellipse

indicates a masked Fano resonance.
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Simple Model For Fano-Like quantum interference in molecule elec-

tronic systems

A simple model which can grasp the features in Transmission shown in last section,

will be introduced. This model describes quantum interference effects arising from

Fano resonances [102, 129] in single- molecule junctions, where a metallic atom

with localized d-orbitals resides in the backbone of the molecule. The existence

or not of Fano resonances in a given junction can be elucidated by looking at

the energy dependence of the transmission coefficient T (E). The hallmark for a

Fano resonance is the appearance of a sharp peak followed by a strong dip (or

the reverse) in T (E). However, these features might be masked by neighboring

Breit-Wigner resonances. The model can be thought of as the minimal model that

describes the masking or smoothing of Fano resonances inside the HOMO-LUMO

gap. It will be only considered those molecular orbitals in the neighborhood of

the Fermi level which have the strongest coupling to the leads. Specifically, the

model includes three molecular levels: a σ level below the HOMO, one level (S)

associated mainly to the linker atoms (sulphurs) that represents the HOMO and a

π level which represents the LUMO. Finally, the model includes a single d orbital

with no direct coupling to the electrodes, but coupled instead to either the σ or

the π levels, depending on the symmetry of the molecule. The model and its two

possible couplings is sketched in Fig. 3.7 (a) and (b), respectively. So, starting

from the following Hamiltonian:

Ĥ = Ĥgold + ĤM + Ĥgold−M (3.2)

Ĥgold =
∑
k,σ

εk c
†
kσ ckσ (3.3)

ĤM =
∑
σ

εdσ d̂
†
σd̂σ +

∑
i=1,2,3,σ

εi ĉ
†
iσ ĉiσ +

+
∑
i=1,3

ti

(
ĉ†iσd̂σ + d̂†σ ĉiσ

)
(3.4)

Ĥgold−M =
∑
k,i,σ

Ti (c
†
kσ ciσ + c†iσ ckσ) (3.5)

where the operators ĉi,σ, i = 1, 2, 3 represent the σ level (HOMO-1), S Level

(HOMO) and π level (LUMO) molecular levels and the operator d̂ represents

the d level associated to the central metallic atom. In this model, the leads are

featureless, meaning that they are treated in the wide-band approximation, so

that its density of states ρe and therefore the Gamma matrices (Γi = T 2
i ρe) are

constant. Finally, assuming that the d level is spin polarized so that only the spin-

up d level enters the relevant energy window, the Hamiltonian and the Gamma
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matrices can be written as:

Ĥ =


εσ 0 tσ 0

0 εS 0 0

t∗σ 0 εd tπ

0 0 t∗π επ

 , (3.6)

Γ̂L = Γ̂R =


Γσ 0 0 0

0 ΓS 0 0

0 0 0 0

0 0 0 Γπ

 (3.7)

Figure 3.7: Schematic representation of the simple model. Case (a) corresponds to the d level

coupled to the σ state and case (b) to the d level coupled to one of the π levels.

To facilitate the comparison with the ab-initio results in previous section the

following values have been chosen for the on-site energies and the couplings: εσ =

−2, εS = −1, εd = 0, επ = 0.6, Γσ = 0.04, ΓS = 0.06, and Γπ = 0.06, where

all energies are measured in eV . For model (a), tσ = −0.4 and tπ = 0, while for

model (b) tσ = 0 and tπ = −0.2. From the Hamiltonian and the Γ matrices it is

easy to calculate the retarded Green’s function and the transmission, which are

given by
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Figure 3.8: (a) Transmission coefficients calculated for model (a) described in the text and

schematically shown in Fig. 3.7 (a). The black solid line corresponds to the full model, whereas

the red dashed corresponds to a simplified model where the HOMO (S) and π orbitals have been

dropped from the calculation. (b) Transmission coefficients calculated for model (b) described

in the text and schematically shown in Fig. 3.7(b). The black solid line corresponds to the full

model, whereas the red dashed corresponds to a simplified model where the d and π levels have

been dropped from the calculation.

ĜR(E) =
[
EÎ − Ĥ − iΓ̂

]−1

(3.8)

T (E) = Tr
[
Γ̂ĜR†(E)Γ̂ĜR(E)

]
(3.9)

The transmissions obtained for models (a) and (b) are shown in Fig. 3.8 . The

solid lines represents the transmission calculated with the full model. The dashed

line in Fig. 3.8 (a) shows the transmission when the HOMO (S) and π orbitals

in model (a) are dropped and only the d and σ orbitals are considered. This is

to show that a clear-cut Fano resonance emerges at the d level on-site energy.

Such resonance is masked when the HOMO (S) and π orbitals are re-integrated

back into the calculation because the additional transmission hides the dip. This

leaves what looks at first sight a conventional and very narrow Breit-Wigner res-

onance. The transmission of the full model in Fig. (3.8) (b), however, features

a clearer Fano resonance. In this case, the dip of the resonance is not washed

out, because the transmission of the σ and HOMO (S) resonances (dashed line)

can not completely mask the drop in transmission at higher energies. Therefore,

when a localized d level is present in a molecule and coupled to one molecular or-

bital, quantum interference may appear in two different ways: like a narrow peak

close to the d level on-site energy (a masked Fano resonance) or like a clear Fano

resonance (resonance followed by antiresonance, only partially masked by other
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molecular resonances). Notice that by looking at the parity of the clear Fano

resonance (resonance-antiresonance, or vice versa) it is possible to determine to

which molecular orbital it is coupled. If the molecular orbital is lower in energy

then the antiresonance appears first (see the dashed line in Fig. 3.8 (a)), whereas

if the molecular orbital is higher in energy the resonance comes first.

Now, taking into account the previous data and the simple model presented

in this section, it is possible to explain the behaviour of these junctions as fol-

lows. The d orbitals are localized states that couple to certain molecular states.

Such configurations are similar to those where a side state couples to a molecular

backbone, which produce Fano resonances in the transmission coefficients. The d

orbitals generate therefore Fano resonances associated to one or several molecular

states. If, for example, the molecular state is the LUMO and the d orbital is in

the HOMO-LUMO gap, the effect of the Fano resonance is clearly seen because

it affects the transmission in the gap, which has a large weight from the LUMO.

The Fano resonance does not go to zero, however, because of the tails of the trans-

mission of other molecular states. If, on the other hand, the d orbital couples to

a state below the HOMO or above the LUMO, the effect of the Fano resonance

turns out to be much smaller because the transmission of such state does not affect

too much the transmission in the HOMO-LUMO gap. There is however one effect

produced by the Fano resonance, which is related to its peak. This peak has a

transmission of 1 at the tip (without additional molecular resonances) and there-

fore can be seen above the background of the transmission of other states. It can

be therefore confirmed that the sharp Breit-Wigner-like resonances that appear at

different energies come in reality from Fano resonances. In view of these results it

is possible to conclude then that the clear Fano features inside the HOMO-LUMO

gap are produced by d orbitals that couple to the π states, which appear mainly

on the LUMO. One d orbital responsible for such a feature is clearly the dyz, as

seen in Fig. 3.3. The isolated sharp resonances are also Fano features but are

generated by d orbitals, such as the dxz, that couple to σ states above the LUMO

or below the HOMO.

3.4.2 Finite-bias

From the zero bias transmission coefficients it is not clear whether the sharp reso-

nances associated to the d levels can give rise to distinctive features or even survive

when a finite bias is applied. To clarify that, a finite bias has been applied by using

an approximation that includes non-equilibrium effects by shifting differently the

levels associated to the electrodes and the molecule [130]. The focus will be put
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on the CuP (GGA+U), which has a spin-polarized resonance very close to the

Fermi level, and compared it to the ZnP, which has no sharp resonances coming

from the d levels. The bias applied is small but enough to cover the resonance

with the integration window. The resonance, however, does not remain static but

moves to lower energies, as can be seen in Fig. 3.9 (a). To further enhance the

effect of the resonance a gate voltage (3 V) has been also applied on the central

part of the junction, which brought the resonance even closer to the Fermi level,

as can be seen in Fig. 3.9 (b).
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Figure 3.9: Spin-down transmission coefficients around the Fermi level for CuP (GGA+U)

under different bias voltages and a gate voltage of 0 V (a) and 3 V (b).

The I − V characteristics calculated with the resonance differ from those ob-

tained without it (ZnP), as can be seen in Fig. 3.10. These small differences

become more evident when the derivative of the current is taken. Without gate,

the resonance produces a peak when the bias reaches it, at approximately 0.065

V. When the gate is included the peak develops at zero voltage. The resonance

produce therefore different I − V characteristics and can increase the total value

of the conductance by a factor larger than 2 at the peak maxima. Notice however

that these values are masked by the spin-up conductance, which is the same for

all cases. If only the spin-down conductance is taken into account the changes are

larger. These results also prove that a spin-polarized current can be generated

under finite bias since the peaks are only associated to the spin-down component.
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Figure 3.10: Total current (a) and its derivative (b) for ZnP and CuP porphyrins. A gate

voltage of 3 V in the central part of the junction is also included in the CuP case.

3.5 Thermoelectric Properties of CuP

It is known that molecular junctions that show sharp features around the Fermi

level could be very good candidates to act as thermoelectric enhancers. It has

been displayed in a previous section that CuP shows a resonance close to the

Fermi level which is a Fano resonance, as It was demonstrated. This property

makes it especially appealing for thermoelectricity since such resonance can be

employed to finely tune the thermoelectric response with a gate voltage. Hence,

the thermoelectric properties of the CuP between gold electrodes will be addressed

in this section.

From the transmissions (see Fig. 3.6) the thermoelectric properties have been

calculated by using the scheme explained in section 2.4.1. The temperature de-

pendence on the horizontal axis enters in the Fermi distribution function, as It was

explained. The results are shown in Fig. 3.11. It can be seen that the temperature

evolution of some quantities has different features and changes more dramatically

when the state moves. The electric conductance is rather constant and the ther-

mal conductance increases linearly. The Seebeck coefficient shows however a dip

at low temperatures, and becomes almost constant as the temperature increases.

The dip disappears when the state moves to higher energies and the magnitude

decreases to more negative values with T . The figure of merit is small but has

a peak at low temperatures. Such peak disappears when the U -term is included

and is substituted by a smooth increase. This evolution is a consequence of the

Chapter 3. Quantum Interference Effect in MetalloPorphyrins Wires



3.5. Thermoelectric Properties of CuP 61

presence at the Fermi level of a sharp spin-polarized resonance which moves closer

to the LUMO when the U -term is included. Such resonance, which is just a bit

above the Fermi level gives rise to large derivatives and therefore dramatically

increases, in absolute value, the Seebeck coefficient S. This coefficient is however

not very large because the sum of the transmission of both spin channels is not

small.
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Figure 3.11: Thermoelectric coefficients for Cu metalloporphyrins dithiolate between gold

electrodes, calculated with GGA and U = 0 eV (1) and U = 4.5 eV (2). From top to bottom,

conductance G (a), Seebeck coefficient S (b), thermal conductance κ and figure of merit ZT .

The copper molecule could be a candidate to show large thermoelectric prop-

erties due to the presence of the Fano-masked resonance close to the Fermi level.

However, the introduction of the U moves the resonance to higher energies and

decreases the thermoelectric response. It is then interesting to consider the case

of applying a gate voltage that brings back the resonance to the Fermi level. It

can be seen in Fig. 3.12 that moving the resonance to lower energies increases

the absolute value of both S and ZT 1. The highest values are obtained when

1Notice the value of the figure of merit would be further decreased by taking into account

the phonon thermal conductance, κp, i.e. ZT = S2GT/(κ + κp). In this study, just the elec-

tronic contribution is accounted. In general, the phonon contribution, which can be obtained by

calculating the dynamical matrix [129], can be relatively large at high temperatures if perfect

electrodes are used. However, it can be greatly decreased by nanostructuring the electrodes to in-

clude phonon band gaps or using disordered electrodes that increase phonon scattering [131–133]
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the largest slope of the resonance is just at the Fermi level (VG = 2.5 V). Beyond

that point S and ZT decrease (VG = 3.5 V). The increase of the thermoelectric

properties is not very spectacular however due to the fact that the resonance is

not extremely sharp. More acute resonances can be however obtained by decreas-

ing the coupling between the molecule and the gold electrodes, which reduces the

width of all transmission features. It is shown in Fig. 3.13 results for a system

where the distance between the gold electrodes and the sulphur atoms on each side

increases by 0.8 Å relative to the equilibrium configuration. As can be seen, now

the resonance is very sharp and the changes in the thermoelectric properties are

larger. Notice that the thermopower changes sign when the resonance crosses the

Fermi level due to the change of slope. Based on these results It can be claimed

that stretching molecular electronic junctions increase in general the thermoelec-

tric performance.
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Figure 3.12: Spin-polarized transmission as a function of energy (a) and Seebeck coefficient

(b) and figure of merit (c) as a function of temperature for Cu metalloporphyrins dithiolate

between gold electrodes, calculated with GGA, U = 4.5 eV and different gate potentials.

3.6 Remarks

On the one hand, the electronic and transport properties of metalloporphyrins

between gold electrodes have been studied. Also, It has been proposed a sim-

ple model that can explain the main features of the zero-bias transmission. It
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Figure 3.13: Spin-polarized transmission as a function of energy (a) and Seebeck coefficient (b)

and figure of merit (c) as a function of temperature for stretched Cu metalloporphyrins dithiolate

between gold electrodes (the contact distance between the molecule and the electrodes was

increased 0.8 Åon each side from the equilibrium configuration), calculated with GGA, U = 4.5

eV and different gate potentials.

was found that the coupling to the electrodes changes only slightly the electronic

properties but the magnetic moments decrease as a consequence of charge transfer

and hybridization with the electrodes. Two types of features have been found in

the transport properties, which are shown to be masked Fano resonances by the

use of the simple model. The I − V characteristics have been also computed and

shown that the presence of such resonances can significantly change the value of

the finite-bias conductance.

Based on these results and in particular on the evolution of the resonances as

a function of the degree of freedom that the choice of different 3d atoms provides

to position the relevant d levels and the intra-atomic potential, metalloporphyrin-

based junctions are proposed as an excellent playground for the control and ex-

ploitation of Quantum Interference in functional molecular electronics devices.

Whenever a given atom or molecule couples either to the metallic atom or to

other parts of the molecular backbone the changes in the metallic d states affect

the Fano resonances. This mechanism can generate sharp increases or decreases

in the zero-bias conductance. Differences between spin-up and spin-down trans-

missions, which are specially important in the cases of iron, cobalt and copper,

can also give rise to spin-filtering behavior.
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On the other hand, the thermoelectric properties of that junctions have been

calculated from first-principles. The Fano resonances greatly enhance the ther-

mopower and figure of merit when they cross the Fermi level. The maximum

value of these quantities depends on the coupling between the molecule and the

electrodes. It was found that reducing it greatly enhances the figure of merit.
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CHAPTER 4

Strategies for Conductance

Variability Reduction

4.1 Problem variability in single-molecule exper-

iments

As It was mentioned in the introduction, a significant hindrance in molecular elec-

tronics arises from the large variability in the behaviour of conductance present

in single-molecule junctions. Among the sources of this variability it can be found

the non-uniformity of the electrode-molecule contacts. This means that as well as

how the molecule is bonded, a huge number of arrangements of atoms could be

done in the junction. So, every molecule may bind via their terminating or inter-

mediate groups to different sites of the electrode surface, where the binding energy

of these configurations usually is energetically similar. Small changes in the geom-

etry of molecule-electrode system, can produce large differences in conductance,

resulting in the observation of multiple conductance peaks of considerable width

in the conductance histograms typically used to analyse statistically a significant

number of measurements.

Thus, using either alkanes or conjugated molecules bridges with a wide range

of different anchoring groups (thiol, pyridine, amine, etc.), instead of a unique

value for the single molecule conductance, a number of single molecule conduc-
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tance values appears [134–137]. In most experiments, the number of these peaks is

at least three, which have been arbitrarily termed low (L) or A-type, medium (M)

or B-type and high (H) or C-type conductance groups and are attributed to dif-

ferent contact geometries between the molecule and the electrode. So, the higher

conductance groups (M and H) are more common on stepped or rough surfaces

step sites while the lower conductance (L) groups appear mostly on flat surfaces

regions. In the former case, It is possible that the molecule bind not only by

terminating groups but also through the backbone, unlike the latter case, where

the binding is most likely between the end group and flat surface.

The different contact modes have been well illustrated by studies of molecular

junctions. For example, It is well-known that in molecular junctions using the

thiol as terminating group, the coupling depends strongly on the exact surface

site to which the sulphur atom binds, with coordination of the sulphur contact at

a hollow position giving rise to larger couplings than the top or bridge configu-

rations. Due to these different couplings, the junction conductance changes a lot

as the binding site moves through these various configurations, leading to several

broad conductance peaks. Other contacting groups such as amine (-NH2) reduce

the number of effective binding positions, but still produce several conductance

peaks as a consequence of interactions between the contact group or even the

backbone with surface defects.

In view of the above, the search for groups which reduce the variability in the

molecule-electrode contact, either reducing the various bonds, preventing back-

bone contact or both, is a primary goal in the framework of molecular electronics.

In this respect, one of the most promising candidates to be explored is trimethylsi-

lylethynyl (TMSE, -C≡CSiMe3). This terminating group shows, among other in-

teresting features, the ability to form large homogeneous SAM’s (with areas of

several hundreds of nm2) or a strong Au-Molecule bond [138]. But maybe the

most appealing characteristic of this terminating group, is the observation of a

single well resolved peak in the conductance histograms [139].

In recent experiments performed by groups from University of Zaragoza and

University of Liverpool [140], the reduction of the variability in conductance when

the trimethylsilylethynyl terminating group is used, was also demonstrated. In

such experiments, they measured the conductance through an oligo(phenylene)ethynylene

(OPE)-based molecules, with a series of anchoring groups (figure 4.1). OPE

derivatives are molecules made by phenyl rings connected with triple bonds, hence

they are fully conjugated molecules. The experiments were made at room temper-
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Figure 4.1: Compounds features in this work: the backbone is 1,4-bis(phenylethynyl)benzene,

and the terminating groups can be amine (-NH2), trimethylsilylethynyl (-C≡CSiMe3), triiso-

propylsilylethynyl (-C≡CSiMePri3) or tert-butylethynyl (-C≡CCMe3)

ature using two distinct techniques, namely: the in situ break-junction (BJ) [141]

and the I(s) technique [142]. The molecules are deposited onto a gold surface form-

ing a SAM, and then the conductance is measured employing a STM, with different

set-up for each technique. The results obtained in such experiments, as well as the

previously reported, are the main motivation behind the work which are going to

be exposed in this chapter. So, It will be presented a single molecule conductance

study of a small series of amine, trimethylsilylethynyl, triisopropylsilylethynyl and

tert-butylethynyl contacted 1,4-bis(phenylethynyl)benzene molecules (Figure 4.1)

between gold electrodes grown along the (111) crystallographic direction, focusing

above all, in compounds 1, 2 and 3 in figure 4.1. Firstly, the computational method

including an explanation of the theoretical set-up to simulate room temperature

measurements as well as the method to calculate transport properties, will be

presented. Then, the transmission properties and conductance histograms calcu-

lated will be depicted and discussed; the comparison with experimental results

will also be provided. It will allow to draw an unambiguous correlation between

each of these groups and the number of observed conductance peaks, with special

attention to C≡CSiMe3 group.

Chapter 4. Strategies for Conductance Variability Reduction



68
4.2. Computational Method: theoretical set-up to simulate room

temperature measurements and transport calculations

4.2 Computational Method: theoretical set-up

to simulate room temperature measurements

and transport calculations

The relevant experiments measure the conductance of a SAM made by the tar-

get molecule using a STM. Each of the target molecules could bind to Au(111)

surfaces via a variety of atomic arrangements and if the energy of every possible

contact between a given compound and the surface were to be computed, an en-

ergy manifold with many local minima separated by low, medium and high energy

barriers would be found. At room temperature, It should be expected that many

of these minima will be visited in a typical duration of an experiment. To re-

produced such an experimental situation, four different initial configurations were

explored using ab-initio molecular dynamics (MD) at room temperature for each

of the compounds 1-3 in figure 4.1. The initial configurations are shown in figure

4.2. A pyramid-shaped array of gold atoms and gold slab was employed as the top

part of the junction, as a representative model of the STM tip. However, as two

extremes It has been used either a flat surface or a pyramid at the bottom part of

the junction to simulate molecule binding to the substrate either at a terrace (a

flat surface region) or alongside a stepped pyramidal structure (which is in effec-

tive a rougher surface). In all cases, the pyramids are built from 3 layers of gold

atoms. The difference between configurations 1-2 and 3-4, is that in former case,

the pyramid is placed on top of the molecule, and in the latter case is placed aside

of the molecule. To sum up, different combinations of electrode surface models in-

clude either only one pyramid at the top electrode and a flat surface on the bottom

contact or gold pyramids on both the top and bottom electrodes. These junction

configurations lead to different chemical bonding arrangements for each of three

compounds through the two different contact groups (-NH2 and/or -C≡CSiMe3).

The electronic structure calculations and MD were performed using SIESTA.

In the Linear Combination of Atomic Orbitals was used a single-ζ polarized (SZP)

basis set which explicitly included the s, d and diffuse orbitals for the gold atoms

at the electrodes. The choice of a simpler basis set for gold dramatically decreases

the execution time of the simulations and gives results similar to those obtained

with more involved basis sets. It was indeed checked that the transmission of

the studied molecules calculated with SZP+diffuse orbitals on the electrodes was

qualitatively similar and gave the same transmission at the Fermi level as that

obtained with DZP on the electrodes (figure 4.3). However, It was found that, in

order to accurately determine the charge transfer between the electrodes and the

molecule the DZP basis on the electrodes must be included. DZP was therefore
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Conf1

Conf2

Conf3

Conf4

Figure 4.2: the four configurations (Conf) used to start the ab-initio molecular dynamics simu-

lations of each junction for compounds 1, 2 and 3 (left, middle and right columns, respectively).

Blue, green, dark blue, magenta and yellow represents hydrogen, carbon, nitrogen, silicon and

gold respectively.
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temperature measurements and transport calculations

necessary to correctly describe the bonding nature between the molecule and the

electrodes. A double-ζ polarized (DZP) basis set was used for all elements in the

molecule (H, C, N and Si). The density, the potential, the Hamiltonian and the

overlap matrix elements were represented in a real space grid defined with an en-

ergy cutoff of 200 Ry. For the exchange and correlation potential was used the local

density approximation (LDA) as parametrized by Ceperley and Adler [72]. The

molecular coordinates in the gas phase were relaxed until all forces were smaller

than 0.05 eV/Å. The molecules were then placed between the surfaces. The MD

was performed on each configuration using a Nosé thermostat, with initial and

target temperatures set to T = 300 K, and where the distance d between the two

surfaces was kept fixed but gold atoms within the gold pyramids as well as the

atoms in the molecule, were allowed to move freely on each MD step. Note that

DFT computations of molecular conductance usually involve generation of trans-

mission curves for a single relaxed molecular junction configuration. However,

the numerical values of the computed conductance can have a strong dependence

on fine details of the junction geometry, such as the nitrogen-gold or silicon-gold

distances for example, which vary as the MD simulations proceed. A different

approach was therefore pursued here, and by computing over a relatively large

number of MD generated configurations and generating theoretical conductance

histograms such junction-to-junction variations can be included in the computa-

tional result for better comparison to experiment. So, for each configuration 300

molecular dynamics steps, with time step length of 1 fs were allowed. The conduc-

tance was calculated every 10 steps and the resulting values organized to construct

a theoretical conductance histogram. As a consequence, each histogram contains

about 120 conductance values.

The transport calculations (transmission coefficients and conductance) were

performed using GOLLUM code (section 2.4.1). So, the junctions were divided in

three parts: left and right leads and a scattering region (named extended molecule

(EM)). The leads are made of bulk gold electrodes grown along the (111) crys-

tallographic direction. It has been picked as Principal Layer in the leads a cell

containing three atomic layers of 6x6 atoms each. It has been chosen for the scat-

tering region a cell containing the central part of the junction: the surface region

of the electrodes and attached to them, one of the molecules under consideration.

It has been chosen for the surface of each gold (111) electrode five atomic layers

consisting of 6x6 atoms each. By doing so, It is sure a smooth matching of the

leads and the scattering region Hamiltonian. It has been used the Γ point (1 k

point) along the plane perpendicular to the transport direction, which in the case

of gold is enough to achieve convergence. Finally, to correct for the deficient molec-

ular HOMO and LUMO energy positioning and their gap predicted by DFT, It
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Figure 4.3: transmission coefficients for a MD step in configuration 2 and TMSE system (Conf2

and right column in figure 4.1) calculated using SZP+DiffuseOrbitals (black line) and DZP (red

line) as a basis for gold. Note that at Fermi level, the transmission is very similar

has been included the phenomenological spectral adjustment explained in section

2.4.1.

4.3 Theoretical Results

4.3.1 System’s geometry: How the molecules are bonded

to gold electrodes?

The origin of the low variability produced by -C≡CSiMe3 group (the observation of

only a L-conductance group) is proposed to be due to the presence of -CH3 groups,

which limit steric access of the TMSE group to the surface and hence promote a

single L conductance feature. In order to test this hypothesis, initial simulation

of idealized top, bridge and hollow configurations of molecules with -NH2 or -

C≡CSiMe3 groups between flat (terrace) gold surfaces were performed. So as to do

this initial calculation, the equilibrium distance to gold surface in top, hollow and

bridge position (namely, the lowest energy position) was studied. The molecule

with -NH2 or -C≡CSiMe3 groups was placed onto a gold surface on top, hollow

or bridge, varying the perpendicular distance to the surface. In each location,

a relaxation of the coordinates in -CH3 or -NH2 groups were allowed. Finally,

using the geometry at the equilibrium distance the transmission was calculated.

It can be seen in figure 4.4 the result obtained. The values of the conductance

(transmission at Fermi level) differ little across the range of binding configurations
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for the TMSE group (figure 4.4(b)). However, for the -NH2 group the conductance

is very similar for the bridge and hollow configurations (black and red curves,

respectively, in figure 4.4(a)) but it is one order of magnitude smaller for the top

configuration (blue curve). The differences in conductance for the -NH2 group are

mainly due to the dissimilar equilibrium distance for bridge and hollow (2.8 Å)

comparing with top (3.2 Å) unlike -C≡CSiMe3 group where all distances are equal

(4.0 Å)1. This shows that at least on flat terraces the TMSE group reduces the

variability of the conductance measurements.
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Figure 4.4: Transmission coefficients for molecules with both anchor groups being (a) -NH2

and (b) -C≡CSiMe3, calculated between flat gold surfaces, in bridge (black curve), hollow (red

curve) and top (blue curve) configurations at equilibrium distance

The room-temperature MD simulations point out that in some conformations,

the amine anchor group in compounds 1 and 2 binds to the pyramid-like elec-

trode features either through the -NH2 group, via a π-type interaction with the

associated phenyl ring, or through both at the same time. Similarly, compound 1

also binds to the terrace regions on the bottom electrode only via the -NH2 group.

Nevertheless, as noted above, the terrace sites offer multiple different contact ge-

ometries, with the -NH2 group able to bind to a top, a hollow or a bridge gold site,

each of which leads to a different conductance value. The -NH2 results are thus

consistent with a broad conductance distribution or multiple conductance groups.

The TMSE groups in 2 and 3 also bind to the gold atoms at the bottom elec-

trode in several different ways. When the bottom electrode is a terrace, the TMSE

group binds weakly via the methyl groups to the surface. These groups remain

quite inert and keep the silicon relatively far away from the surface. There is no

1The equilibrium distances which are shown here, indicate perpendicular distance between N

(in -NH2 group) or Si (in -C≡CSiMe3 group) and gold surface.
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significant rearrangements of the local silicon geometry. The tetrahedral geom-

etry at silicon and positioning of the methyl groups in contact with the surface

results in the silicon atom being displaced from the surface, at distances greater

than 3.5 Å, and thereby interacting weakly with the Au surface atoms. This long

Si-gold distance gives rise to a decrease in the conductance and to a reduction in

the conductance dispersion. In order to gain a first insight into the nature of the

chemical bonds and check how stable are the junctions, the binding energies for

configurations where the TMSE groups of compound 3 molecules lie in the hol-

low, top and bridge positions of a flat gold surface were computed. These binding

energies are compiled in table 4.1. The first thing that can be said according to

the binding energy results is that all energies are greater than kT at room tem-

perature. So, simple estimates based on the Arrhenius law indicate long stability

times. For these systems the hollow site appears as the most stable configuration.

In simulations where the bottom electrode features a pyramid (figure 4.2, Conf.

2 and Conf. 4) the binding energies are increased by about 150 meV, suggesting

that compound 3 will preferably place itself at irregularities of the surface such

as steps rather than in the middle of the terraces. These findings are in excellent

agreement with the data obtained by Fichou et al. from SAMs of TMSE function-

alised unsaturated hydrocarbons on flat gold substrates [143]. The high binding

energy calculated is consistent with the stability of the films and the evidence of

pit-etching. However, in contrast to the initial proposals, a local five-coordinate

silicon complex, the calculations here indicate a more subtle molecule substrate

interaction.

Table 4.1: Binding energies of a single -C≡CSiMe3 group of compound 3 for differ-

ent positions and configurations. The surface+pyramid configuration corresponds

to cases that model the L-conductance group. The group is considered as either

binding to a ”terrace surface” at either hollow, top or bridge sites, or at a ”surface

+ pyramid” contact(e.g. as illustrated in figure 4.2. right column, Conf. 1, top

contact).

Configuration Hollow Top Bridge

Terrace Surface 0.59 eV 0.40 eV 0.45 eV

Surface + Pyramid 0.74 eV 0.61 eV 0.53 eV

To improve the knowledge about the nature of the molecule-surface interac-

tion, the charge redistribution once the binding is done, has been estimated using

Mulliken Population analysis. Whilst the silicon atom retains its four coordinate,
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tetrahedral configuration, there is a charge transfer from the substrate to the

molecule of 0.4-0.8 electrons, depending on the MD step. Most of this charge goes

to the TMSE groups and is divided equally among them. Inside each group, the

atoms that gain more charge are the hydrogens, which are the ones closer to the

surface, whereas the C and Si do not gain too much charge (∼ 0.1 e− or less each).

A significant junction conductance with compound 3 is nearly always achieved

for a rather specific configuration of the TMSE anchoring group. It happens when

the molecule binds to a pyramid as depicted in Conf. 2 of figure 4.2. A closer

inspection of the geometry junction shows that the -C≡CSiMe3 group interacts

with the flat terrace surface at the base of the pyramid and at the same time with

the Au atoms on the pyramid. In this configuration the methyl groups are oriented

so that the silicon atoms are as close as possible to the pyramid, i.e. the space

between two methyl groups is directed towards the pyramid and close to it. Impor-

tantly, an analysis of Mulliken Population reveals a greater charge transfer than

before between the molecule and the surface (the molecule gains ∼ 0.8-0.9 elec-

trons) and the binding energy increases (maximum binding energy in table 4.1).

This charge transfer increases the ionic character of the bond between the molecule

and the surface. However, in many cases the TMSE group does not interact with

the pyramid, especially when the methyl groups are directed towards it, and these

configurations do not produce a conductance peak in the theoretically-generated

histograms (even at very low conductances). In such situations the charge transfer

is bit smaller and the binding energy is lower and similar to that on a flat surface,

which implies there is no bond between the molecule and the pyramid. In other

words, the methyl groups hinder the silicon-pyramid attachment.

A top view of the -C≡CSiMe3 group and the pyramid in the model of the

L-conductance group is shown in figure 4.5(a). The top view of the Au pyramid

is depicted along with the TMSE group directed in such a way to bring the Si

atom to directly face it (in that figure the Au terrace underlying the Au pyra-

mid is not shown). By contrast, figure 4.5(b) shows a configuration in which a

methyl group rotates towards the pyramid and the Si atom away, producing an

essentially non-conductive configuration. Notice that in the L-conductance group

configuration (figure 4.5(a)) the space between methyl groups is directed towards

a gold atom and the silicon is closer to the pyramid than in configuration of figure

4.5(b). Furthermore, It is found in all MD simulations that, due to the specific

geometrical arrangements imposed on the position of the molecule with respect to

the pyramid by the SiMe3 group, the phenyl rings of the molecular backbone can

not bind in π-fashion to the pyramid, as happened with the -NH2 group.
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(a) (b)

Figure 4.5: A top view of the relative -C≡CSiMe3 group-pyramid arrangements. Blue, green,

magenta and yellow atoms represent hydrogen, carbon, silicon and gold atoms, respectively. In

order to make easier the visualization, only the gold atoms of the pyramid are shown and not

the underlying gold terrace

To sum up, the steric hindrance provided by the methyl groups restricts the

available binding energetics between TMSE groups of compounds 2 and 3 and the

Au electrodes and the bonding between the TMSE group and flat terrace surfaces

and single atom defects is relatively weak, van der Waals-type, with some ionic

character. On the other hand the TMSE group can bind more strongly to the

pyramid model surface, with a slightly larger degree of charge transfer leading to

the stronger interactions, and stabilization of the junction through the resulting

image charge. Thus, when the TMSE group is directed in such a way to allow the

closest approach of the Si atoms to the pyramid, a significant binding energy is

achieved and junction conductance which models the L-conductance group is ob-

tained. The ionic character and image charge stabilisation plays an important role

in the stability and conductance profiles of these structures. The steric bulk of the

methyl groups prevents the close approach of the silicon atom and gold surface,

and the resulting charge separated structures hold some analogy with molecular

frustrated Lewis pairs [144].

4.3.2 Transport Properties

The theoretical conductance histograms for compounds 1, 2 and 3 derived from

the MD simulations are shown in figure 4.6. Note that each of the peaks contains
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contributions from several atomic arrangements, which are classified according to

their gross similarity to the initial snapshots shown in figure 4.2. A breakdown

of these contributions is summarized in table 4.2. The statistics of the simulation

data is limited by the computational cost of the simulations and are not as large as

those obtained experimental but in spite of this smaller statistics, the number of

conductance peaks featuring in the calculated histograms agrees with experimen-

tal results, which are shown in figure 4.7, for each of the three compounds: three,

two and one conductance peaks for compounds 1, 2 and 3, respectively (table 4.2).

The poorer statistics results in a third conductance peak in figure 4.6(a), being

under-developed, although a number of configurations give rise to conductance

values which cluster close to the experimental H group value. It should also be

noted that for the computational data represented in figure 4.6 there is an uncer-

tainty in the choice of bin size which is most suited for generating the histogram.

Nevertheless, the theoretical and experimental position of the conductance peaks

agrees quantitatively for compound 1.

Table 4.2: relative contribution of each of the four configurations shown in figure

4.2 to the conductance peaks shown in figure 4.6.

Compound L-Group M-Group H-Group

1

Conf. 1 (∼60%) Conf. 1 (∼20%) Conf. 1 (∼33%)

Conf. 2 (∼20%) Conf. 2 (∼42%)

Conf. 3 (∼40%) Conf. 3 (∼30%) Conf. 3 (∼8%)

Conf. 4 (∼30%) Conf. 4 (∼17%)

2

Conf. 1 (∼27%) Conf. 1 (∼55%)

Conf. 2 (∼21%) Conf. 2 (∼42%)

Conf. 3 (∼44%)

Conf. 4 (∼8%) Conf. 3 (∼3%)

3

Conf. 1 (∼21%)

Conf. 2 (∼70%)

Conf. 3 (∼9%)

The two theoretical histogram peaks shown in figure 4.6 for compound 2 are

slightly shifted towards smaller values with respect to the experimental peaks.

This may be due to a slightly incorrect placement of the Fermi level with respect

to the HOMO and LUMO orbitals. For compound 3, only those junctions in which

the TMSE group adopts the special position shown in figure 4.5(a) contribute to

the single conductance peak show in figure 4.6(c). Any other configuration yields
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Figure 4.6: Conductance histograms of (a) compound 1, (b) compound 2 and (c) compound

3. Vertical dashed lines correspond to the experimental values (e.g. three conductance groups

for 1, two conductance groups for 2 and one conductance group for 3

conductance values below 107-108 G0. The larger disagreement between the ex-

perimental value and the theoretically-generated conductance peak for 3 is due to
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Figure 4.7: Experimental conductance histograms for the three compounds, reproduced from

[140]
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the rather small values produced from the simulated junction configuration.

In order to gain further understanding on the mechanisms that give rise to

each conductance group the transmission coefficient T(E) as a function of energy

corresponding to a representative data point in each group (L,M,H) is plotted in

figure 4.8. The low-voltage conductance is estimated as T(EF ), where EF is the

Fermi energy. The Fermi level falls roughly in the middle of the HOMO-LUMO

gap in all cases, which means that the junctions fall in the tunneling regime. In

these transmission curves, peaks at negative energies to the left of the gap cor-

respond to HOMO resonances, while peaks on the right of the gap, at positive

energy values, correspond to LUMO resonances.

Figure 4.8: Transmission as a function of energy for a junction comprising (a) compound 1,

(b) compound 2 and (c) compound 3 on a gold surface with pyramids

In the case of 1, enhancement of the conductance from the L to the M and

to the H groups is due to an increase of the transmission in the gap, which in

turn originates from an increase of the width of the HOMO resonance, while the

energy position of the HOMO level itself remains constant. These width changes

come from changes in the hybridization between the HOMO orbitals and the sur-

face gold atoms. Note that, according to the local density of states (LDOS), the

HOMO in all these molecules is spread roughly through the whole molecule and

is affected by the interaction with the electrodes, in contrast to earlier assumptions.
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In the transmission curve for 3 (figure 4.6(c)), the arrangement shown in fig-

ure 4.5(a) corresponds to the L group observed in the experimental measurements.

Although this is labeled as a ”low” contact configuration in the analysis of exper-

imental results (see figure 4.7, compound 3), the conductance of this junction is

higher than other cases observed in the MD simulations of this compound. The

higher relative conductance for this arrangement versus other junction geometries

comes from a competition between two factors. The first is that the resonance

width increases from 5 meV to 8 meV, which enhances the conductance of the

junction and can be traced back to a larger molecular orbital-electrode hybridiza-

tion. In contrast, the second is a shift of the HOMO transmission resonance to

lower (more negative) energies, which serves to decrease the junction conductance.

On balance, the shift in the HOMO resonance cannot compensate for the increased

molecule-surface interactions, and as a consequence the conductance increases.

Transmission curves for junctions formed from compounds 4 (with triisopropy-

lsilylethynyl, -C≡CSiMePri3, anchor groups) and 5 (tert-butylethynyl, -C≡CCMe3,

anchor groups) were also calculated. Figure 4.9 compares the transmission of tri-

isopropylsilylethynyl contacted 4 and trimethylsilylethynyl contacted 3 on a flat

surface and demonstrates the conductance is much smaller for 4. This further

confirms that the use of the very bulky isopropyl groups leads to very low or

no observable conductance. Various configurations for compound 5 starting from

configurations similar to those that gave the L group for 3 were also explored.

Although the transmission curves from 5 resembled those of 3, the conductance

at the Fermi level was 2-3 times smaller. This low conductance indicates that the

tert-butylethynyl group is unlikely to produce junction with significant conduc-

tances in agreement with the experimental observation.

4.4 Remarks

It has been shown here that trimethylsilylethynyl moiety, -C≡CSiMe3, provides a

means to control the range of conductive molecule-metal contacts. Thus, whilst

the TMSE molecules can form weak van der Waals-type contacts with some ionic

character on terraces at top, bridge and hollow sites, the conductance of these

configurations is lower than the detection limits of the experiments. Rather, in

stark contrast to the initial models, contacts at defect sites within a very narrow

range of molecular orientations are necessary to allow an increase of the binding

energy between the TMSE groups and the gold atoms. This enhanced interaction

serves to stabilize the binding of the molecule to the surface through overlaps and a
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Figure 4.9: Transmission as a function of energy for a junction comprising 3 and 4 (solid black

and magenta dashed lines, respectively) on a flat gold surface (without pyramids), calculated

at the equilibrium distances (4.0 Å and 5.0 Å from the Si atom to the surface for 3 and 4

respectively).

image charge or electrostatic model. The net effect on the molecular conductance

comes from the hybridization between the molecular levels and the gold atoms,

which increases the width of the resonances (from 5 meV to 8 meV) and overall

enhances the transmission at the Fermi level.

The very specific molecular orientation necessary for achieving significant molec-

ular conductance results in a single low conductance peak for the TMSE-terminated

compound 3, which contrasts to the multiple conductance features of the amine

terminated group 1. The single conductance feature observed with -C≡CSiMe3

terminated group is similar to conductance values from the L-type contacts on gold

substrates with amine anchor groups. In this respect, the -C≡CSiMe3 group is

a promising, but low conductance, contact group in fundamental studies

of molecular junctions.
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CHAPTER 5

Single-molecule Diodes with

Asymmetric Molecules

5.1 General Introduction

In the framework of electronics, one of the most important elements in the heart

of a circuit is the diode. A diode is a two-terminal electronic component which

allows the current to flow appreciably only in one direction. So, this unidirec-

tional behaviour when a current pass through a diode is used to convert an AC

current into a DC current. This effect is called rectification, and is the most

important functionality that diodes offer. Rectifiers are the most fundamental

components employed for logic circuits and memory cells. Also, diodes are used

as main components in signal limiters, voltage regulators, switches, signal mixers

or signal demodulators. Traditionally, diodes were comprised of metal electrodes

in a chamber evacuated or filled with a pure elemental gas at low pressure but

nowadays, in conventional electronics, most diodes are made with semiconductors

materials such as silicon, germanium or selenium in a p-n junction arrangement.

As It was pointed out on the introduction of this thesis, the use of molecules

as active elements in electronic devices is considered a desirable way to continue

the miniaturization of the components in such devices. Thereby, the search for

molecules capable to provide diode-type behaviour has become a primary goal in
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molecular electronics. But, what is behind a molecular rectifier? Rectification in

a molecular system is usually as a result of two main factors: intrinsic asymmetry

within the molecule and/or asymmetric bonding between the molecules and the

electrodes. There are several ways to provide this asymmetry to the system. On

one hand, the use of asymmetric linker groups or two different electrode materi-

als [145] have proved to give current rectification. On the other hand, intrinsic

asymmetry inside the molecules can derive from a structural asymmetry [146] or

it can be forced by adding dopants at specific parts of molecules [147, 148]. Fi-

nally, a combination of two factors can enhance the rectification performance [149].

To sum up, some kind of asymmetry must be present in the system, and that

asymmetry produce basically two rectifying mechanisms: the donor-σ-acceptor

mechanism, where the electron transport is through either inelastic [1] or elastic

tunneling [150] and the asymmetric position of the molecular levels with respect

to the Fermi level of the leads [151, 152]. In both mechanisms, the non-trivial

potential profile through the molecule, namely, between the electrodes, make that

the molecular states align at different voltage values whether the bias is positive or

negative. As well as this electrostatic influence, another factor could affect to the

states alignment: the population of the molecular levels might depend on the bias

direction.The latest factor is expected to affect in most extent to systems with a

poor coupling and large asymmetry in their couplings [153].

Since the first theoretical proposal for a molecular rectifier [1], many experi-

ments, using different strategies, have successfully reported rectification in molec-

ular systems. Nonetheless, in some cases the rectification ratio (ratio between

forward and reverse current or vice versa) is very low (less than 10) as well as

the conductance and in other, the devices need to operate at very high voltages

(greater than 1 V). In these high voltage regimes the room-temperature stability

of single-molecule junctions can become a limiting factor or the measurement may

become irreproducible. The latest problem was already observed in the earliest

experiments where the alignment of molecular orbitals with chemical potential of

the electrodes under such a high bias causes the molecule to heat reducing the

current after each measurement. Finally, it is worth noting that rectification be-

haviour is generally very sensitivity to the junction structure.

Recently, Latha Venkataraman et al [154] have shown that molecular junctions

comprising symmetric molecules display rectification ratios as large as 200 at volt-

ages relatively small (around 400 mV). Unlike the usual strategies, which used an

asymmetric molecular backbones or an asymmetric molecule electrode linkers to
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get the rectification or a combination of both, Venkataraman and colleges use a

symmetric molecule embedded in a polar solvent, which means that the environ-

ment can play a key role in the rectification behaviour.

But, even though much effort has been devoted to this topic from the exper-

imental side, showing amazing results, the rectifying features of molecular junc-

tions are still not clear enough. In this chapter, a theoretical study of molecular

rectifying systems are going to discuss. The systems are based on a promising

experimental measurements which show high rectification ratios, conductances of

the order of 10−2 − 10−3G0 and nice reproducibility and stability.

The chapter is organized as follows: first, a simple model which shows rectifi-

cation is presented and discussed. This is made from a pedagogical point of view.

Next, the systems under study will depicted and explain, giving the motivation of

that choice. After that, the theoretical results obtained are shown and discussed.

Finally, some remarks and conclusions are given.

5.2 Simple Model

Beyond the donor-σ-acceptor mechanism, one of the simplest models which can

lead to rectification was first proposed by Krzeminski et al [151] and lately de-

velop by Williams, Bratkovski and collaborators [152, 155]. They claimed that

using simpler molecules with some preferential characteristics, a rectification be-

haviour could appear. The model consists of one molecular state slightly above

(lowest unoccupied molecular orbital, LUMO) or below (highest occupied molec-

ular orbital, HOMO) to the Fermi level of the leads, isolated to the electrodes

for asymmetric tunneling barriers. The molecular state is an electroactive unit,

and the asymmetry in the potential profile due to the disimilar barriers will drive

diode-type behaviour in such a system.

This molecular rectifier could be achieved with molecules made by five struc-

tural parts: the end groups which link the molecule to the leads, the insulators

and the conductor part. Such a construction is thought to provide a localized level

in the conductor part, isolated from the electrodes. In most cases, the localized

level will be the LUMO of the molecule, hence the transmission probability should

be resonant close to the energy of the LUMO. A picture of the schematic structure

for the molecular rectifier proposed can be seen in the figure 5.1
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Figure 5.1: Schematic structure of an asymmetric tunneling barrier molecular rectifier.
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Figure 5.2: the basic principle of rectification by asymmetric tunneling barriers. In (a) ε0 is

the energy difference between the LUMO and the Fermi Level. In (b) a negative bias is applied;

the current rises when the molecular state aligns with the right Fermi level at VR. In (c), positive

bias is applied, and the current rises when the molecular state aligns with left Fermi level at VF .

The principle of the molecular rectifier is sketched in figure 5.2. There are two

main parameters which define the rectification features of the molecular rectifier:

the energy difference between the LUMO and the Fermi energy of the electrodes

at equilibrium (named ε0 in figure 5.2(a)) and the ratio of the voltage drops on

the right and left insulating compounds named η. The model assumes that due

to the larger polarizability of the conductor compound, the voltage drop is mostly
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produced on the insulating parts and it is proportional to their respective lengths,

hence η ≈ LRight/LLeft. Employing the convention that the right electrode is

grounded, its Fermi energy can be used as the reference energy. So, when a positive

potential is applied to the left electrode, the states of that electrode shifts to lower

absolute energies. Thus, under negative bias, the Fermi energy of the left electrode

goes down. Because of the non-zero electric field between the leads, the LUMO will

be dragged down too, and the energy shift of that ∆ELUMO is determined by the

parameter η. Under the assumptions made before, the potential drop on the two

insulating barriers have to sum up the total external potential URight +ULeft = V ,

where

URight = (
η

1 + η
)V , ULeft =

V

1 + η
(5.1)

Then, it can be shown that:

∆ELUMO =
η

1 + η
qV , V < 0 (5.2)

So, in the resonant condition, which means ∆ELUMO = ε0, the corresponding

reverse voltage will be:

VR =
1 + η

η

ε0
q

(5.3)

When a negative voltage is applied to the left electrode, both the left Fermi

energy and the LUMO go up in energy. So, for positive bias, ∆ELUMO will be:

∆ELUMO =
qV

1 + η
, V > 0 (5.4)

and hence, in the resonant condition the forward bias is:

VF = (1 + η)
ε0
q

(5.5)

From the above equations, it is clear that there is a difference between the

forward and reverse voltages, their ratio being η = VF/VR. Then, a notable

difference between forward and reverse current will be observed in the voltage

range VR < |V | < VF . The main transport features can be qualitatively explained

using a model of resonant tunneling through a localized state in the barrier. The

current can be written as:

Chapter 5. Single-molecule Diodes with Asymmetric Molecules



88 5.2. Simple Model

I =
2q

h

∫
dE[f(E − qV

2
)− f(E +

qV

2
)]T (E, V ) (5.6)

where the tranmission T(E) at zero temperature is given by (including both

spin directions):

T (E, V ) =
ΓLΓR

(E − ε)2 + 1
4
(ΓL + ΓR)2

(5.7)

being ε the energy of the molecular orbital, which is given by:

ε = ε0 +
η

1 + η
qV (5.8)

and Γi the couplings between the state and left and right electrodes. It is

known that Γi ∝ e−2κiLi , and by cause of this I ∝ e−2κL> , where L> is the length

of the largest tunneling barrier. So, It has been shown that the asymmetry in this

rectification mechanism is controlled by the largest length. In addition, a good

isolation is mandatory to have small broad of the level involved. Nevertheless,

the current fall off exponentially with the length of tunneling barriers. So, all this

things must be taken into account to achieve a nice molecular rectifier.

In order to gain insight into the rectification mechanism explained before, a

simple first-principles calculation has been performed. On it, two gold chains are

bridged by a sodium atom. The calculation were carried out using the nonequilib-

rium Green’s function code SMEAGOL (for more details, see section 2.4.2). That

code compute the electronic density matrix using DFT. It was utilized the local

density approximation for the exchange and correlation energy and potential as

parametrized by Perdew and Zunger (ref. CA). The density, the potential, the

Hamiltonian and the overlap matrix elements were represented in a real space

grid defined with an energy cutoff of 200 Ry. A single-ζ (SZ) basis set including

only s states was chosen for both kind of atoms, gold and sodium. The idea was

to do as simple as possible the calculations, in order to avoid misunderstandings

in the interpretation of the results. A single transverse k -point was used when

performing transport calculations. In figure 5.3 it can be seen the system. Each

chain is built by six gold atoms separated each other 2.9 Å. The sodium atom

has been placed 5.0 Å away from the first chain and 10 Å from the other. The

sodium atom provides a single level, that will possible become a LUMO state as

it is expected to donate its electron to the gold electrodes.
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2.9 Ang. 5.0 Ang. 10.0 Ang.

Figure 5.3: schematic view of the gold-sodium system. Yellow and blue represent gold and

sodium respectively.

The I-V characteristics of the system are displayed in figure 5.4(a). It shows

that for negative voltages, the current rises very quickly until around 0.3 V, and

then reaches a plateau. However, for positive voltages, the current rises very slow,

staying almost flat and smaller than for negative bias. The inverse of rectification

ratio (RR), where the RR is defined as IF/IR, can be seen in figure 5.4(b). Notice

that the maximum rectification is 10 at 0.37 V. This behaviour can be understood

by studying the transmission coefficients of the system and the projected density

of states (PDOS) onto the sodium atom, which are shown in figure 5.5 for some

significant voltage values: -1.40 and -0.35 volts in figure 5.5(a), and 0.35 and 1.40

volts in figure 5.5(b). For the sake of comparison, the PDOS and transmission

coefficients at zero voltage are shown in both figures. It follows that the PDOS at

zero voltage indeed shows a single state at positive energies, confirming that the

sodium state is a LUMO. The transmission curve shows a very wide resonance.

This means that the junction is highly transparent.
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Figure 5.4: (a) I-V characteristics for the gold-sodium system, which shows an asymmetric

behaviour. In the Y-axis, is represented the absolute of the current in amperes, and in the X-axis

the bias voltage in volts and (b) RR for the system

For negative voltages, which means that a positive voltages is applied on the

left electrode and their states shifts to lower energies, the LUMO is dragged to

lower energies too, so the resonance enters quickly in the bias window and as con-
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sequence, the current rises very fast. Nonetheless, for positive voltages, the LUMO

moves to higher energies as the voltage rises, and the peak of the resonance stays

always out of the bias window, in the voltage range studied. It is seen that the

LUMO follows the left electrode. This is evident from the figure 5.6, where the

sodium state energy versus bias voltage is represented. It is clear than that level,

indeed, follows the chemical potential of the left electrode, and enters in the bias

window for negative voltages quickly (green arrow in the figure). This happens

due to the construction of the system and provides the rectification mechanism.
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Figure 5.5: projected density of states onto sodium atom (PDOS) -top panel- and transmission

coefficients -bottom -panel- for (a) -1.40 and -0.35 volts and (b) 0.35 and 1.40 volts. PDOS and

transmission coefficients at zero voltage are shown in both. The zero of the energy is the Fermi

level. Broken vertical lines represent the bias window when the voltage is changing.

The results shown for such a simple system, agrees with Williams’ model.

However, due to the oversimplified construction, η parameter can no longer be

represented as in the assumption made before, and it does not correspond with

the ratio of the tunneling lengths. A glimpse to the figure 5.6 confirms this point,

because it is easy to see that the LUMO state is going to enter in the bias window

for positive bias at some voltage greater than 1.5 V, which is a value much bigger

than the voltage predicted by the recipe η = VF/VR, where η ≈ LR/LL = 2 and

|VR| ≈ 0.17V . Because of the poor isolation of the sodium atom, the potential drop

can not be represented by that parameter. This can be seen in figure 5.7, where is

plotted the voltage drop, i.e. the change in Hartree potential between the case of

zero and finite bias, being the finite bias equal to -1.40 V. It follows that the volt-

age drop is concentrated between the last gold in right chain and the sodium atom.

Chapter 5. Single-molecule Diodes with Asymmetric Molecules



5.2. Simple Model 91

-2,0 -1,5 -1,0 -0,5 0,0 0,5 1,0 1,5 2,0

Voltage (V)

-0,8

-0,6

-0,4

-0,2

0,0

0,2

0,4

0,6

0,8

E
n
e
rg

y
 L

e
v

e
ls

 (
e
V

)

µ
L µ

R

Figure 5.6: Energy of the sodium state (LUMO) versus bias voltage. Stars represent the

energy extracted from the calculation and blue straight line its linear regresion. Red and dark

straight lines represent left and right chemical potentials respectively. Green arrow points out

the voltage value where the state enters in the bias window.

Figure 5.7: The voltage drop for an applied bias of -1.40 V, calculated in a plane going along

the chain.

However, from a qualitatively point of view, knowing how the energy of sodium

state changes with voltage, is easy to recover the previous recipe. Using the equa-

tion for the straight line in figure 5.6, it is obtained VF = 1.56V hence η ≈ 9.17.
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Now, choosing ε0 = 0.15eV , ΓL = 1.210−1eV and ΓR = 1.210−7eV , the current

can be calculated from (5.6) and (5.7), taking into account (5.8). The result is

shown in figure 5.8.

-1,5 -1,0 -0,5 0,0 0,5 1,0 1,5

Voltage [V]

10
-12

10
-11

10
-10

| 
C

u
rr

e
n
t 

 I
 |
 [

A
]

Figure 5.8: IV characteristics for the Ab-Initio calculation (black solid curve) and for the

model of resonant tunneling (red dashed curve).

It shows that there is a nice agreement between Ab-initio calculations and the

tunneling resonant model results, both qualitatively and quantitatively. So, It has

been shown that such a mechanism like the presented here, having one isolated

level slightly lower or higher to the Fermi level, could produce asymmetric IV

characteristics, and therefore, diode-type features in molecular systems. In next

sections, they will be shown results for more realistic systems, where the molecules

belong to the MR family.

5.3 Searching for enhancing rectification ratios

in single-molecule junctions

As it was indicated in latest section, in the fabrication of a nice molecule to im-

plement the asymmetric tunneling barriers rectification mechanism into molecular

electronic systems (see figure 5.1), there is a competition between the asymmetry

of current onsets, which grows linearly with the asymmetry of the lengths and
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therefore with the total length of the molecule, and the resistance of the molecule,

which grows exponentially with its length. This is the typical trade-off problem.

There have been many proposals for the different parts of system 5.1, but one

of the most popular uses thiols as anchor groups, saturated aliphatic chains (CH2)n

as insulators and a phenyl ring as central part. The molecules which are made by

this pieces are named as the MR(m,n) family: HS-(CH2)m-C6H4-(CH2)n-SH. One

molecule belonging to this family is sketched in the figure 5.9. It is thought that

some of these MR molecules could achieve a good balance between rectification

features and conduction. Because of this and the promising results that some

experimental groups have reported recently (for example, the experimental group

headed by Dr. Emanuel Loertscher from IBM and the experimental group headed

by Dr. Florian von Wrochem from SONY Deutschland), here it is going to present

a theoretical study of two MR molecules.

HS

SH

LLeft LRight

Figure 5.9: Schematic structure of the (2,6) member of the MR family.

The molecules under study are shown in figure 5.10. Both are MR(2,5), but

with a small difference in their contacting groups. In the first case, figure 5.10(a),

the end groups are dithiocarbamate group (DTC) in one side and a thiol group

in the other side (named MR(2,5)-asymmetric). In second case, 5.10(b), both end

groups are thiols (named MR(2,5)-symmetric). Such a construction produces in

the first case, not only an asymmetry in the alkyl chains, but also in the contact

groups and it is expected to give some differences in transport features comparing

with the molecule with symmetric anchors.

5.3.1 Computational Details and System geometry

To simulate possible different experimental molecular junctions, several junction

configurations has been explored utilizing the following scheme: as a first step, a

coordinate relaxation in vacuum for each molecule was done. Next, the equilibrium
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(a)

(b)

Figure 5.10: Molecules under study: MR(2,5) with (a) asymmetric and (b) symmetric anchor-

ing groups. Molecules are shown as they would be in the contact configuration, namely, without

final hydrogen atoms. Blue, green, dark blue and yellow represent hydrogen, carbon, nitrogen

and sulphur respectively.

position of each anchoring group respect to the surface was calculated through a

energy minimization, and is taken as the initial position. In figure 5.11 these initial

positions with their corresponding distances between molecule and surfaces and

between gold surfaces, are shown. Finally, the electrodes were opened (from here

on, opening cycle, OC) and closed (from here on, closing cycle, CC) in steps of 0.4

Å (0.2 at each side) allowing coordinates’ relaxation in the molecule, calculating

transport properties in for each step after the relaxation.

Geometry optimization was done using the DFT code SIESTA. Transport cal-

culations were performed using the nonequilibrium Green’s function code SMEAGOL.

For the exchange and correlation potential was used the local density approxima-

tion as parametrized by Perdew and Zunger (CA referencia). The density, the

potential, the Hamiltonian and the overlap matrix elements were represented in a

real space grid defined with an energy cutoff of 200 Ry. A double-ζ polarized (DZP)

basis set was chosen for all atoms in molecules both in the geometry optimization

and transport calculations. For gold atoms either a double-ζ polarized (DZP) ba-

sis set including explicitly the s and d orbitals or single-ζ with only the s orbital

in the valence was used in the geometry optimization and transport calculations

respectively. In order to justify the latest simpler choice for gold, one calculation
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2.5 Å 2.1 Å

21.3 Å

(a)

2.1 Å 2.1 Å

19.6 Å

(b)

Figure 5.11: Initial positions after geometry optimization for MR(2,5) with (a) asymmetric

or (b) symmetric anchoring groups. Blue, green, dark blue, yellow and dark yellow represent

hydrogen, carbon, nitrogen, sulphur and gold respectively.

was done employing as a basis set single-ζ polarized (SZP) including explicitly

s and d orbital, finding no significant change in the main transport results. A

single transverse k -point was used when performing geometry and transport cal-

culations. The coordinates was relaxed, employing a conjugated gradient scheme

(CG), until all forces were smaller than 0.05 eV/Å. For transport calculations, the

junctions were divided in three parts: left and right leads and a scattering region.

The leads are made of bulk gold electrodes grown along the (111) crystallographic

direction. It was taken as Principal Layer in the leads a cell containing three

atomic layers of 4x4 atoms each. In addition, it was chosen for the scattering

region a cell containing the central part of the junction: the surface region of the

electrodes and the molecule attached to them. It has been chosen for the surface

of each gold (111) six atomic layers consisting of 4x4 atoms each. This ensures a

smooth matching of the leads and the scattering region Hamiltonian. It must be

mentioned, that to correct the molecular HOMO and LUMO energy positioning

and their gap predicted by DFT, it has been included the phenomenological spec-

tral adjustment explained in section 2.4.1

In the CC, the electrodes was moved until the distance between them was 17.7
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(a)

(b)

Figure 5.12: Final positions in the OC for MR(2,5) with (a) asymmetric or (b) symmetric

anchoring groups. Blue, green, dark blue, yellow and dark yellow represent hydrogen, carbon,

nitrogen, sulphur and gold respectively. It is worth mentioning that the distance in (a) between

the sulphur in thiol and the gold surface is 4.8 Å.

Å and 16.0 Å for the system with MR(2,5)-asymmetric and MR(2,5)-symmetric,

respectively. The final distances in the OC was 23.3 Å in MR(2,5)-asymmetric

and 22.00 Å in MR(2,5)-symmetric. In both cases, it can be seen that when the

end atom is a thiol, and the coordinates are relaxed, the position of such an atom

is a hollow position which means that the sulphur atoms sits in front of the center

of the triangle pad of the three gold atoms on the Au(111) surface, keeping the

equilibrium distance between sulphur and surface. However, when the end group

is the di-thiol, the position is not so clear, but is placed mostly in a configuration

where one sulphur atoms is on top (sits on gold atom), and the other is on bridge

(sits on a bond between two gold atoms), again keeping the equilibrium distance.

The maintenance of the equilibrium distance is possible thanks to the flexible

character of the molecules under study, which accommodate their backbones to

keep the end groups at roughly the same position. It is worth noting a significant

difference between the geometry in the OC for each molecule. By the end of the

cycle, the MR(2,5)-asymmetric has stuck to the electrode where the DTC groups

is. Notwithstanding, the MR(2,5)-symmetric seems to be placed in the middle of

the two electrodes. This can be appreciated in the figure 5.12. In order to take

into account other possible scenarios, where the MR(2,5)-symmetric is expected to

stick to a lead, in this final position, an energy calculation of the system when the

molecule is moved towards one or the other lead has been done. In figure 5.13(a)

the energy versus position is shown. It can be appreciated that the system has
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Figure 5.13: (a) Energy versus position in the system with MR(2,5)-symmetric at the end of

OC. The zero is the position shown in figure 5.12(b) and (b) position after coordinates relaxation

adopted for the calculations. The distance between left sulphur and gold surface is 5.3 Å

two minimum energy separated by an energy barrier of 815-875 meV. These two

minimum energy positions, correspond to the molecule binding to one or the other

lead. So, due to the symmetric movement of the leads in the OC as well as the

symmetry in its anchoring groups and the fact that in the coordinates relaxation

T→0, the molecule is finally placed in a position which seems to be an unstable

equilibrium position. This position is expected not to occur in real systems, where

even at low temperatures, the fluctuations drive the molecule to one or the other

equilibrium situation. So, the molecule has been placed in one side, in this case

close to the right lead, allowing a new coordinate relaxation. The final position is

shown in figure 5.13

In next section, Theoretical Results, the transport properties which are going

to be shown, belong to the end of CC (named a geometry), the end of the initial

position (named b geometry) and at the end of OC (named c geometry), corre-

sponding in the MR(2,5)-symmetric case to the geometry shown in figure 5.13
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5.3.2 Theoretical Results

MR(2,5)-asymmetric

In table 5.1 are represented the current-voltage characteristics for MR(2,5)-asymmetric

as well as the geometry where they were calculated. These are the three significant

positions mentioned before a, b and c. It follows that for the first geometry, the

current for negative voltages rises very slowly, with a small slope. For positive

voltages, the current has a significant jump at around 0.7 V. Then, the current

reaches a plateau. In the positive branch current is always greater than in the neg-

ative one. However, for the second and third geometries represented, the branch

with larger current is always the negative one. In the middle panel, the current in

the positive branch rises slowly reaching a plateau at around 0.6 V with a small

jump at 1.1 V. For negative voltages, there is a jump at 0.75 V and the current

reaches a plateau, being almost flat until that voltage. Finally, in the bottom

geometry, It can be seen that the current for negative voltages rises very quickly

and reaches its maximum value at a voltage around 0.25 V and then goes down,

showing a small negative differential resistance. For positive voltages, it grows

slowly until around 1.10 V where it seems to saturate.

From the rectification ratio, which are shown in the right panels of table 5.2,

is easy to see that all geometries exhibit rectification, with dissimilar maximum

values at different voltages. In that table, is represented the RR, defined as IF/IR,

for the first and second geometries, and the inverse of the RR for the third geom-

etry. It can be seen that the maximum ratio is 200 at 0.75 volts, 15 at 0.65 volts

and almost 300 at 0.25 volts for a, c and c geometries respectively. In addition,

the absolute of the differential conductance is shown. From that, it can be inferred

that, as it was expected, the maximum differential conductance value goes down

when one moves from first to third geometry, being these values: 10−2G0, 10−3G0

and 10−6G0 for a, c and c geometries respectively. As well as the maximum con-

ductance, the conductance gap, which is defined as the gap between two significant

conductance values, can be obtained. It is found that for a geometry this gap is

bigger than 1.7 volts, being for b geometry ∼ 1.4 V and for c geometry, which as

it has been shown exhibit the largest RR, around 1.0 volts. So, It is seen that the

conductance gap is reduced when the distance between the electrodes gets larger.

In order to analyze the role of the molecular states in Current-Voltage charac-

teristics, the projected density of states onto carbon atoms at the benzene ring and

in the sulphur atoms in thiol and di-thiol as well as the transmission coefficients

have been calculated. First, the focus will be put on the a and b geometries. In
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Table 5.1: Geometry and IV characteristics for MR(2,5)-asymmetric. From top

to bottom, a geometry, b geometry and c geometry. In Y-axis, absolute current

in amperes, and in X-axis voltages in volts.
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Differential Conductance Rectification Ratio
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Table 5.2: Differential conductance (left panels) and rectification ratio, for the

geometries listed in table 5.1. The differential conductance and voltage are given

in Siemens and Volts respectively.
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figure 5.14 the PDOS and transmission coefficients for these geometries are shown.

In panels 5.14(a) and 5.14(b), which correspond to a geometry, It can be seen that

the sulphur states, both for thiol and di-thiol, are spread along a large range of

energies due to hybridization with gold and do not contribute significantly to the

transmission. It is clear that the main features in the transmission are coming

from the benzene. There are two well defined benzene states (see for example

black curve in panel 5.14(a)) placed at around -0.5 eV and -0.8 eV, which in turns

produce sharp resonances in the transmission. This resonances evolve in a dif-

ferent way depending on the bias polarity. This evolution can be better seen in

figure 5.15(a), where is represented the energy of the benzene states as a function

of the applied bias. On the one hand, It is seen that they follow the left chemical

potential. Hence for negative voltages, which means that left chemical potential

goes down in energy, they go to lower energies, while for positive voltages go to

higher energies and so they get closer to Fermi level. It is seen that there is a

clear asymmetry regarding to the voltage where they enter in the bias window.

On the other hand, the coupling of the benzene states either the bias is positive or

negative does not change too much. In order to see how are the couplings, an esti-

mation of the coupling of the benzene states as a function of the applied voltages

has been performed. To do this, a model with Breit-Wigner resonances centered

at two different energy positions has been used. Two asymmetric gammas have

been utilized for each of the resonances. The results can be seen in figure 5.15(b).

The figure shows that Γ1 for both resonances are in the order of 10−2 eV, being

Γ2 for both resonances in the order of 10−4 eV. Furthermore, the model shows

that the couplings are roughly constant. These small couplings produce, as It was

displayed, sharp resonances in the transmission. So, for positive voltages, the first

resonance enters in the bias window at around 0.7 V and It gives an abrupt jump

in the current (right top panel in table 5.1). However, for negative voltages, the

resonance will enter in the bias window at voltages greater than -1.2 V. The local

density of states calculated in a small range around -0.5 eV at zero voltage, can

be seen in figure 5.15(c). It shows that the state responsible of the rectification

is localized in the benzene ring, with some weight in one sulphur in di-thiol and

in two carbon atoms belonging to alkene chains which are closest to the phenyl.

It can be seen, that this state is an isolated state, which preserves in high de-

gree its molecular form. The asymmetric movement of the benzene states can be

attributed, as It was explained in the Simple Model section, to an asymmetric

voltage drop. In figure 5.15(d) a two dimensional plot of the potential calculated

along the molecule is presented. It can see that indeed, there exists the above

mentioned asymmetry. In such case, the potential drop is produced in the alkene

chains (mainly in right alkene, as It was expected), being almost flat in the ben-
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Figure 5.14: projected density of states onto sulphur in thiol (SR), both sulphurs in di-thiol

(SL) and carbon atoms in benzene ring (CBenzene) and transmission coefficients for a geometry

in (a) and (b), and for b geometry (c) and (d); panels represent PDOS and T(E) for -1.2 V

(blue) -0.6 (red) and 0.0 V (black); right panels represent 0.0 V (black), 0.6 V (red) and 1.2 V

(blue). The zero of the energy is the Fermi level at zero voltage. Broken vertical lines represent

the bias window when the voltage is -1.2 or 1.2 volts (blue), -0.6 or 0.6 (red) and at zero voltage

(black).

The case for b geometry is a bit different. In the figures 5.14(c) and 5.14(d) are

shown the PDOS and the transmission coefficients for such geometry. As before,
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Figure 5.15: (a) evolution of the molecular states energy as a function of applied bias voltage

for (a) a geometry. Solid red and black lines represent the electrode chemical potentials, which

are symmetrically shifted by the applied voltage µR(L) = EF − (+)qV/2. (b) an estimation of Γ1

and Γ2 calculated with Breit-Wigner model. The colour code represents: highest energy benzene

state in green (named CBen Right Peak) and lowest energy benzene state in blue (named CBen

Left Peak). (c) local density of states calculated in small range around -0.5 eV at zero voltage.

(d) 2D plot of the voltage calculated along the molecule for -1.2 V. Solid contour are separated

by 0.1 V.

the sulphur states show a high hybridization and do not produce significantly

features in transmission. However in this case, due to hybridization with sulphur

atoms in di-thiol, the benzene presents three well separated states at zero voltage

(black curve in figures 5.14(c) and 5.14(d)). They are placed at -0.25 eV (small

peak) -0.5 eV (the smallest peak) and -0.75 eV (highest peak). As in the previous

geometry, these states evolve differently either the bias is positive or negative.

Again, the benzene states follow the left chemical potential and they go to lower

or higher energies when the bias voltage is negative or positive respectively (see

figure 5.16(a)). Nevertheless, in this case the couplings change a lot with the

bias voltage. As before, an estimation of the couplings, using the same Breit-

Wigner model but with resonances centered at three different energy positions,

has been performed. The Γ′s estimated can be seen in figure 5.16(b). So, coming

back to the figures 5.14(c) and 5.14(d), It can be seen that the highest energy
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resonance evolves from a narrow resonance with almost no tail and a transmission

coefficient ∼ 10−2 to a broad resonance and transmission coefficient ∼ 10−4, which

corresponds with the change in coupling which is shown in figure 5.16(b) (the

larger Γ′s the broadener resonances, and the bigger asymmetry between Γ1 and

Γ2 the smaller the transmission coefficients). Accordingly, for positive voltages

the first benzene state enters in the bias window at a voltage around 0.2 V, but

due to the big width and small transmission coefficient, there is no appreciable

change in the current. Then, the second state enters in the bias window at around

0.5 V, but again, because of the broad resonance, there is a smooth jump in the

current. Finally, at almost 1.0 V, the third state enters an small but sharpener

jump happens. However, for negative due to the no tail of the resonance, the

current is almost a plateau until the the first narrow resonance enters in the bias

window producing a brisk jump in current at around -0.8 V. As a consequence of

this jump, the reverse current becomes larger than the forward current. In figure

5.16(c) the local density of states calculated around the highest energy benzene

state, which means in a small range around -0.25 eV, is shown. It is noted that

in this case, the state is not only localized on the phenyl, but also in both end

groups, in the nitrogen and in the carbon atoms in the alkene chains closest to the

phenyl. So, the state is less isolate than in the previous case. It becomes more like

in the previous geometry for negative voltages, but there is a strong coupling for

positive voltages. The voltage drop calculated as before, is shown in figure 5.16(d).

It can see, that the main voltage drop is still in the alkene chains, but due to the

poorer isolation, there is some drop in the benzene ring. In fact, this could have

been inferred from the slope of the energy versus applied voltage straight lines: in

the former case, namely for a geometry, the slope of the green and blue straight

lines in figure 5.15(a) was ∼ 0.16, being for the b geometry (green, violet and blue

straight lines in figure 5.16(a)) ∼ 0.25, which means that in the latest case, the

benzene states are more affected by the left chemical potential due to the poorer

isolation.

Up to now, It has been shown that rectifying is driven by the benzene states.

However, It is going to show that when the molecule is almost in the break situation

(c geometry), some different states play the key role in rectification mechanism.

In figure 5.17 the PDOS and transmission for c geometry are shown. Again, sul-

phur states in di-thiol are spread due to hybridization, but in this case, because

of the larger distance between the sulphur in thiol and right electrode, the states

of such an atom do not show hybridization and produce narrow resonances in

transmission. The carbon states in benzene ring also present narrow resonances

in the transmission, but in this case, they are placed at lower energies than in

the previous systems. Albeit they also move following the left chemical potential,
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Figure 5.16: (a) evolution of the molecular states energy as a function of applied bias voltage

for (a) b geometry. Solid red and black lines represent the electrode chemical potentials, which

are symmetrically shifted by the applied voltage µR(L) = EF − (+)qV/2. (b) an estimation of Γ1

and Γ2 calculated with Breit-Wigner model. The colour code represents: highest energy benzene

state in green (named CBen Right Peak), middle energy benzene state in violet (named CBen

Mid Peak) and lowest energy benzene state in blue (named CBen Left Peak). (c) local density

of states calculated in small range around -0.25 eV at zero voltage. (d) 2D plot of the voltage

calculated along the molecule for -1.2 V. Solid contour are separated by 0.1 V.

they do never enter in the bias window. In this case, the relevant state comes

from the sulphur in thiol, as it can be seen in the figure 5.17(c) where the local

density of the states calculated around such state is presented. Notwithstanding,

the state is influenced by the right chemical potential, and so the rectification is

in opposite bias polarity. The state is placed, at zero voltage, at around -0.18 eV.

When the voltage is negative, which means that the right chemical potential goes

to higher energies, that state also goes up in energy and enters quickly in the bias

window giving a really abrupt jump in the current (see right bottom panel in table

5.1). This does not happen for positive voltage, because the sulphur state stays

always outside the bias window, as It can be checked in the figure 5.17(d), where

is presented the evolution of the energy as a function of the applied bias.
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Figure 5.17: projected density of states onto sulphur in thiol (SR), both sulphurs in di-thiol

(SL) and carbon atoms in benzene ring (CBenzene) and transmission coefficients for c geometry;

panels represent PDOS and T(E) for (a) -1.2 V (blue) -0.6 (red) and 0.0 V (black) and (b)

0.0 V (black), 0.6 V (red) and 1.2 V (blue). The zero of the energy is the Fermi level at zero

voltage. Broken vertical lines represent the bias window when the voltage is -1.2 or 1.2 volts

(blue), -0.6 or 0.6 (red) and at zero voltage (black). (c) local density of states calculated in small

range around -0.18 eV at zero voltage. (d) evolution of the molecular states energy as a function

of applied bias voltage. Solid red and black lines represent the electrode chemical potentials,

which are symmetrically shifted by the applied voltage µR(L) = EF − (+)qV/2. The colour code

represents: highest energy benzene state in green (named CBen Right Peak), and the sulphur

state in thiol in magenta (named SR).
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MR(2,5)-symmetric

As in the previous case, this section begins showing the current-voltage character-

istics for MR(2,5)-symmetric which are presented in table 5.3. It can be seen that

for a and b geometries, the current-voltage characteristics are very similar. For

positives voltages, they show a jump at around 0.25 V and then they saturate.

This jump is sharper for system b. The current value when they are saturated

is of the order of 510−7A. For negative voltages they grow slowly with a smooth

slope. In the c geometry however, the current for positive voltages has a jump at

a voltage a bit smaller than 0.12 V, and then it goes down, showing negative dif-

ferential resistance. Unlike the positive bias, for negative the current rises slowly

with smooth slope, as in the previous geometries.

As It happened to previous molecule, all geometries show rectification, but in

this case, it grows from a to c and its maximum goes to smaller voltages (see right

panels in table 5.4). The maximum RR is 4 at 0.3 V, 50 at 0.3 V and 300 at 0.14

V for a, b and c geometries respectively. With regard to the maximum differential

conductance (left panels in table 5.4), it follows that for a and b geometries is very

similar ∼ 10−2G0, being for c geometry ∼ 10−4G0. Finally, it must be pointed out

the difficulty to give the value of the conductance gap in a geometry, due to the

fact that the differential conductance is roughly of the same order of magnitude

for both bias polarities. However, it can be said that for b geometry, is ∼ 1.0 V.,

being for c geometry bigger than 1.2 V.
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Table 5.3: Geometry and IV characteristics for MR(2,5)-symmetric. From top to

bottom, a geometry, b geometry and c geometry. In Y-axis, absolute current in

amperes, and in X-axis voltages in volts.

To see the role of the different molecular states in the current-voltage be-

haviour, the projected density of states and transmission coefficients have been

calculated as before. Figure 5.18 shows the PDOS and transmission coefficients

for system a (top panels) and for system b (bottom panels). It is seen that, as

usual, the states of sulphur atoms are spread due to hybridization with gold and do

not contribute to the transmission in any system. Instead of this, the transmission

features are mainly due to benzene states. In both geometries can be appreciated

two benzene states, which are placed at -0.25 eV and -0.62 eV at zero bias voltage
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Table 5.4: Differential conductance (left panels) and rectification ratio, for the

geometries listed in table 5.3. The differential conductance and voltage are given

in Siemens and Volts respectively.
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(see, for example, black curve in figure 5.18(a)). The highest energy state gives

into the transmission, a broad resonance in a which is narrower in b geometry,

while the lowest gives a small narrow resonance in a system, which is not present

in b system. When a negative voltage is applied to the system, benzene states

follow the left chemical potential and they move to lower energies and in turn

the resonances which they produced. For the opposite voltage polarity, they go to

higher energies, getting closer to the Fermi level. So, It is clear from the PDOS and

transmission coefficients, that the behaviour of the resonances is very similar, and

the only difference is the width of such resonances. This can be seen clearer in the

figure 5.19, where the evolution of the energy as a function of applied voltage for

both benzene states, as well as an estimation of Γ1,2 for the highest energy benzene

state is shown for both systems. As before, a model with Breit-Wigner resonances

centered at two different energy positions has been used for Γ′s estimation. From

that figure, is easy to see that, the benzene state moves with left chemical potential

and it is going to enter, in both geometries, at roughly the same positive voltage

∼ 0.25 V. However, as It can be seen in figures 5.19(b) and 5.19(d), even though

the couplings for each geometry are approximately constant as a function of the

applied voltage, there is a difference between them: in a geometry Γ1 ∼ 0.068

eV , Γ2 ∼ 0.0019 eV and in b geometry Γ1 ∼ 0.035 eV , Γ2 ∼ 0.00079 eV, which

means that from a to b, the Γ′s have been divided by 2. This produces a nar-

rowing of the resonance, which in turns enhances the rectification ratio (see right

top and middle panel in table 5.4. Finally, It is worth noting how is the benzene

state which plays the fundamental role in such behaviour. In figure 5.20 can be

seen the local density of states calculated in a around -0.25 eV at zero voltage. It

shows, indeed, that the state is localized in the phenyl ring, being an isolated state.

To finish this section, It is going to be discussed the current-voltage features for

c geometry. In figure 5.21 PDOS and transmission coefficients for such system are

shown. As It happened with the molecule MR(2,5)-asymmetric, in this situation,

close to the break, the rectification mechanism is driven by the sulphur state as It

can clearly seen from the figure. However, unlike the previous one, the molecule

now is linked to the right electrode, and so is the state in the left thiol which plays

the key role. It is worth saying, that due to the fact that MR(2,5)-symmetric has

two stable positions near to the break as It was shown above (link to one or other

electrode), the opposite situation has been studied too. It was found a similar

current-voltage characteristics. The difference was the sulphur state giving reso-

nance, which was the right sulphur state, and the current-voltage characteristics

(and hence RR and differential conductance) which show the opposite behaviour.
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Figure 5.18: projected density of states onto sulphur in right (SR) and left (SL) thiol and in

carbon atoms in benzene ring (CBenzene) as well as the transmission coefficients for a geometry

in (a) and (b), and for b geometry (c) and (d); panels represent PDOS and T(E) for -1.2 V

(blue) -0.6 (red) and 0.0 V (black); right panels represent 0.0 V (black), 0.6 V (red) and 1.2 V

(blue). The zero of the energy is the Fermi level at zero voltage. Broken vertical lines represent

the bias window when the voltage is -1.2 or 1.2 volts (blue), -0.6 or 0.6 (red) and at zero voltage

(black).
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Figure 5.19: in left panels, evolution of the molecular states energy as a function of applied

bias voltage for (a) a geometry and (c) b geometry. Right panels, an estimation of Γ1 and Γ2

calculated with Breit-Wigner model for (b) a geometry and (d) b geometry. In right panels,

solid red and black lines represent the electrode chemical potentials, which are symmetrically

shifted by the applied voltage µR(L) = EF − (+)qV/2. The colour code represents: highest

energy benzene state in green (named CBen Right Peak) and lowest energy benzene state in

blue (named CBen Left Peak).
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Figure 5.20: Local density of states calculated around -0.25 eV at zero voltage for system b.
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Figure 5.21: projected density of states onto sulphur in right (SR) and left (SL) thiol and in

carbon atoms in benzene ring (CBenzene) as well as the transmission coefficients for c geometry.

Left panel represents PDOS and T(E) for -1.2 V (blue) -0.6 (red) and 0.0 V (black); right panel

represents 0.0 V (black), 0.6 V (red) and 1.2 V (blue). The zero of the energy is the Fermi level

at zero voltage. Broken vertical lines represent the bias window when the voltage is -1.2 or 1.2

volts (blue), -0.6 or 0.6 (red) and at zero voltage (black).
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5.4 Remarks

It has been proved that the asymmetric tunneling barriers rectification mecha-

nism is achieved using molecules of the MR family. This molecules exhibit rec-

tification ratios as big as 200 (molecules with asymmetric anchoring groups) and

50 (molecule with symmetric anchoring groups) when the molecule is linked to

both leads. In this regime, the state which drives the rectifications, is one state

localized on the benzene ring and with an energy below to the Fermi energy, so

the conduction is through electron instead of holes. Both molecules show rectifi-

cation ratios as big as 300 when the system is close to the break. In latest case,

the rectification is driven by sulphur state closer to the Fermi level, but still below.

In the MR(2,5)-asymmetric, It has shown that the rectification is bigger in

the studied situation when the distance between the leads was the smallest. In

this situation, the couplings between the phenyl ring and the system were small,

giving narrow resonances. When the distance between the leads gets bigger, the

couplings gets larger too, and the RR becomes smaller. There are a lot of sul-

phur with an energy around the energy of the benzene states, making bigger the

couplings. In the MR(2,5)-symmetric, It in the opposite way. The rectification

gets bigger when the distance between the leads gets larger. This indicate that

due to the different anchoring groups, the mechanism which links the molecule is

different, and produce a change in the RR regime.

Also, It has been shown that the conductance in the geometry and voltage

range where the molecules show the maximum RR is in the order of 10−2G0,

10−3G0 for both molecules, which could serve for future applications. However, in

the case of MR(2,5)-asymmetric, the voltage where It shown the maximum RR is

around 0.75 V, which is still too big for technological applications. Notwithstand-

ing, the use of a voltage gate, which gets closer to the Fermi level the states which

are involved in rectification mechanism may improve the system.

Summarize, It has been reported that the MR family of molecules, indeed

could lead to future applications in molecular electronics technology. Neverthe-

less, some things must be clarified, as for example the rectifying behaviour of such

molecules at room temperature, because the broadening of the resonances when

the temperature is high, could destroy the rectification.
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CHAPTER 6

Exploring New Materials as

Electrodes in Molecular Electronics

6.1 Introduction: Graphene as a possible elec-

trode

Traditionally, the contacts in molecular electronics have been made by noble metal

as for example gold, silver or platinum. However, as It was noted in a previous

chapter (4), the few-particle nature of the contacts in single-molecule devices leads

to a lack of mechanical robustness. It also leads to a large phase space of coupling

configurations, each with a different conductance. The spread in experimental

values of the transport response is overtaken by the use of a statistically averaged

conductance histogram. Because of this reason, much effort has been concentrated

on improving the robustness of the devices by searching and testing new genera-

tions of contact groups [156–158].

In this sense, graphene could replace noble metals as the material for the

electrodes to help solve these key issues. The use of graphene may have several

clear advantages. First, its lack of atomic diffusivity makes each gap geometry

stable over time. Second, graphene’s planar structure nature allows for the visu-

alization of the junctions and possibly a better control over the actual molecule

positioning. Third, compared to the more bulky metallic electrodes, the molec-
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ular junction can be placed closer to a gate; graphene electrodes could lead to a

reduced gate-field screening and therefore to an enhanced gate coupling. Further-

more, the conductance of few-layer graphene is largely gate independent so that

features of the contacted molecules may not be masked by electrodes’ response

to the gate. Recently it was also proven experimentally that stable and gateable

molecular junctions can be formed by depositing molecules on top of a graphene

nanogap fabricated by electroburning, where the molecules’ anchor groups were

probably contacting the edges [159]. Accordingly, graphene is worthy of being

studied as a possible material of choice for a single-molecule electrodes. Notwith-

standing, graphene has its own series of problems which must be overcome. For

example its complex edges morphology, passivation and oxidation states are not

fully characterized yet. In addition, the ability to fabricate nanogaps where gap

length and edge morphology are controlled with almost atomic accuracy is still to

be developed.

In last times, several theoretical papers have proposed bridging graphene elec-

trodes with molecules, whose anchor groups would be chemisorbed to the elec-

trodes’ edges [62,160–162]. However, it was shown that the tribological nature of

graphene edges leads to a large variability in the transport response of such devices.

An alternative approach that avoids edge anchoring was also advanced [163, 164]

where fullerene-based dumbbell wires were physisorbed onto graphene, or molecu-

lar wires were physisorbed onto carbon nanotubes. In addition, by contacting the

molecules deep inside the sheets, trouble related to the size mismatch between the

physical gap and the length of the molecule is avoided from the outset [163]. No-

tice that this strategy cannot be implemented with bulky noble-metal electrodes.

In this chapter, it is going to explore the electronic properties and the low-

voltage electrical response of molecular wires physisorbed onto graphene leads.

Physisorption is a gentler attachment to graphene than chemisorption. The distor-

tion of the geometry and the electronic structure of both molecule’s and graphene’s

contact area is expected to be only moderate and mostly related to screening ef-

fects. Specifically, charge transfer between molecule and electrodes is strongly

suppressed so that the contact-induced dipoles are expected to be small. The

molecular wires which are going to be analyzed have planar anchor groups which

is expected to enhance the mechanical stability of the junctions and provide an

effective conductance averaging. In next section will presented the system under

study as well as the theoretical method. Then, the main theoretical results will

be discusses to finish in last section with some remarks.
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6.2 System Under Study and Theoretical Method

A schematic plot of the single-molecule junction discussed in this chapter can

be seen in figure 6.1. The system is comprised by a trimer molecule made up

of three phthalocyanin units linked by butadiynes, e.g., atomic chains made of

four carbons. The molecule has been placed over two sheets of graphene that

are terminated in armchair configuration passivated by hydrogen atoms in a 1-1-1

sequence, which is predicted to be the most stable reconstruction and passivation

on this kind of edge [?]. The reference distance of the gap length d0 has been cho-

sen so that the central phthalocyanine covers the gap entirely. The height of the

molecule above the sheets, has been chosen doing an energy minimization regard

to the vertical distance. To do this, the vertical distance of the whole molecule

has been varied in steps of 0.2 Å, allowing coordinates relaxation (with the atoms

in graphene fixed) in each distance and calculating the energy. It has been found

that in the minimum energy position, the molecules is placed at roughly the same

height above the sheets, being the distance dh ∼ 3.5Å. So this was the starting

geometry for the calculations.

Reference sheet distance d
0
= 12.8 Å 

z-axis

y
-a
x
is

Figure 6.1: Plot of the single-molecule junction studied. Red, black, green, light-blue and blue

represent carbon and hydrogen in graphene, and carbon, hydrogen and nitrogen in the molecule

respectively.

The calculations has been performed using the DFT code SIESTA. In order

to better described physisorption, the van der Waals functional of Dion etal has

been use for the exchange and correlation potential. The Hamiltonian and over-

lap matrices, as well as the potential and density have been calculated employing

a real-space grid with fineness defined with an energy cutoff of 200 Ry. In the

coordinates relaxation, the atoms were relaxed until the forces were smaller than

0.05 eV/Å. This coordinates relaxation was done utilizing different basis sets (SZ,
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SZP and DZ) finding no significant differences in the final position, which means

that the relaxation is roughly independent of the basis employed. Nevertheless,

the electronic structure is very sensitive to the choice of the basis: it was found

large differences in the transmission and the density of states when the basis set

improved from SZ to SZP and DZ. There are not however many changes in mov-

ing from DZ to DZP, which implies that the electronic structure is well converged

with DZ. In consequence, this basis (DZ) has been used to performed all electronic

structure calculations. The junctions analyzed here are made periodic along the

direction perpendicular (y) to electronic transport (z). Each electrode has ten

principal layers, where each principal layer has two columns of carbon atoms.

This is found enough to accommodate the phthalocyanine molecules on top of

the sheets and ensure that electronic structure converges to the bulk electronic

structure at the leftmost and rightmost layers.

The junction transport properties have been computed using the transport

code GOLLUM. The calculations has been performed utilizing the Γ-point to start

with, and then the convergence of the zero-voltage transmission coefficient T (E)

as a function of the number of transverse k points has been tested. The changes

in transmission coefficients and in the conductance have been discussed when the

molecule is displaced across the plane in directions parallel and perpendicular to

the edges or when the graphene sheets are pulled away or pushed towards each

other.

A Glimpse to the Energy of the Systems

It has been computed the physisorption energy for chemical detachment of this

molecules and it was found energy barriers of the order of 2 eV. It has been also

computed the energy of the system when the gap length is varied in the range

d ∈ (−11.8, 11.2)Å in steps of 0.2 Å. A plot in figure 6.2(a) of the junction energy

as a function of d (e.g., when the electrodes are pulled away or pushed) shows

a minimum at about d ∼ −10.6Å. The existence and position of the minimum

reflects a tradeoff between two opposing factors: hydrogen-passivated edge repul-

sion versus molecule-graphene bonding.

It had been computed previously the energy barriers for phthalocyanine monomers

sliding on top of a infinite graphene sheet. It was found values ∼ 40meV , which

were consistent with a previous calculations [?]. It has been displaced sideways the

trimer in figure 6.1 for fixed d, so that it drifts parallel to the physical gap. Due to

the trimer has two phthalocyanine anchor groups bonded to the sheets as well as
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Figure 6.2: Energy analysis of the junction as a function of (a) the gap length d and (b) as a

function of the lateral displacement dy for several d (in the chart). In the last figure, the energy

curves have been displaced in energy to fit them in the same figure.

two polyyne chains and a third anchor group interacting with the edges, it was ex-

pected energy barriers two or three times bigger that the result for the monomer.

The junction energy, plotted in figure 6.2(b), shows a smooth and periodic vari-

ation of the energy, whose period reflects the underlying graphene lattice. The

energy barriers are of about 0.1 to 0.2 eV, consistent with the previous analysis.

From this energy barriers it can be made a rough estimate of the molecule’s drift

length along the gap, r ∼
√

4Dt, using an Arrhenius equation for the diffusion

constant

D = D0e
−EB/kBT (6.1)

where it is taken D0 ∼ 10−4cm2/s and EB = 0.2eV . It is found that the trimer

would stay fixed at its position for temperatures up to about 100 K, but it should

drift at room temperature. This quick analysis indicates that the trimer junction

would be stable if energy barriers of about 0.5 eV were achieved. Obtaining such

high-energy barriers may be done by attaching suitable side groups, or better

tailoring the anchor groups.
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6.3 Main Transport Results

The Γ-point estimates of T (E) for different gap lengths d are plotted in figure 6.3

at intervals of 1.0 Å 1. The figure shows that the position of the Breit-Wigner

(BW) resonances remains almost constant (see for example, panel (c) at the ener-

gies around -0.9 eV and at energies around 0.1 eV -LUMO-). The same behaviour

has been found for other junctions comprising similar molecules [?]: the energy po-

sition of the BW resonances for a given graphene-based junction does not depend

on the molecule position relative to the physical gap, provided that the bonding

mechanism is by physisorption. This universality could be anticipated: physisorp-

tion carries no charge transfer between the molecule and the sheets, nor associated

dipole moments. This is so, because both sides of each contact are mostly made

up of the same chemical species: carbon. Also, the π − π hybridization between

molecular orbitals and the electrode states is weaker than for the bonds present

in most noble metal/single-atom contacts, and does not have a large impact on

the nature of the molecular orbitals.

The position of the molecular levels of a molecule is not accurately given by

DFT by a number of reason, some of them were pointed out in the section 2.3.4.

As a consequence, the number and position of the true transmission resonances

is expected to be different from those shown in figure 6.3. However, the nature

and position of the true strongly correlated quasiparticle states of the molecule

depend only on the hybridization, the net charge of the molecule, and the screen-

ing provided by graphene. It is noted that these do not change as the molecule

is displaced, because of the physisorbed nature of the chemical bond. It is de-

duced that if it would be possible to compute the true transmission resonances

accurately, then it would be seen that their energy position does not change with

the molecule position. Hence, it can be concluded that the universality of the

energy position of the transmission resonance is robust even if strong correlations

are included.

Figure 6.3 shos that T (E) computed at the Γ-point changes by orders of mag-

nitude at energies placed between two given BW resonances. A closer inspection

indicates that this is so because Fano-like resonances tend to appear at the gaps

between two BW resonances. In contrast to the BW resonances, the energy posi-

tion of the Fano-like resonances shifts as the length of the physical gap changes or

if the molecule is moved around. Because this also happens at the highest occupied

1Direct tunneling between electrodes ceases to exist for d > −4.6Å relative to d0 for the

chosen basis.
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Figure 6.3: Evolution of the Γ-point transmission coefficient T (E) with increasing gap length

d, which varies between -11.8 Å and 10.2 Å relative to d0, in steps of 1.0 Å. Panels (a)-(d)

correspond to curves in the intervals [-11.8 Å, -6.8 Å], [-5.8 Å, -0.8 Å], [0.2 Å, 5.2 Å] and [6.2 Å,

10.2 Å], respectively. The colours of the lines in the order black, red, green, blue, yellow, brown

correspond to increasing d.

Chapter 6. Exploring New Materials as Electrodes in Molecular

Electronics



122 6.3. Main Transport Results

molecular orbital (HOMO)/lowest unoccupied molecular orbital (LUMO) gap, it is

expected that the Γ-point estimate of the low-voltage conductance G = G0T (EF )

should show a wide spread. This is confirmed in figure 6.4 where G features strong

oscillations as a function of the relative molecule/graphene position. Notice that

these oscillations are not strictly periodic as a function of d (see figure 6.4(a)).

In fact, they oscillations cease when the distance between the sheets are smaller

then d ∼ −4.6Å. This is so, because tunneling between two sheet appears such

distances. They are however periodic as a function of dy, as shown figure 6.4(b),

with the period of the graphene lattice along that direction (∼ 4.26Å).
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Figure 6.4: Low-voltage conductance G/G0 as a function of changes in the junction. (a) G/G0

as a function of the gap length d; (b) G/G0 as a function of the transverse coordinate dy. G/G0

is estimated as T (EF ), using only the Γ-point in the k summation.

It has been devised a molecule long enough to bridge the physical electrode gap,

and anchor deep inside the graphene sheets via the planar phthalocyanine groups.

This length requirement puts stringent conditions on the conjugated nature of the

trimer molecule, because the conductance of a molecule decreases exponentially

with its length. Butadiyne chains are an excellent choice as linking groups because

they enhance the molecule’s conjugated nature leading to decay exponents close

to zero [?]. Electrons, however, can be transferred between the graphene sheets

via several paths. They may hope from the sheets to phthalocyanine units or
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to the butadiyne molecules. The different paths lead to destructive interference

effects and therefore to Fano-like resonances in T (E). In order to check this as-

sertion, the transmission of one test system has been performed. The system is

shown in figure 6.5 and comprises two graphene sheets separated by a physical

gap of d ∼ 9.6Å, which ensures that there is no tunneling between these sheets, a

phthalocyanine monomer at vertical distance of dh ∼ 3.5Å, and a third graphene

sheet above the phthalocyanine unit separated by dh ∼ 3.5Å (which means that

the distance between the bottom and the top graphene sheets is dgraph. ∼ 7.0Å).

The graphene sheets have been devised as the previous case, which means that

they are terminated in an armchair configuration passivated by hydrogen atoms

in a 1-1-1 sequence. The same parameters to calculated the electronic structure

as well as the transport properties have been used (means basis set, grid, etc.).

Figure 6.5(b) shows the transmission coefficients when the above sheet is move

a across the z-direction (parallel to transport) in steps of 0.2 Å. It follows that,

as before, the BW resonances are placed at the same energy position, namely,

they are independent of the graphene movement. Notwithstanding, in this case

the transmission between two BW resonances does not change too much. It is

confirmed by plotting the conductance as a function of the displacement, which

can be seen in figure 6.5(c). Notice that in this case, the conductance is in the

same order of magnitude (∼ 108G0). Electrons can only be transferred between

the graphene sheets via one path: through the phthalocyanine molecule.

Now, the impact of the k-points summation on T (E) is going to be analyzed.

Figure 6.6 shows the evolution of the T (E) as the accuracy in the k-point sum-

mation is improved, for two given arrangements. Notice first that the energy

position of the resonances remains the same, which supports the previous claim

on the universality of the BW resonances. Second, teh Fano-like dips (see for ex-

ample in d=7.2 Å at around -1.2 eV) are washed away. It is inferred that electron

conduction through the new open channels dos not suffer destructive interference

effects. Third, clearly many resonances do disappear as more channels are added.

However, the Fano-like resonance for d = 7.2 Å near to the Fermi level does not

disappear and remains almost unaffected even for a large number of k points. This

indicates that only Fano-like resonances whose dip is very close to the Dirac point

survive when the number of k points increases. Computing T (EF ) and therefore

the low-bias conductance is complicated by the fact that strictly speaking only

the k = 0 channel exists asymptotically at EF even for a large number of k points.
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Figure 6.5: Plot of the test junction (a) where red, black, green, light-blue and blue represent

carbon and hydrogen in graphene, and carbon, hydrogen and nitrogen in the molecule respec-

tively; (b) Evolution of the Γ-point transmission coefficient T (E) when the top graphene sheet is

moved across z-direction in steps of 0.2 Å and (c) Low-voltage conductance G/G0 as a function

of changes parallel coordinate dz of the top graphene sheet.

6.4 Remarks

The main result is a remarkably universality in the energy position of the BW

resonances. The energy position of such resonances appearing in the zero-bias

transmission coefficient T (E) does not shift when the molecules are displaced or

when the graphene sheets are pulled away or pushed to vary the physical gap.

However, it was found a large spread in the low-bias conductance G = G0T (EF )

as a function of the molecules’ and electrodes’ relative position, which was at-
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Figure 6.6: T (E) for 1, 4 and 8 k-points for (a) d = -10.8 Å and (b) d = 7.2 Å.

tributed to the energy shift of Fano-like resonances around Fermi level, driven

by the molecule-graphene relative motion. This universality property is a conse-

quence of the isochemical nature of the physisorbed species. It was used a van der

Waals functional that is suited for the problem at hand. It was argued that even if

the energy position of the molecular resonances is fully rearranged by strong cor-

relations, the new spectra should follow the same universality behaviour. In this

sense, it is suggested that the above property could be used to solve the conduc-

tance variability problem inherent to noble-metal based single-molecule junctions.

This is so because the energy position of the transmission resonances may be suit-

able modified by the application of a gate voltage. The energy spectrum may

also be tailored by synthetic chemistry methods. However, contrary to the case of

noble-metal electrodes, a large number of k-points must be used to find accurate

estimates of the low-voltage conductance, which renders theory predictions a del-

icate task.

It was found binding energies for molecule drift parallel to the physical gap of

order 0.1-0.2 eV, which should be enough to provide mechanical stability to the

junction at temperatures below 100 K. The desired room-temperature mechanical

stability of this graphene junctions seems achievable by attaching side groups, or

by increasing the surface area of the anchors. Furthermore, irregularities at the

edges will act as anchoring points. Longer linker groups that those used in the

present study could be synthesized to better avoid graphene’s edges. It would be
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relevant to design the linker groups so as to either tailor or avoid the Fano-like

resonances.
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CHAPTER 7

Final Remarks

This thesis has addressed some of the most relevant issues in molecular electron-

ics. These are the variability problem, the improvement of the molecular diode

effect, the identification of new functionalities based on Quantum Interference

(QI) phenomena and the search for new electrode materials that may improve the

robustness of state-of-art single-molecule devices.

Chapter 3 shows an example of how QI effects can be identified, tuned and

exploited in a single-molecule junction. The key element here is the emergence

of a Fano resonance within the HOMO-LUMO gap. The resonance appears here

because a 3d transition metal ion is inserted inside a planar organic molecule -a

porphyrin-. It was shown how the resonance energy position can be shifted by

swapping the ion across the 3d-row of the periodic table. It was found in par-

ticular how iron, cobal and copper spin-split the electronic transport giving rise

spin-filtering behaviour.

Chapter 4 proposes a route to reduce variability that exploits the steric hin-

drance effect inherent to bulky anchor groups. As a result, the number of possible

atomic arrangements at the electrode/molecule contact is drastically reduced. It

was shown how this phase-space reduction leads to a lower number of conductance

peaks, hence to a reduced conductance variability. This was part of a collabora-

tion work done with the experimental group headed by Pilar Cea and Santiago

Mart́ın (Universidad de Zaragoza) and the experimentaal groupd headed by Si-
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mon Higgins and Richard Nichols (University of Liverpool).

The diode effect became the paradigm of a molecular device functionality since

its initial proposal by Aviram and Ratner. It is frustrating though that after so

may years the best rectification ratios achieved have barely exceeded the tens.

Chapter 5 picks a strategy proposed many years ago by Williams and co-workers,

and shows how by exploiting carefully the molecular details, rectification ratios of

order 200-400 can be achieved. This work is part of a collaboration with the exper-

imental groups headed by Emanuel Loertscher (IBM) and Florian von Wrochem

(SONY).

Chapter 6 describes an initial exploration on the use of graphene as an elec-

trode. It was tried to identify whether graphene could alleviate the variability

problem. To do so, It was used simple molecules with planar anchor groups, that

seen best tailored to the 2d nature of graphene. It was found that the placement

of the Breit-Wigner molecular resonance remains largely constant as molecules

change position. However, It was also found that the transmission changes by

orders of magnitude. This is possibly due to the appearance of Fano resonances

due to multiple electron paths. It was concluded that these paths should be either

eliminated or controlled, depending of the desired goal.

To sum up, the work done in this thesis clearly demonstrates that, even though

the molecular electronics nowadays presents a series of problems, many strategies

have been developed in recent years which show that it could be possible to reach

a molecular nanotechnology.

Chapter 7. Final Remarks
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[130] V. M. Garćıa-Suárez and J. Ferrer, Phys. Rev. B 86, 125446 (2012)

[131] G. Fagas, A. G. Kozorezov, C. J. Lambert, J. K. Wigmore, A. Peacock, A.

Poelaert and R. den Hartog, Phys. Rev. B 60, 6459 (1999)

[132] A. Kambili, G. Fagas, V. I. Fal’ko, and C. J. Lambert, Phys. Rev. B 60,

15593 (1999)

[133] Y. Dubi and M. Di Ventra, Rev. Mod. Phys. 83, 131 (2011)

[134] C. Li, I. Pobelov, T. Wandlowski, A. Bagrets, A, Arnold and F. Evers, J.

Am. Chem. Soc. 130, 318 (2008)

[135] W. Haiss, S. Mart́ın, E. Leary, H. van Zalinge, S. J. Higgins, L. Bouffier and

R. J. Nichols, J. Phys. Chem. C 113, 5823 (2009)

Bibliography



Bibliography 137

[136] M. Kamenetska, S. Y. Quek, A. C. Whalley, M. L. Steigerwald, H. J. Choi, S.

G. Louie, C. Nuckolls, M. S. Hybertsen, J. B. Neaton and L. Venkataraman,

J. Am. Chem. Soc. 132, 6817 (2010)

[137] S. Y. Quek, M. Kamenetska, M. L. Steigerwald, H. J. Choi, S. G. Louie,

M. S. Hybertsen, J. B. Neaton and L. Venkataraman, Nature Nano. 4, 230

(2009)

[138] A. Marchenko, N. Katsonis, D. Fichou, C. Aubert and M. Malacria, J. Am.

Chem. Soc. 124, 9998 (2009)
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