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RESUMEN (en español) 

 
 
Los resultados presentados en esta memoria de tesis usan el conjunto de datos 
completo recogido por el experimento CMS en colisiones protón-protón a energía en 
centro de masas de 7 y 8 TeV, así como los primeros datos proporcionados por el LHC 
a 13 TeV en el verano de 2015. En esta memoria se ha estudiado tanto el Modelo 
Estándar como escenarios de nueva física, en particular, la Supersimetría, que ha sido 
puesta a prueba usando todos los datos disponibles. Rara vez se encuentran procesos 
en el Modelo Estándar que produzcan dos leptones de la misma carga eléctrica en el 
estado final, sin embargo, aparecen de modo natural en diferentes escenarios de 
nueva física. Es por ello que, dicho estado final se ha utilizado para explorar dichos 
escenario y en particular, producción fuerte y electro-débil de partículas 
supersimétricas. Por otro lado, se han usado sucesos con un electrón y un muón de 
distinta carga eléctrica para medir con precisión la sección eficaz de producción de 
pares de quarks top-antitop. Utilizando un método similar se ha realizado la primera 
medida de dicha sección eficaz a una energía en centro de masas de 13 TeV.  
 
En el desarrollo de la memoria, se presenta una descripción de los modelos utilizados, 
del experimento CMS y del acelerador LHC, junto con una descripción de la 
reconstrucción e identificación de observables que se usarán en los diferentes 
estudios presentados en este trabajo.  
 
A continuación, el procedimiento que se ha llevado a cabo para estudiar los procesos 
con dos leptones de la misma carga eléctrica en el estado final y que pueden 
producirse en procesos derivados de modelos más allá del Modelo Estándar. Los 
resultados obtenidos se interpretan en términos de la compatibilidad con las 
predicciones del Modelo Estándar.  Esto ha permitido excluir la presencia de partículas 
supersimétricas, en particular gluinos, con masas por debajo de 1050 GeV/c2 (JHEP, 
1401:163, 2014) . En este contexto, los datos se han utilizado para comprobar la 
posible producción electrodébil de partículas supersimétricas, cuyas secciones 
eficaces son sustancialmente más bajas que las que corresponden a la producción 



                                                                
	

 

fuerte de este tipo de partículas. Al no observar ninguna desviación con respecto a las 
predicciones del Modelo Estándar se ha establecido un límite en las masas de las 
partículas supersimétricas tipo neutralino por debajo de 600 GeV/c2 (Eur.Phys.J., 
C74(9):3036, 2014).  
 
El quark top es la partícula más pesada conocida y se acopla fuertemente al bosón de 
Higgs, por ello, cualquier proceso de nueva física puede mostrarse como una pequeña 
desviación en la sección eficaz de producción de dichas partículas. La producción de 
pares de quarks top-antitop es también el fondo dominante en las búsquedas descritas 
en este trabajo. Se ha determinado la sección eficaz de la producción de top-antitop 
usando la misma muestra de datos que el caso anterior en el estado final con un 
electrón y un muón. Para extraer el valor de la sección eficaz se ha usado un método 
de clasificación secuencial de los sucesos (CMS-PAS-TOP-13-004, enviado a 
publicación). Así mismo se ha realizado una primera medida de la sección eficaz de 
este proceso con los primeros datos recogidos a 13 TeV en 2015 obteniendo un 
resultado en acuerdo con las predicciones NNLO+NNLL de QCD para esta energía en 
centro de masas (enviada a PRL, CMS-PAS-TOP-15-003).. 
 
En el último capítulo, se han explorado las posibilidades que ofrece el Run II del LHC a 
esta nueva energía en centro de masas y se han obtenido los primeros resultados de 
la posible extensión de dichos estudios con respecto a los realizados en el Run I del 
LHC. 

 
RESUMEN (en Inglés) 

 
 
This thesis presented here uses proton-proton collision data collected with the CMS 
experiment at a centre-of-mass energy of 7 and 8 TeV. The four different analysis 
presented in these pages have allowed to both test the Standard Model as well as 
explore new physics scenarios, such as SUSY, that has been pushed to its limits given 
the available luminosity and energy at the time this work has been developed. Same-
sign dilepton events, a very rare signature in the SM, have been used to search for 
new physics and explore new territory, in particular, strong and electroweak production 
of supersymmetric particles has been probed using pp collision data at 8 TeV.  Events 
with opposite-sign, different flavour lepton pairs have been used to accurately measure 
the top-antitop production cross-section using the full luminosity collected at 7 and 8 
TeV. A first measurement at 13 TeV using the first data collected at the higher centre-
of-mass has been also presented. 
   
A general overview of the CMS experiment and the LHC is firstly presented, together 
with a brief description of the objects reconstruction that will be used in the several 
analysis covered in this work.   
  
A first search for new physics beyond the Standard Model with same-sign dilepton 
events is described.  The data are analysed using a set of exclusive search regions, 
targeting strong production of supersymmetry probing signatures both with and without 



                                                                
	

 

third generation squarks. No significant deviation from the Standard Model expectation 
is observed and limits on several new physics models are calculated. With the 
available luminosity and energy, gluinos with masses up to 1050 GeV/c2 are probed. A 
second search using the same final state is designed focusing on the electroweak 
production of supersymmetric particles based on the same dataset. The smaller cross 
section motivates a strategy based on multiple dedicated analysis aiming at different 
regions of the phase space. Results are compatible with the Standard Model and allow 
to probe chargino and neutralino masses up to 600 GeV/c2. 
 
The top quark is the heaviest known particle and it couples heavily to the Higgs Boson 
and therefore any new physics phenomena may show up deviating the cross-section 
value from the one predicted by QCD. top-antitop production constitutes the dominant 
source of background for the search covered in this thesis. Thus, a measurement of 
the inclusive top-antitop production cross section in proton-proton collisions at LHC 
using data samples of 5.0 fb-1 at √s = 8 TeV and 19.7 fb-1 at √s = 8 TeV in the eµ final 
state is presented as part of this work. A cut-and-count technique is used to extract the 
cross section value. As a continuation of this analysis, a first measurement of the tt 
production cross section at 13 TeV is also presented without using b-tagging 
information. Results are in good agreement with recent NNLO QCD calculations.  
 
Finally, having explored extensively the Standard Model together with many new 
physics models with supersymmetric particle production and having found no evidence 
of physics, a complete re-design of the new physics search described in this work 
seems necessary to improve the sensitivity of this search and maximise the reach at 
higher energies. Several developments are already presented in this document, and 
some of the described methods have been already tested and commissioned using the 
first data collected at 13 TeV. Other developments are still under study and they will be 
included in a publication describing the search using the data collected during 2015 at 
a centre-of-mass energy of 13 TeV.    
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Chapter 1

Introduction

What is the world made of and what binds it together? The answer to this question has

been sought by philosophers and scientists for centuries.

One of the most successful answer to this question if the Standard Model of particle

physics, it describes all the known elementary particles and their interactions. It has

been able to explain remarkably well the experimental data over the last 40 years.

However it may not be the end of the story.

The Large Hadron Collider (LHC) and its experiments constitute a unique facility for

testing the Standard Model and beyond. Since its start back in 2010 at a centre-of-mass

energy of 7 TeV, the LHC has performed remarkably well and delivered a proton-proton

collision dataset of about 25fb−1 up to 2012. CMS is a general-purpose experiment

designed and built to study high-energy collisions. The LHC is designed to be a discovery

machine and there are many reasons to believe that new physics resides within its energy

reach. This thesis probes some of the new physics phenomena which may be present at

the TeV-scale.

The search described in this thesis uses the full 2012 dataset collected by CMS at a

centre-of-mass energy of 8 TeV, as well as the first data collected in 2015 at 13 TeV.

Events containing two leptons (electrons and muons) with the same electric charge are

selected. This signature offers a prime search channel for new physics as the expected

background from the Standard Model is very small and many new physics scenarios

predict an enhanced rate of such events. The search is designed to remain as model-

independent as possible.

Two different search strategies were followed in the search described in this work for

the 8 TeV dataset. First, a search including jets in the final state was performed as the

data was arriving and multiple public results were released and presented in conference,
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Introduction 2

once the full luminosity was collected, the search was refined and published. Secondly,

a more dedicated search was performed targeting electroweak production of supersym-

metric particles. This second search was combined with dedicated multi lepton searches

performed by CMS. This combination has also been published.

Having found no evidence of new physics, understanding the Standard Model and mea-

suring precisely any potential deviation, provides an indirect search for new physics.

The top quark is the heaviest known particle and it couples heavily to the Higgs Boson

and therefore any new physics phenomena may show up deviating the cross-section value

from the one predicted by QCD. Also, tt̄ production constitutes the dominant source of

background for the search covered in this thesis and thus a precise determination of the

tt̄ production cross-section is presented in this work.

In 2015, the LHC has restarted and the centre-of-mass energy has been increased to 13

TeV, opening up a great new scenario for new physics searches as higher particle masses

could be reached. A first measurement of the tt̄ production was performed using the

first data collected. Using the same dataset, MC simulation and background estimation

methods for the same-sign search were commissioned.

This work is structured as follows: Chapter 2 describes briefly the theoretical back-

ground. Chapter 3 describes the experimental setup, both the LHC and CMS that was

used for taking the data used in this thesis. Chapter 4 covers the event reconstruction

and a description of the observables that can be measured in CMS. In Chapter 5 the

same-sign analysis techniques used at 8 TeV are described, while the search strategy and

results are shown in Chapters 6 for the search targeting strong production of SUSY and

in Chapter 7 for the search targeting electroweak production. To conclude the 8 TeV

part, a precise determination of the tt̄ production cross-section is described in 8 using

full dataset at 7 and 8 TeV. A first measurement of the tt̄ production cross-section is

also described in this chapter. Chapter 9 describes several new developments for the

same-sign search at 13 TeV search and the commissioning of some of this new methods

using the first data. Finally the conclusions of this work are drawn in Chapter 10.

Conventionally, the energy in particle physics is not measured in Joules, but rather

“electronvolts”, eV. It is defined as the energy gathered by a unit charge in an electric

potential difference of 1 Volt. The LHC physics deals with energies in the range of GeV

to TeV. In addition to this special unit of energy, particle physicists use so called natural

units, in which the Planck constant and the speed of light are set to unity, i.e. h̄ = c = 1.



Chapter 2

Motivation

Particles Physics is a branch of physics that studies the elementary constituents of matter

and radiation and the interactions between them. It is also called High Energy Physics,

because many elementary particles do not appear under normal circumstances in nature,

but can be created and detected during energetic collisions of other particles, as is done

in particle accelerators. The development of Quantum Mechanics at the beginning of

the 20th century, Quantum Field Theory some decades later and finally, the Standard

Model of particle physics, formulated in the sixties, represent major breakthroughs in

our way to understand matters constituents and their interactions. After about 30 years

of extensive testing, the Standard Model is one of the best theories of modern physics

and it has been tested up to a very high precision over a large range of energies and

an agreement at the per mil level with the theoretical predictions has been found. The

Standard Model is briefly described in this chapter, together with its limitations and

resulting need for beyond the Standard Model physics.

2.1 The Standard Model of Particle Physics

The Standard Model (SM), which describes elementary particles and their interactions,

is a successful theory experimentally tested to high precision over the past decades.

However, many unresolved questions suggest it cannot be the ultimate theory of nature.

A wide variety of new physics models have been developed over the year to address some

of the limitations of the Standard Model. Some of these models predict final states with

same-sign dileptons as an experimental signature, which forms the basis of the search

described in this dissertation.

Elementary particles in the SM are divided into two categories: spin-1/2 matter particles

(leptons and quarks) and spin-1 force carriers (gauge bosons). Among the leptons there

3



Chapter 2. Motivation 4

are three charged leptons: electron (e), muon (µ) and tau (τ) and another three, nearly

massless, neutrinos (νe, νµ, ντ ). Quarks can be categorised, as well, based on their

electric charge as they can be up-type (Q = +2/3) and down-type (Q = −1/3). The up-

type quarks include the up (u), charm (c) and top (t) quarks while the down-type include

the down (d), strange (s) and bottom (b) quarks. All matter particles are organised into

three generations as (e νe u d), (µ νµ s c) and (τ ντ b t). The only distinction between the

three generation is the increasingly heavier masses.

The second category of fundamental particles, the gauge bosons, are the force carriers.

The neutral and massless photon (γ) is the carrier of the electro-magnetic force. The

weak interaction which is carried by the heavy W± and Z0 bosons. As the W bosons

carry electrical charge, they interact with each other, as well as with the Z and γ. At

higher energies the electro-magnetic and weak forces become indistinguishable and we

speak of the “electroweak” force. Understanding this transformation, referred to as

Electroweak Symmetry Breaking (EWSB), is a major challenge in high energy physics

today. Eight massless gluons (g) which are electrically neutral but carry color charge

are responsible for the strong interaction. Quarks have color charge, allowing them

to interact through the strong interaction in addition to the electromagnetic and weak

interaction.

The last particle in the Standard Model is the Higgs boson, a neutral scalar particle

which is necessary to give mass to the heavy gauge bosons and the rest of the particles.

The Higgs boson has been discovered recently by the ATLAS and CMS Collaborations

in July 2012 with a mass of 125.09 GeV [1–3].

The particle content of the Standard Model is summarised in Table 2.1 In addition to the

listed particles, charged leptons, quarks, and the charged gauge bosons have associated

antiparticles with opposite electric charge, nearly doubling the particle content. The

neutral gauge bosons are their own antiparticles.

2.1.1 Theoretical Formulation

This section gives a summary of the most important concepts in theoretical formulation

of the Standard Model a more wide description can be found here [5].

The Standard Model is formulated as a quantum field theory whose interactions are

described as the result of local symmetries. Enforcing invariance of a Lagrangian un-

der local symmetries necessarily leads to the introduction of covariant derivatives that

contain additional fields, identified with the interaction bosons from above. The three
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Table 2.1: Summary of the particle content of the Standard Model, including their
mass, spin, and electric charge [4].

Type Name Mass Charge [e]

LEPTONS (spin=1/2)

electron (e) 0.511 MeV -1
electron neutrino (νe) < 2 eV 0
muon (µ) 106 MeV -1
muon neutrino (νµ) <0.19 MeV 0
tau (τ) 1.78 GeV -1
tau neutrino (ντ ) <18.2 MeV 0

QUARKS (spin=1/2)

up (u) 2.3 MeV +2/3
down (d) 4.8 MeV -1/3
charm (c) 1.28 GeV +2/3
strange (s) 95 MeV -1/3
top (t) 174 GeV +2/3
bottom (b) 4.18 GeV -1/3

GAUGE BOSONS (spin=1)

photon (γ) 0 0
W± 80.4 MeV ±1
Z0 91.2 GeV 0
gluons (g) 0 0

HIGGS BOSON (spin=0) Higgs (H) 125.09 GeV 0

fundamental interactions, excluding gravity, contained in the Standard Model are intro-

duced as a local gauge symmetry of the group SU(3)C × SU(2)L × U(1)Y .

As any relativistic quantum field theory it follows Poincare’s symmetry including trans-

lations in time and space, rotations in space, and transformations connecting two uni-

formly moving systems (Lorentz boosts), which leads to the conservation of energy and

momentum and the dynamics of special relativity.

The Strong Interaction

The strong interaction between quarks and gluons is characterised by Quantum Chro-

modynamics (QCD). Is described by an SU(3)C gauge theory rising three color charges

(blue, green and red) and eight independent gluon fields which maintain the local color

invariance. Gluons carry themselves color charge and therefore interact with quarks as

well as with other gluons.

The strength of its coupling constant (αs) depends with the energy scale of the interac-

tion, or to be more precise, on the momentum transfer Q involved in the process:

αs(Q
2) ≈ 1

ln(Q2/Λ)
(2.1)

where Λ is the non-perturbative scale of QCD.



Chapter 2. Motivation 6

A physical implication of this energy dependence is what is called “asymptotic freedom”

and “confinement”. The former entails the decreased interaction strength with increasing

energy, and therefore quarks and gluons can effectively be treated as free particles at

very high energies. The latter implies that color charges exhibit anti-screening and the

strength of the interaction increases with distance from the charge. Meaning that it is

impossible to have free quarks or gluons as it will always be energetically preferable to

create new color charges from the vacuum to make them color-neutral. Hence, quarks

only show up in color neutral states, either in groups of three (baryons) or as pairs of

quarks and anti-quarks (mesons). At the high energies of the LHC, quarks and gluons

can be treated as free particles. However, due to confinement, they will not appear

as free particles in the detector. Instead, they appear as collections of stable hadrons,

known as “jets”. The process of forming hadrons from the initial quarks and gluons is

called hadronization.

What further distinguishes Quantum Chromodynamics (QCD), in a purely calculative

sense, from other field theories are the relatively high coupling constants that are rising

with falling energy scales of the interaction. This implies that the perturbation theory,

breaks down at low energies and we are unable to use it to calculate physical quantities

even though we seem to know the underlying theory very well. In practice, it means

that we are able to calculate to a certain degree of precision the hard interaction in a

particle collision, but are forced to employ empirical hadronization models to describe

the further evolution from intermediately free color charges to bound and stable states

of mesons and baryons.

The Electroweak Interaction

The electromagnetic interaction, which acts on all charged particles and it is mediated

by the photon, is described as a quantum field theory subjected to a local U(1) gauge

symmetry, resulting in the highly successful theory of quantum electrodynamics (QED).

The weak interaction is mediated by the W± and Z0 bosons and acts between quarks

and leptons and it allows flavour-changing transitions of quarks and leptons. The weak

interactions were not fully described until Glashow, Salam, and Weinberg in the 1960s

developed the theory of the electroweak interaction, in which the electromagnetic and

weak forces are unified.

The electroweak interaction is described by the SU(2)L × U(1)Y . Electrically charged

fermions appear both left and right-handed states, the weak interaction also distinguish

between left and right handed states. Only the left-handed fermions interact with the
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Table 2.2: Left-handed and right-handed fermions together with their charge (Q),
hypercharge (Y ) and third component of the hypercharge (T3).

Generation Quantum Numbers
I II III Q Y T3

(
e
νe

)

L

(
µ
νµ

)

L

(
τ
ντ

)

L

−1
0

1/2
+1/2
−1/2

eR µR τR -1 0 0

(
u
d

)

L

(
c
s

)

L

(
t
b

)

L

+2/3
−1/3

1/2
+1/2
−1/2

uR cR tR +2/3 0 0
dR sR bR −1/3 0 0

SU(2)L gauge fields, they are organized in SU(2) doublets, while the right-handed states

are singlets, as shown in Table 2.2.

Electroweak Symmetry Breaking

For many years, one of the main problems of the SM was how to introduce the mass of

the standard particles into the theory. The weak vector bosons, for example, are massive

particles, but putting terms into the Lagrangian that directly give them a mass would

break the underlying symmetry that was so elegantly used to introduce them in the first

place. The solution is to break the electroweak symmetry in a spontaneous way. The

Lagrangian remains invariant but the ground state, the vacuum, is not invariant under

the gauge symmetry.

Spontaneous electroweak symmetry breaking is governed by the Higgs mechanism. An

additional complex scalar field (φ) doublet is introduced. The symmetry breaking occurs

as the field φ adquires a vacuum expectation value (vev):

〈φ〉 =
1

2

(
0

v

)

Once the Higgs field acquires a vev, the gauge bosons gain mass through interactions with

the Higgs field. There are now three vector fields representing massive gauge bosons,

W±µ and Z0
µ, and a fourth vector field, Aµ, orthogonal to Z0

µ which remains massless and

can be interpreted as the photon. For the same reason, quarks and charged leptons also

gain mass when interacting with the Higgs boson.
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The complex scalar field doublet which is added to the SM Lagrangian can be written

in terms of four real scalar fields. Three of the fields are absorbed to generate mass

to the heavy gauge bosons while the fourth emerges as a new massive scalar boson,

the Higgs boson. The mass of the Higgs boson is not predicted by the theory and has

to be experimentally determined. After the Higgs discovery by CMS [3] and ATLAS

Collaborations [1], both collaborations have been working together to conclude that the

Higgs boson has a mass of 125.09 ± 0.31 GeV [2].

2.1.2 Limitations of the Standard Model

The SM is a very successful theory that has been tested experimentally very precisely.

However, many fundamental questions remain unsolved.

The more evident shortcoming of the SM as a complete theory of all elementary particles

and fundamental interactions is that it does not include gravity. General relativity

successfully describes gravitational dynamics on astrophysical scales, however is seems

negligible at the distance scales studied in particle physics. Attempts have been made

to incorporate gravity inside at quantum level, so far without success.

Another open question comes from the nature of the electroweak symmetry breaking.

Do multiple Higgs bosons and charged Higgs bosons exist? Also, the mechanism of

electroweak symmetry breaking is related to a particularly severe problem of the SM

from the theoretical point of view: the “hierarchy problem”. The basis is that in the

SM, when expanding its contributions in perturbation theory one encounters divergent

corrections from loop diagrams [6]. However, in order to get a mass compatible with

recent measurements, these corrections have to cancel mutually to a great extent. The

SM does not provide any mechanism by which to protect the Higgs mass from these

corrections, so we are left with the unsatisfactory assumption that the parameters just

happen to be very finely tuned to yield a low value for the mass, which seems fairly

unnatural [7, 8].

Other intriguing question the Standard Model does not provide an answer is what causes

the matter/antimatter asymmetry observed in the universe. Three conditions were pos-

tulated by Sakharov [9] to be fulfilled to allow for this asymmetry: baryon number

violation, C- and CP-symmetry violation, and interactions having the previous two fea-

tures that fall out of thermal equilibrium. The Standard Model provides no source for

CP-violation which is strong enough to explain the observed asymmetry.

Another unsolved questions come from the field of cosmology. From astrophysical obser-

vations, there are strong evidence for dark matter [10]. The most common explanation
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consistent with observations is that dark matter is made of stable neutral particles. From

cosmic microwave background measurements the density of the dark matter can be in-

ferred as well as its non-relativistic nature (cold dark matter). The only stable, neutral

particles within the standard model are the neutrinos and they are not compatible with

these observations. Therefore, a new theory beyond the SM would be needed to provide

a weakly interacting massive particle (WIMP) that would serve as a candidate for dark

matter.

2.2 Physics Beyond the Standard Model

Over the years, many models have been developed starting from the Standard Model

to try to explain as many of these open questions discussed before. Many theoretical

models have been postulated that could potentially solve some of these problems where

the Standard Model has failed to provide an answer to. With the LHC restart in Jun

2015, the quest for such new physics models beyond the Standard Model has started.

2.2.1 Supersymmetry

One of the most beloved theory that may cover most of the questions the Standard

Model fails to solve is the so called Supersymmetry. A very brief description is covered

here, for a more detailed and rigorous presentation of the theory, please refer to the

primer of Martin [8]. The reader may also want to refer to Pape and Treille’s review

[11] covering the topic from an experimental perspective.

Taming divergences, solving the hierarchy problem.

While the SM keeps a clear distinction between the matter particles (fermions) and the

force carriers (bosons), Supersymmetry [12] introduces a symmetry by associating each

fermionic state of the SM to a bosonic state in the same multiplet and vice versa. In

the simplest SUSY version, called the minimal supersymmetric standard model (MSSM)

[13] a scalar superpartner is associated with each SM fermion and a fermionic superpart-

ner to each vector boson. An important consequence of this doubling of states is that

it tames the divergences of quantum corrections to the Higgs mass. In supersymme-

try,the contributions from SM fermionic loops are exactly compensated by opposite sign

contributions from their bosonic superpartners and vice versa, canceling the quadratic

divergences.
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SUSY breaking

As it happens in the SM, the symmetry introduced by SUSY must be broken somehow,

however, the mechanism which breaks supersymmetry and yields to particle masses is

unknown. The most general formulation of SUSY introduces 105 parameters, in addition

to the 19 of the SM. Some of them are severely limited, as they would induce flavour

changing neutral currents (FCNC) or CP violation at an unacceptable level. More

simple models with less parameters have been postulated to try to derive experimental

constrains.

Unification

All three coupling “constants” of the SM gauge group have been known with great

precision at the Z0 scale. This couplings vary their strength with the energy scale at

which they are evaluated. This energy dependence suggested that a unification of the

coupling might be possible at some high energy scale, leading to a grand unification of

the gauge groups, unfortunately LEP data ruled out this possibility. On the other hand,

if superpartners with masses in the TeV scale are included, the slopes of the evolution

are changed accordingly and the couplings meet at a scale of about 2× 1016 GeV [14].

SUSY Particle Spectrum

The MSSM introduces one superpartner for each SM particle that is only distinguished

by its spin. Matter particles (fermions) of spin 1/2, quarks and leptons, get coupled

with scalar spin 0 sparticles, called “squarks” and “sleptons”. Gauge vector bosons of

spin 1 acquire fermion partners of spin 1/2 , called the gauginos.

In the SUSY context we need at least two Higgs doublets to generate the masses, this

results in at least four scalar Higgs bosons in the MSSM, two of which are charged.

Their mass eigenstates are: h0, H0, A0 and H±. Their supersymmetric partners are

called higgsinos and carry spin 1/2.

Gauginos and Higgsinos are mixed up together to form mass eigenstates: four neutral

and four charged fermions, called “neutralinos” and “charginos”.

By convention, supersymmetric particles are denoted by a tilde over the corresponding

particle symbol, e.g. a smuon would be denoted by µ̃ and the gluino would be g̃, the

neutralinos and charginos are denoted by the letter χ and are numbered in order of

ascending masses: χ̃0
1,2,3,4 and χ̃±1,2.
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Dark Matter Candidate

The SM particles are distinguished from their superpartners by a quantum number,

called R-parity [15], which is considered to be +1 for ordinary particles and -1 for

superpartners. If it is assumed that R-parity is conserved in the interactions, SUSY

particles can only be produced in pairs, and their decay will always involve another

SUSY particle, and finally, at the end of the decay chain, the lightest supersymmetric

particle (LSP) that has to be stable. This provide an excellent candidate for the dark

matter in the universe as it is a massive, neutral and weakly interacting particle.

2.2.2 Experimental Signatures

Same-sign dileptons constitute a powerful experimental search channel for discovering

supersymmetry [16], this signature, although heavily suppressed in the SM, can appear

naturally in many new physics scenario and in SUSY in particular. Events containing

same-sign dileptons may be produced for example through a cascade decays of gluino

pair production or from chargino-neutralino production as depicted in Figure 2.1.

P1

P2

g̃

g̃

t

t

χ̃0
1

χ̃0
1

t

t

(a)

P1

P2

χ̃±
1

χ̃0
2

ν̃

ℓ̃

ℓ

ν

χ̃0
1

χ̃0
1

ℓ

ℓ

(b)

Figure 2.1: Feynman diagrams illustrating like-sign dilepton production through
gluino pair production if two top quarks decay leptonically (2.1a) and direct chargino-

neutralino production (2.1b).

Although this work is focused on supersymmetry, there are many alternative models that

can produce same-sign dileptons in the final state such as universal extra dimensions

[17–19], production of T5/3 particles (fermionic partners of the top quark) [20], heavy

Majorana neutrinos [21] or same-sign top-quark pair production [22, 23].

2.3 Simplified Models for LHC New Physics Searches

Since the beginning of the data-taking back in 2010, both CMS and ATLAS have been

probing new physics beyond the reach of any past experiment. With this early searches
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at the LHC it is crucial to determine whether certain classes of new physics can evade

existing searches, but still be detected with newer techniques. It is also important to

understand the physical implications of the new-physics searches, either with or without

evidence.

Simplified models [24], involving relatively few particles and decay modes, provide a

foundation for assessing the impact of existing searches, and how they can be extended or

better optimized. In addition, they could be also a useful starting point for characterizing

any evidence for new physics.

Every model of new physics is defined by a effective Lagrangian at the TeV-scale that

describes particles and interactions. A simplified model is designed to involve only a

few new particles and interactions. In many cases they can be considered as limits

of more general new physics scenarios. Simplified models are described by a small

number of parameters directly related to collider physics observables: particle masses

(and their decay widths, which can sometimes be neglected), production cross-sections,

and branching fractions.

Simplified models are still model-dependent, however they avoid some of the drawbacks

of model-dependence. The sensitivity of any new-physics search can be studied and

presented as a function of the few parameters of the simplified model and in particular

over the full range of new particle masses. Though defined within a simplified model,

these topology-based limits also apply to more general models giving rise to the same

topologies.
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The LHC and the CMS

experiment

3.1 The Large Hadron Collider

The Large Hadron Collider (LHC) [25] is the world’s largest superconducting circular

proton-proton accelerator and collider, built by the European Centre of Nuclear Research

(CERN) and hosted in a 27 km underground tunnel it was design to collide two beams

of protons at a centre-of-mass energy of 14 TeV with an instantaneous luminosity of

1034cm−2s−1.

The first operations of the LHC machine started back in 2009. In spring 2010 operations

at 3.5 TeV per beam started and by the end of the year CMS was able to collect

36pb−1 of data; the operation at that energy continued until the end of 2011 and during

such period the LHC delivered 4.8 fb−1 of physics data to the experiments. In 2012 the

beam energy was increased to 4 TeV per beam, with an instantaneous luminosity close

Table 3.1: Key design parameters of the LHC machine

Parameter Value

Circumference 26.659 km
Maximum beam energy 7 TeV
Dipole magnet field (at 7 TeV) 8.33 T
Dipole electrical current (at 7 TeV 11850 A
Peak luminosity 1034cm−2s−1.
Number of bunches 2808
Minimum bunch spacing 25 ns
Number of protons per bunch 1.15× 1011

Number of pp collisions per bunch crossing 20
Magnet operating temperature 1.9 K

13
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to 6.5× 1033cm−2s−1, allowing the detector to deliver more than 23 fb−1 by the end of

the year. In Figure 3.1 the delivered luminosity versus time for 2010, 2011 and 2012 pp

data is shown.

1 Apr
1 M

ay
1 Ju

n
1 Ju

l
1 Aug

1 Sep
1 O

ct
1 N

ov
1 D

ec

Date (UTC)

0

5

10

15

20

25

T
o
ta

l 
In

te
g

ra
te

d
 L

u
m

in
o
s
it

y
 (
fb
¡
1
)

£ 100

Data included from 2010-03-30 11:21 to 2012-12-16 20:49 UTC 

2010, 7 TeV, 44.2 pb¡1

2011, 7 TeV, 6.1 fb¡1

2012, 8 TeV, 23.3 fb¡1

0

5

10

15

20

25

CMS Integrated Luminosity, pp

Figure 3.1: Delivered Luminosity versus time for 2010, 2011, 2012 (p-p data only).
Cumulative luminosity versus day delivered to CMS during stable beams and for p-p

collisions. This is shown for 2010 (green), 2011 (red) and 2012 (blue) data-taking.

In 2011 and 2012 the LHC was operated a bunch spacing of 50 ns, and therefore a

capacity of 1400 colliding bunches. Considering instantaneous luminosity values and

the cross section for inelastic pp collisions, one would expect 10-36 interactions per

bunch crossing. This pile-up of multiple interactions poses significant challenges to the

trigger, event reconstruction and analysis, as it increases significantly the complexity of

the events, for example, an event with 15 simultaneous interactions yield to a total flux

of particles similar to a tt̄ event.

In 2015, the LHC started its operation, firstly with a bunch spacing of 50 ns, and

then with a 25ns bunch spacing and with a nominal instantaneous luminosity of 5 ·
1033cm−2s−1. Delivering around 1 fb−1 to both CMS and ATLAS by the 25th of Septem-

ber as seen in Figure 3.2.
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Figure 3.2: Delivered Luminosity versus time for 2015 (pp data only). Cumulative
luminosity versus day delivered to ATLAS (red), CMS (green) and LHCb (brown)

during stable beams and for p-p collisions.

3.2 The CMS experiment

The Compact Muon Solenoid (CMS) detector [26] is a general-purpose experiment in-

stalled at Point 5 of the LHC ring. CMS is designed to fully exploit the physics reach

of the LHC. After the discovery of the Higgs Boson the CMS physics program has been

focused in exploring the new energy and luminosity regime to search for new physics

that may help to complete the picture of elementary particle physics.

The CMS detector meets the following requirements: good muon identification and

momentum resolution over a wide range of momenta and angles, good dimuon mass

resolution (≈ 1% at 100 GeV), and the ability to determine unambiguously the charge

of muons with p < 1 TeV; good charged-particle momentum resolution and reconstruc-

tion efficiency in the inner tracker. Efficient triggering and offline tagging of τ ’s and

b-jets, requiring pixel detectors close to the interaction region; good electromagnetic

energy resolution, good diphoton and dielectron mass resolution (≈ 1% at 100GeV),

wide geometric coverage, π0 rejection, and efficient photon and lepton isolation at high

luminosities; good missing-transverse-energy and dijet-mass resolution, requiring hadron

calorimeters with a large hermetic geometric coverage and with fine lateral segmentation.

To achieve the above goals, CMS uses a large superconducting solenoid magnet that

envelopes a large silicon tracker and both electromagnetic (ECAL) and hadronic (HCAL)

calorimeters. Outside the solenoid there is an iron yoke to control the magnetic flux
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Figure 1.1: A perspective view of the CMS detector.

to measure precisely the momentum of high-energy charged particles. This forces a choice of
superconducting technology for the magnets.

The overall layout of CMS [1] is shown in figure 1.1. At the heart of CMS sits a 13-m-
long, 6-m-inner-diameter, 4-T superconducting solenoid providing a large bending power (12 Tm)
before the muon bending angle is measured by the muon system. The return field is large enough
to saturate 1.5 m of iron, allowing 4 muon stations to be integrated to ensure robustness and full
geometric coverage. Each muon station consists of several layers of aluminium drift tubes (DT)
in the barrel region and cathode strip chambers (CSC) in the endcap region, complemented by
resistive plate chambers (RPC).

The bore of the magnet coil is large enough to accommodate the inner tracker and the
calorimetry inside. The tracking volume is given by a cylinder of 5.8-m length and 2.6-m di-
ameter. In order to deal with high track multiplicities, CMS employs 10 layers of silicon microstrip
detectors, which provide the required granularity and precision. In addition, 3 layers of silicon
pixel detectors are placed close to the interaction region to improve the measurement of the impact
parameter of charged-particle tracks, as well as the position of secondary vertices. The expected
muon momentum resolution using only the muon system, using only the inner tracker, and using
both sub-detectors is shown in figure 1.2.

The electromagnetic calorimeter (ECAL) uses lead tungstate (PbWO4) crystals with cov-
erage in pseudorapidity up to |h | < 3.0. The scintillation light is detected by silicon avalanche
photodiodes (APDs) in the barrel region and vacuum phototriodes (VPTs) in the endcap region. A
preshower system is installed in front of the endcap ECAL for p0 rejection. The energy resolution

– 3 –

Figure 3.3: A perspective view of the CMS detector

return with multiple layers of muon detectors installed in it. A schematic view of the

CMS detector is presented in Figure 3.3. In the rest of this chapter I will describe briefly

each of the subdetectors. A more detailed description can be found in [26] and [27].

Coordinate System. The coordinate system adopted by CMS has the origin centred

at the nominal collision point inside de experiment, the y-axis points vertically upward,

and the x-axis points radially inward toward the centre of the LHC. Thus, the z-axis

points along the beam direction toward the Jura mountains from LHC Point 5. The

azimuthal angle φ is measured from the x-axis in the x-y plane and the radial coordinate

in this plane is denoted by r. The polar angle θ is measured from the z-axis. Pseudo-

rapidity is defined as η = −ln tan(θ/2). Thus, the momentum and energy transverse to

the beam direction, denoted by pT and ET , respectively, are computed from the x and

y components. The imbalance of energy measured in the transverse plane is denoted by

Emiss
T .
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3.2.1 Tracking System

The tracker is the innermost sub-detector. It allows CMS to reconstruct the trajectories

and momenta of the charged particles that emerge from the interaction point as well as

the position of the primary and displaced vertices for rejecting additional interactions

and to reconstruct objects with significant lifetimes such as b-jets. The high granularity

and the large number of tracker layers allow to provide an efficient reconstruction of

every single collision. A schematic cross section of the inner detector is shown in Figure

3.5.

3.2. The CMS Detector 29

density of active material is required to effectively reconstruct individual tracks from a
background of upwards of 1000 charged particles produced in LHC bunch crossings.
Note that all tracking detector systems are based on the interaction of charged particles
with some active material, i.e. they cannot give information on neutral particles.

The CMS tracking system is composed of two distinct parts: an inner pixel detector, and
an outer silicon strip tracker, with an overall pseudorapidity coverage up to |h| < 2.5
[35, 36]. The pixel detector consists of a total of 66 million individual 100 ⇥ 150 µm2

pixels in three barrel layers at radii of 4.4, 7.3, and 10.2 cm and two endcap disks at
z = ±34.5 cm and z = ±46.5 cm on each side. Figure 3.3 shows a schematic view of
the tracker layout and its organizational components. Covering a surface of about one
square meter its geometry allows for the measurement of three hits over almost the
entire pseudorapidity range.
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Figure 3.1: Schematic cross section through the CMS tracker. Each line represents a detector
module. Double lines indicate back-to-back modules which deliver stereo hits.

layers 5 and 6. It provides another 6 r-� measurements with single point resolution of 53 µm and
35 µm, respectively. The TOB extends in z between ±118cm. Beyond this z range the Tracker
EndCaps (TEC+ and TEC- where the sign indicates the location along the z axis) cover the region
124cm < |z| < 282cm and 22.5cm < |r| < 113.5cm. Each TEC is composed of 9 disks, carrying
up to 7 rings of silicon micro-strip detectors (320 µm thick on the inner 4 rings, 500 µm thick
on rings 5-7) with radial strips of 97 µm to 184 µm average pitch. Thus, they provide up to 9 �
measurements per trajectory.

In addition, the modules in the first two layers and rings, respectively, of TIB, TID, and
TOB as well as rings 1, 2, and 5 of the TECs carry a second micro-strip detector module which is
mounted back-to-back with a stereo angle of 100 mrad in order to provide a measurement of the
second co-ordinate (z in the barrel and r on the disks). The achieved single point resolution of this
measurement is 230 µm and 530 µm in TIB and TOB, respectively, and varies with pitch in TID
and TEC. This tracker layout ensures at least ⇡ 9 hits in the silicon strip tracker in the full range of
|� | < 2.4 with at least ⇡ 4 of them being two-dimensional measurements (figure 3.2). The ultimate
acceptance of the tracker ends at |� | ⇡ 2.5. The CMS silicon strip tracker has a total of 9.3 million
strips and 198 m2 of active silicon area.

Figure 3.3 shows the material budget of the CMS tracker in units of radiation length. It
increases from 0.4 X0 at � ⇡ 0 to about 1.8 X0 at |� | ⇡ 1.4, beyond which it falls to about 1 X0 at
|� | ⇡ 2.5.

3.1.3 Expected performance of the CMS tracker

For single muons of transverse momenta of 1, 10 and 100 GeV figure 3.4 shows the expected reso-
lution of transverse momentum, transverse impact parameter and longitudinal impact parameter, as
a function of pseudorapidity [17]. For high momentum tracks (100GeV) the transverse momentum
resolution is around 1�2% up to |� |⇡ 1.6, beyond which it degrades due to the reduced lever arm.
At a transverse momentum of 100GeV multiple scattering in the tracker material accounts for 20 to
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Figure 3.3: Schematic cross section view of the CMS tracking system;
each line representing a detector module. The organizational compo-
nents are labelled: pixel detector; inner barrel (TIB); inner disk (TID);
outer barrel (TOB); and endcaps (TEC) [33]. Radial and pseudorapid-
ity coordinates are indicated.

The silicon strip tracker encloses the pixel detector and occupies the radial region
between 20 cm and 116 cm in a z range up to ±282 cm. Particles with pseudorapidities
up to 2.4 traverse between 9 and 14 active silicon strip layers, allowing for a highly
efficient track reconstruction. With a total active area of 198 m2 and about 9.3 million
strips, the CMS tracker is the largest detector of such kind ever built.

Figure 3.4: Schematic cross section of the CMS silicon tracker. Each line corresponds
to a detector module while double lines correspond to back-to back modules

Pixel detectors Closest to the interaction point, the tracks are measured with silicon

pixel detectors, arranged in three barrel layers and two endcap discs. These layout pro-

vides CMS with 2D points with a resolution of 10-15 µm, allowing to precisely determine

the position of the interaction point as well as other vertices.

Silicon Strip detectors Outside the pixel detector, the particle flow is much lower

so silicon strip detectors are used, arranged in 10 barrel layers and 12 endcap disks.

In the barrel, strips are parallel to the z axis, while in the endcaps they are along the

radial coordinate, to provide in both cases a precise measurement of the r−φ coordinate

(about 20–50 µm). In order to measure also the z coordinate with a precision better

than the strip length (about 10 cm), some tracker layers contain an additional set of

sensors tilted by 100 mrad with respect to z. Matching the hits on the r−φ detectors to

those on the tilted detectors, it is possible to reconstruct 2D points with a z resolution

of 200–500 µm.
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3.2.2 Electromagnetic calorimeter

The electromagnetic Calorimeter (ECAL) is a hermetic, homogeneous calorimeter com-

prising 61200 lead tungstate (PbWO4) scintillating crystals mounted in the central barrel

part, closed by 7324 crystals in each of the 2 endcaps providing a pseudo-rapidity cover-

age |η| < 3.0. A pre-shower detector is installed at the face of each of the two endcaps.

Avalanche photo-diodes (APDs) are used as photo-detectors in the barrel and vacuum

photo-triodes (VPT) in the endcaps.

3.2. The CMS Detector 31
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Figure 4.5: Layout of the CMS electromagnetic calorimeter showing the arrangement of crystal
modules, supermodules and endcaps, with the preshower in front.

Figure 4.6: The barrel positioned inside the hadron calorimeter.
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Figure 3.5: Schematic three-dimensional view of the ECAL sub-
detector, with the organizational components labelled. The ECAL
barrel consists of two halves, each composed of eighteen supermod-
ules, whereas the two endcaps are each composed of two so-called
Dees (named for their shape, resembling a capital ’D’) [33].

length of 0.89 cm make it an excellent material for a compact yet highly granular de-
tector design. Another important quality of PbWO4 is its very fast scintillation light
emission time of 10 ns and 30 ns for its fast and slow components, respectively [1], al-
lowing for sufficiently fast detector readout times to cope with the 25 ns design bunch
spacing of LHC beams. The scintillation light of the crystals is picked up by silicon
avalanche photodiodes (APDs) and vacuum phototriodes (VPTs) in barrel and endcap
sections respectively.

To resolve prompt photons and neutral pion decays, the ECAL endcaps are equipped
with a much finer grained lead-silicon preshower detector in the pseudorapidity range
of 1.653 < |h| < 2.6.

The energy resolution s of a homogeneous calorimeter can be parameterized as:
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Figure 3.5: Layout of the CMS Electromagnetic calorimeter.

Lead tungstate is characterised by a short radiation length (X0 = 0.89cm), allowing a

very good longitudinal shower containment with a detector depth of about 26 X0 in the

barrel, and about (3 + 25) X0 in the pre-shower+endcaps. The position resolution is

optimised by requiring small transverse size of the electromagnetic shower. The trans-

verse profile of electromagnetic showers is expressed by the Moliere radius (Rm). The

Moliere radius of the lead tungstate crystals is 2.2 cm and combined with a barrel crystal

front face of 2.2 × 2.2 cm2 ensures that the core of the shower will be included in a 2×2

crystal area. Lead tungstate provides optimal scintillation time since about 80% of the

light is emitted in 25 ns which is the nominal beam crossing time separation.

The use of PbWO4 crystals has thus allowed the design of a compact calorimeter inside

the solenoid that is fast, has fine granularity, and is radiation resistant.
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3.2.3 Hadronic calorimeter

The design of the hadron calorimeter (HCAL) is strongly influenced by the choice of

magnet parameters since most of the CMS calorimetry is located inside the magnet coil

and surrounds the ECAL system. An important requirement of HCAL is to minimise

the non-Gaussian tails in the energy resolution and to provide good containment and

hermeticity for the Emiss
T measurement. Hence, the HCAL design maximises material

inside the magnet coil in terms of interaction lengths. This is complemented by an

additional layer of scintillators, referred to as the hadron outer (HO) detector, lining the

outside of the coil.
48

Figure 3.10: Longitudinal view of the CMS detector showing the Hadronic Calorimeter

components.

hard media and performing in-situ calibration. CMS calorimeter accounts for both

factors by utilizing a laser monitoring and calibration system. The noise term is

related to the electronics noise and it is estimated by measuring the contribution

from electronics noise after summing over some Moliere radii. One additional noise

factor can come from pile-up where remnant energy from a previous crossing can be

accounted in the measurement. Test beam results indicate that by measuring energy

in a 3 ⇥ 3 crystal lattice, the resolution of the CMS ECAL is given by:

⇣ �
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2.8%p
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E

◆2

+ (0.30%)2, (3.18)

where E is the energy as measured in GeV.

3.2.5 Hadron Calorimeter

The CMS Hadron Calorimeter(HCAL) is responsible for measuring the energies of the

hadrons produced in LHC collisions, especially the neutral ones since pions and kaons

Figure 3.6: Layout of the CMS Hadronic calorimeter.

Brass has been chosen as absorber material as it has a reasonably short interaction

length, is easy to machine and is non-magnetic. Maximising the amount of absorber

before the magnet requires keeping to a minimum the amount of space devoted to the

active medium. The tile/fibre technology makes for an ideal choice. It consists of plastic

scintillator tiles read out with embedded wavelength-shifting (WLS) fibres. The WLS

fibres are spliced to high-attenuation-length clear fibres outside the scintillator that carry

the light to the readout system. The overall assembly enables the HCAL to be built with

essentially no cracks or dead areas in φ. The gap between the barrel and the endcap

HCAL, through which the services of the ECAL and the inner tracker pass, is inclined

at 53◦ and points away from the centre of the detector.
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3.2.4 Muon System

An efficient and precise muon identification is one of the main requirement that influ-

enced CMS design. Muons are the only particles that cross the full detector before

decaying, leaving a unique trace in the detector: as it is a charged particle it will leave

a track in the tracking system, a very small deposit in the calorimeters and a number of

hits in the muon system.

The muon detectors are placed inside the iron yoke to exploit the return field that

provides bending of the particles for momentum measurement. Three types of gaseous

detector are used to identify and measure muons. The choice of the detector technologies

has been driven by the very large surface to be covered and by the different radiation

environments In the barrel region (|η| < 1.2), the muon rate is low and the residual

magnetic field in the chambers is low, drift tube (DT) chambers are used. In the endcaps,

the muon rate is high, and the magnetic field is also high, cathode strip chambers (CSC)

are deployed and cover the region up to |η| < 2.4. In addition to this, resistive plate

chambers (RPC) are used in both the barrel and the endcap regions. These RPCs are

operated in avalanche mode to ensure good operation at high rates, providing a fast

response with good time resolution but with a coarser position resolution than the DTs

or CSCs. A layout of the muon system is depicted in Figure 3.7.

Drift Tube chambers In the CMS barrel, where the muon rate is under control, four

layers of muon stations are used, occupied by Drift Tube(DT) Chambers covering up to

|η| < 1.2. Drift Tube chambers consist of individual drift tube cells that contain a 50µm-

diameter anode wire and two electrode plates that create the drift electric field. The walls

of the cell are grounded, acting as cathodes. The cells are filled with a gas mixture of

85% Ar and 15% CO2 and the wire and electrodes are operated with a voltage difference

of about 1.8 kV. Picking a transverse dimension for the cell of 21 mm to optimise drift

time, gain and number of channels, all the above design conditions provide a gain of

105, resulting in a drift time of 380 ns and a linear relationship between drift time and

drift path which is essential for the chamber to provide triggering capabilities. Each

DT chamber is made of three (or two) super-layers (SL) where each super-layer is made

of four layers of drift cells staggered by half a cell. The outer SLs have wires aligned

parallel to the beam line providing a measurement in the transverse bending plane while

in the inner SL, the wires are perpendicular to the beam line to provide a measurement

of the z position of the track.

Cathode Strip Chambers The Cathode Strip Chambers (CSCs) are installed in

the endcaps, providing full muon coverage up to |η| < 2.4. The CSCs are multi-wire
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proportional chambers consisting of six planes of anode wires interleaved among seven

cathode panels. Wires run azimuthally, defining the tracks radial component, while

strips are milled on cathode panels and run lengthwise at a constant ∆φ width. The

nominal gas mixture is 40% Ar, 50% CO2 and 10% CF4. The addition of CF4 is used

to avoid polymerisation of the wires. The CSCs can operate at high rates and in large

and non-uniform magnetic fields without requiring precise monitoring of gas, pressure

or temperature and can provide trigger and precision position measurement in the same

device. The wires give very fast signals that provide very good time resolution while the

development of the avalanche on the strips gives very good position resolution.

Resistive Plate Chambers Resistive Plate Chambers (RPC) are gaseous parallel

plate detectors than combine adequate position resolution with very high speed. RPCs

are able to tag the presence of an ionising particle in much less than a bunch crossing,

which makes RPCs an ideal trigger device since they can associate the correct bunch

crossing with the muon. The CMS RPC chamber consists of two gaps operated in

avalanche mode with read-out strips in between. The total induced signal is the sum

of the induced signal in both gaps. RPCs need intensive monitoring of temperature,

humidity and pressure to ensure stability of conditions for proper operation. The RPC

system spans both barrel and endcap and for the initial CMS operation chambers have

been installed up to |η| < 1.6.

3.2.5 Trigger System

The LHC bunch crossing rate of 40 MHz leads to about 109 interactions per second

at design luminosity, however only about 1000 crossings per second can be written

to archival media. The CMS trigger system consists of 2 stages, the Level-1 trigger

(calorimeter, muon, and global) and the High-Level Trigger (HLT) which allow for a

rejection factor of nearly 106.

3.2.5.1 Level-1 trigger

Custom hardware processors form the Level-1 decision. The L1 triggers involve the

calorimetry and the muon systems, as well as some correlation information between

these systems. The L1 decision is based on the presence of “trigger primitives” objects

such as photons, electrons, muons and jets above certain energy threshold. It also

employs global sums of ET and Emiss
T . The L1 rate is limited at 100 kHz, which is set by

the average time to transfer the full detector information through the readout system.
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Figure 1. An R–z cross section of a quadrant of the CMS detector with the axis parallel to the beam (z)
running horizontally and radius (R) increasing upward. The interaction point is at the lower left corner.
Shown are the locations of the various muon stations and the steel disks (dark grey areas). The 4 drift tube
(DT, in light orange) stations are labeled MB (“muon barrel”) and the cathode strip chambers (CSC, in
green) are labeled ME (“muon endcap”). Resistive plate chambers (RPC, in blue) are in both the barrel and
the endcaps of CMS, where they are labeled RB and RE, respectively.

shape the effective drift field: 2 on the side walls of the tube, and 2 above and below the wires on
the ground planes between the layers. They operate at �1200 and +1800 V, respectively. Four
staggered layers of parallel cells form a superlayer (SL). A chamber consists of 2 SLs that measure
the r-f coordinates with wires parallel to the beam line, and an orthogonal SL that measures the r-z
coordinate, except for MB4, which has only an r-f SL (figure 5, left). Here r is the nominal distance
from the beam collision point. The chambers are limited in size in the longitudinal dimension by
the segmentation of the barrel yoke, and are about 2.5 m long. In the transverse dimension, their
length varies with the station, ranging from 1.9 m for MB1 to 4.1 m for MB4.

In the endcap regions of CMS the muon rates and background levels are higher, and the mag-
netic field is strong and non-uniform (figure 4). Here, cathode strip chambers (CSC) are installed
since they have fast response time (resulting from a short drift path), they can be finely segmented,
and they can tolerate the non-uniformity of the magnetic field. The CSCs cover the |h | region from
0.9 to 2.4. Each endcap has 4 stations of chambers mounted on the faces of the endcap steel disks,
perpendicular to the beam. A CSC consists of 6 layers, each of which measures the muon position
in 2 coordinates. The cathode strips run radially outward and provide a precision measurement
in the r-f bending plane (figure 6, left). The wires, ganged into groups to reduce the number of
readout channels, provide a coarse measurement in the radial direction.
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Figure 3.7: An R–z cross section of a quadrant of the CMS detector with the axis
parallel to the beam (z) running horizontally and radius (R) increasing upward. The
interaction point is at the lower left corner. Shown are the locations of the various muon
stations and the steel disks (dark grey areas). The 4 drift tube (DT, in light orange)
stations are labeled MB (“muon barrel”) and the cathode strip chambers (CSC, in
green) are labeled ME (“muon endcap”). Resistive plate chambers (RPC, in blue)
are in both the barrel and the endcaps of CMS, where they are labeled RB and RE,

respectively.

During the Level-1 decision-making period, all the high-resolution data is held in pipelined

memories. Computer processors make subsequent decisions using more detailed informa-

tion from all of the detectors in more and more sophisticated algorithms that approach

the quality of final reconstruction.

3.2.5.2 High-Level trigger

Upon receipt of a L1 trigger, the data is transferred to the HLT farm, where each

processor runs the same HLT software to reduce the L1 output of 100kHz to 1kHz for

offline processing and storing.

Since the HLT processing is much slower than the L1, rather than reconstruct all possible

objects in an event, whenever possible only those objects and regions of the detector

that are actually needed are reconstructed. Events are discarded as soon as possible to

optimise the time each node takes to process a event: simpler algorithms run first and

basic requirements are applied before running more complex algorithms that take longer
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time. If an event is rejected in the first steps, complex algorithms will not run and the

processing node will be ready for the next event. The algorithms used at the HLT are

very similar (or identical) to the ones used for the offline reconstruction of the event.
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Event Reconstruction

Once the data is collected, the collision information from every sub-detector is stored

in “RAW” format for offline event reconstruction. Remember than only about 1000

events per second are stored as the rest of the events have been rejected by the trigger

system. The reconstruction process is a complex set of algorithms used to identify

particle candidates and higher level quantities to be used later for analysing the events.

4.1 Track and Vertex Reconstruction

The CMS inner tracker system is used to detect charged particles and measure their

momentum through the bending in the magnetic field. A good performance of the inner

detector and tracking is crucial to perform any new physics search.

The analysis described in this thesis relies on leptons, for which information from the

inner detector is used to determine the momentum, together with information from

ECAL for electrons and from the muon system for muons. Also the tracker is used

to determine the impact parameter of the leptons, that helps identifying whether the

lepton was promptly produced or not. The lepton charge is also measured in the tracker

by looking at the bending of the tracks due to the magnetic field.

The reconstruction of charged hadrons is fundamental for the particle flow event recon-

struction, since they constitute two thirds of the total particles produced in the collision.

Charge hadron tracks are also very useful to select isolated leptons from signal processes

rejecting the backgrounds from heavy quark decays or misidentified particles.

Charge hadron reconstruction, precise impact parameter determination and vertex iden-

tification are also the main ingredients to tag jets from heavy flavour decays.

25
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4.1.1 Track reconstruction

Tracks are reconstructed in CMS [27] using multiple iterations of the same algorithm,

that consists of three steps: seeding, patter recognition and final fit. After each iteration,

tracks are passed through a quality filter to reject fakes, and hits corresponding to good

tracks are removed from the input lists of the subsequent iterations to simplify the

pattern recognition.

Seeding algorithm

Seed generation provides the initial trajectory candidates for the full track reconstruc-

tion. It searches for pairs or triplets of hits compatibles with the hypothesis of a track

coming from the interaction region. The beamspot information is used in the seeding

step on hit pairs. In order to cope with large pile-up, two techniques are used to re-

duce combinatorics: ignore hits whose charge distribution is not compatible with the

incidence angle and using pixel-only vertex reconstruction to reduce the combinatorics

of hit pairs.

Pattern recognition

The pattern recognition is based on a combinatorial Kalman filter method [28]. The

filter proceeds iteratively from the seed layer, starting from a coarse estimate of the

track parameters provided by the seed, and including the information of the successive

detection layers one by one. On each layer, i.e. with every new measurement, the track

parameters are known with a better precision, up to the last point, where they include

the full tracker information.

First, a dedicated navigation component determines which layers are compatible with

the initial seed trajectory. The trajectory is then extrapolated to these layers according

to the equations of motion of a charged particle in a constant magnetic field, accounting

for multiple scattering and energy loss in the traversed material.

Since several hits on the new layer may be compatible with the predicted trajectory,

several new trajectory candidates are created, one per hit. In addition, one further

trajectory candidate is created, in which no measured hit is used, to account for the

possibility that the track did not leave any hit on that particular layer. This fake hit is

called an invalid hit.

Each trajectory is then “updated” with the corresponding hit according to the Kalman

filter formalism. This update can be seen as a combination of the predicted trajectory
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state and the hit in a weighted mean, as the weights attributed to the measurement and

to the predicted trajectory depend on their respective uncertainties.

All resulting trajectory candidates are then grown in turn to the next compatible layer(s),

and the procedure is repeated until either the outermost layer of the tracker is reached

or a “stopping condition” is satisfied. In order not to bias the result, all trajectory

candidates are grown in parallel. To avoid an exponential increase of the number of

trajectory candidates the total number of candidates is truncated at each layer.

4.2 Electron Reconstruction

The reconstruction of electrons in CMS uses information from the pixel detector, the

tracker and the ECAL. One is looking for a single track coming from the interaction

point that matches an electromagnetic supercluster.

Electrons in CMS are reconstructed using either ECAL or tracker seeds. ECAL seeded

reconstruction starts from an electromagnetic deposit in the ECAL and matches this de-

posit with a track to build an electron candidate [29]. Track seeded reconstruction starts

from tracks and associates bremsstrahlung radiation to reconstruct electron objects and

it’s more suitable for low momentum electrons or electrons inside jets.

The CMS experiment at the CERN LHC

Figure 2.19: Left: material budget in the tracker upstream to the ECAL in units of radiation length as a
function of η, extracted from simulation; Right: material budged in the tracker as function of the radius
R, measured using reconstructed photon conversions in data and simulation (top panel) and extracted
directly from simulation (bottom panel)[42].

Figure 2.20: Illustration of an electron undergoing a large radiative energy loss in the material, depicted
in the transverse plane: the local curvature of the GSF track close to the interaction point provides an
estimate of the initial momentum pin, while that close to the ECAL surface allows to estimate the �nal one
pout. The tangents to the trajectory are used to collect the bremsstrahlung clusters in the particle �ow.

electron candidate tracks drawn in correspondence to the tracker layers, wheremost of the de-
tector material is located. �e combination of the two algorithms signi�cantly improves the
e�ciency for electrons that have lowmomentum or are not isolated.

An illustration of these features of the electron reconstruction is shown in �gure 2.20.
More detailed information about the electron and photon reconstruction algorithms and re-
sults from the commissioning with the �rst collision data can be found in references [44, 45,
46, 39].

2.5.3 Electromagnetic energy calibration

�e energy measurement from the ECAL is used to determine the energies of reconstructed
photons, and dominates the combination of tracker and ECAL used for electrons for pT above
about 20GeV/c, especially for electrons that undergo large energy losses in the trackermaterial.

�e energy calibration at the level of individual detector channels is performed using the
azimuthal symmetry of the energy�ow,with corrections for the displacement of the beamspot
in the transverse plane, and photons from π0 decays. Diphotons from π0 decays also provide
a �rst absolute energy scale calibration. �is �rst calibration is also validated using electrons
from W ! eν and Z ! ee. Especially in the endcaps, the irradiation during the LHC run-
ning causes transient losses of transparency, recovered during the periods with no collisions;
in order to continuously monitor the evolution of the transparency, a monitoring system is set

38

Figure 4.1: Illustration of an electron undergoing a large radiative energy loss in the
material, depicted in the transverse plane: the local curvature of the GSF track close
to the interaction point provides an estimate of the initial momentum, while that close
to the ECAL surface allows to estimate the final one. The tangents to the trajectory

are used to collect the bremsstrahlung clusters in the particle flow.

The reconstruction in the ECAL starts from the clustering of the calorimeter hits into

clusters. Due to the large amount of tracker material before the calorimeter, most

of the electrons will radiate photons when going through the tracker. Because of the

large magnetic field the energy arrives to the clusters spread in φ. To account for this
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energy spread, basic clusters are summed into superclusters which are extended in the

φ direction. Superclusters with ET > 4 GeV are selected and matched to track

seeds in the inner tracker layers to built electron tracks from those seeds. Trajectories

are reconstructed using a dedicated model of the electron energy loss and fitted using

a Gaussian Sum Filter(GSF) algorithm [30]. Finally the momentum assignment for

the electron is performed by combining the energy measured in the ECAL with the

momentum assigned to the track by the GSF algorithm.

The reconstruction algorithm is completed by a particle flow based one where the energy

deposits are searched along the tangents of the tracks. This is illustrated in Figure 4.1

4.2.1 Charge estimation

The measurement of the electron charge is affected by bremsstrahlung followed by photon

conversions. In particular, when the bremsstrahlung photons convert upstream in the

detector, they lead to very complex hit patterns, and the contributions from conversions

can be wrongly included in the fit of the electron track.

The natural choice for a charge estimate would be the sign of the GSF track curvature,

which unfortunately can be altered by the misidentification probability in presence of

conversions. This is improved by combining two other charge estimates, one based on

the associated Kalman-Filter track matched to a GSF track, and the second one that

is evaluated using the supercluster position, and defined as the sign of the difference in

φ between the vector joining the beamspot to the supercluster position and the vector

joining the beamspot and the first hit of the electron GSF track. In CMS, electron

charge is defined by the sign shared by at least two of the the estimates, however, in this

dissertation, the agreement of the three estimates will be required to reduce the charge

misidentification to a minimum as it will be detailed later in Chapter 5.

4.2.2 Electron identification

Several strategies are used in CMS to identify prompt isolated electrons (signal) [31], and

to separate them from background sources, mainly originating from photon conversions,

jets misidentified as electrons, or electrons from semileptonic decays of b and c quarks.

Simple and robust algorithms have been developed to apply sequential selections on a

set of discriminants.

Variables that provide discriminating power are grouped into three main categories:

Observables that compare measurements obtained from the ECAL and the tracker

(track–cluster matching, including both geometrical as well as supercluster energy–track
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momentum matching). Purely calorimetric observables used to separate genuine elec-

trons (signal electrons or electrons from photon conversions) from misidentified electrons

(e.g., jets with large electromagnetic components), based on the transverse shape of elec-

tromagnetic showers in the ECAL and exploiting the fact that electromagnetic showers

are narrower than hadronic showers. Energy fractions deposited in the HCAL (expected

to be small, as electromagnetic showers are essentially fully contained in the ECAL),

as well as the energy deposited in the pre-shower in the endcaps are also used. Fi-

nally, tracking observables employed to improve the separation between electrons and

charged hadrons, exploiting the information obtained from the GSF-fitted track, and

the difference between the information from the Kalman-Filter and GSF-fitted tracks.

The distance ∆η (∆φ), defined as the distance between the supercluster position in η

(φ) and the track η (φ) extrapolated from the innermost track position and direction

to the position of closest approach to the supercluster, reduces the misidentification

probability while preserving the highest efficiency ∆η and ∆φ increases with the amount

of bremsstrahlung.

The lateral extension of the shower along the η direction is expressed in terms of the

variable σηη, which is defined as (σηη)
2 = [

∑
(ηi − η)2wi]/

∑
wi. The sum runs over the

5x5 matrix of crystals around the highest ET crystal of the SC, and wi is a weight that

depends logarithmically on the contained energy. The positions ηi are expressed in units

of crystals, which has the advantage that the variable-size gaps between ECAL crystals

(in particular at modules boundary) can be ignored. The discrimination power of the

σηη is greater than the analogous variable in φ, because bremsstrahlung strongly affects

the pattern of energy deposition in the ECAL along the φ direction.

Finally 1/E− 1/p, where E is the supercluser energy and p the track momentum at the

point of the closest approach to the vertex. While signal electrons tend to have values

very close to zero, background electrons have negative values.

The identification selection applies requirements on five identification variables among

those discussed previously: ∆η, ∆φ, H/E, σηη and 1/E − 1/p. In addition, a selection

is also applied on the variables used to reject converted photons. Finally, the impact

parameters of the electron, d0 and dz, are required to be small for the electron to

originate from the vertex of interest. Four working points were designed by CMS and

were optimised separately for electrons in the ECAL barrel and endcaps: loose, medium,

tight, and a very loose point for analyses aiming at vetoing electrons. The selection that

will be used in this work is very similar to the medium working point and will be

described later in Section 5.2.2. The identification efficiency as a function of the pT of

the electron can be seen in Figure 4.2
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Figure 4.2: Efficiency as a function of electron pT for dielectron events in data (dots)
and DY simulation (triangles), for the medium working point of the sequential selection
in a) |η| < 0.8, and b) 1.57 < |η| < 2. The corresponding data-to-simulation scale

factors are shown in the bottom panels of each plot.

.

4.2.3 Electron isolation

A significant fraction of background to isolated primary electrons is due to misidentified

jets or to genuine electrons within a jet resulting from semileptonic decays of b or c

quarks. In both cases, the electron candidates have significant energy flow near their

trajectories, and requiring electrons to be isolated from such nearby activity greatly

reduces these sources of background. The isolation requirements are separated from

electron identification, as the interplay between them tends to be analysis-dependent.

Moreover, the inversion of isolation requirements, independent of those used for identi-

fication, provides control of different sources of such backgrounds in data.

Two isolation techniques are used at CMS. The simplest one is referred to as detector-

based isolation, and relies in the sum of the energy depositions in the ECAL and HCAL

in the electron trajectory plus the scalar sum of the pT of all tracks reconstructed from

the collision vertex within a cone radius of ∆R = 0.3 around the electron direction.

This procedure, which has good performance in rejecting jets misidentified as electrons,

is used by the HLT.

The second approach is using the particle flow [32] (PF) algorithm to define isolation

quantities. Rather than using energy measurement, the isolation is defined using the PF

candidates reconstructed with a momentum direction within some cone of isolation. In

this way, the correct calibration of the energy can be used, and possible double-couting

of energy is avoided.

The PF isolation is defined as:
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IrelPF =

(∑

ch

pT + max(0,
∑

ne

ET +
∑

γ

ET − pPUT )

)
/pellT (4.1)

where the sums run over the charged PF candidates, neutral hadrons and photons, within

a chosen ∆R cone around the electron direction. The charged candidates are required

to originate from the vertex of the event of interest, and pPUT is a correction related to

event pile-up. The isolation is one of the most sensitive observables to the extra energy

from pile-up interactions (either occurring in the same or earlier bunch crossings), which

spoils the isolation efficiency when there are many interactions per bunch crossing.

The contribution from pile-up in the isolation cone, which must be subtracted, is com-

puted using the average energy density per unit area, ρ, assuming pPUT = ρ · Aeff . The

dependence of ρ on pile-up is shown in Figure 4.3a along with the dependence of both

the neutral and charge components of the isolation. The charged component remains

independent of pile-up as only the candidates compatible with the primary vertex are

considered. For both the ρ and the neutral component the dependence is almost linear.

The effective area Aeff is then defined as by (∆R)2, scaled by the ratio of the slopes

for ρ and the specific isolation component. Once the correction is applied to the neutral

components, the dependence with the number of vertices is much reduced, as it can be

seen in Figure 4.3b. The plots refer to electrons with |η| < 1, but similar conclusions

hold in any range of pseudorapidity.

Figure 4.3: Average energy density as a function of the number of reconstructed
proton-proton collision vertices, for electron candidates with pT> 20 GeV and |η| < 1
from data dominated by Z → e+e− events. The energy density is shown a) for the event
ρ (open dots) and separated components of the particle isolation: neutral particles (red
dots) and charged particles associated with the vertex (blue dots), and b) after the

correction for pile-up on PF isolation.
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4.3 Muon Reconstruction

Muons are reconstructed using combined information from the tracker and the muon

detectors. The first step is the reconstruction using the muon system alone, to produce

track segments of full tracks which can be matched to the tracks reconstructed in the

inner detector. The algorithm reconstruct first segments in the individual stations and

then combine them to produce tracks.

Global muons (outside-in) For each standalone-muon track, a matching tracker

track is found by comparing parameters of the two tracks propagated onto a com-

mon surface. A global-muon track is fitted combining hits from the tracker track and

standalone-muon track, using the Kalman-filter technique [28]. At large transverse mo-

menta, pT> 200 GeV , the global-muon fit can improve the momentum resolution

compared to the tracker-only fit.

Tracker Muon reconstruction (inside-out) In this approach, all tracker tracks

with pT > 0.5 GeV and total momentum p > 2.5 GeV are considered as possible muon

candidates and are extrapolated to the muon system taking into account the magnetic

field, the average expected energy losses, and multiple Coulomb scattering in the detector

material. If at least one muon segment (i.e., a short track stub made of DT or CSC hits)

matches the extrapolated track, the corresponding tracker track qualifies as a Tracker

Muon. Track-to-segment matching is performed in a local (chamber) coordinate system,

where local x is the best-measured coordinate (in the r − φ plane) and local y is the

coordinate orthogonal to it. The extrapolated track and the segment are considered to

be matched if the distance between them in local x is less than 3 cm or if the value of

the pull for local x is less than 4, where the pull is defined as the difference between the

position of the matched segment and the position of the extrapolated track, divided by

their combined uncertainties

Tracker Muon reconstruction is more efficient than the Global Muon reconstruction

at low momenta, p < 5 GeV, because it requires only one muon segment in the muon

system, whereas Global Muon reconstruction is designed to have high efficiency for muon

penetrating more than one muon station and typically requires segments in at least two

muon stations.

Owing to the high efficiency of the tracker-track reconstruction and the very high effi-

ciency of reconstructing segments in the muon system, about 99% of muons produced

in pp collisions within the geometrical acceptance of the muon system and having suffi-

ciently high momentum are reconstructed either as a Global Muon or a Tracker Muon,
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and very often as both. Candidates found both by the Global Muon and the Tracker

Muon approaches that share the same tracker track are merged into a single candidate.

4.3.1 Muon identification

The combination of different algorithms provides robust and efficient muon reconstruc-

tion. Physics analyses can set the desired balance between identification efficiency and

purity by applying a selection based on various muon identification variables.

The tracker muon segment matching is a powerful tool to reject hadron punch-through,

requiring matched segments in at least two stations, drastically reduces the probability

for a punch-through to be identified as a muon as well as rejecting muons from light-

quark decays. The impact parameter is a useful variable for identifying muons coming

from the primary vertex or from heavy-flavour decays. The χ2/d.o.f of the global muon

fit is a good discriminant to suppress muons from decays in flight. Furthermore, particle

flow algorithm [32] can be also used for identification and reconstruction.

A combination of these muon identification variables is used in this work and the detailed

selection will be specified later in the analysis chapters.

An example selection could be defined as follows: the χ2/d.o.f of the global muon track

fit is required to be smaller than 10, as well as asking the muon candidate to have a hit

in the muon chamber. To increase the purity of the selection, the corresponding tracker

track is required to be matched to muon segments in at least two muon stations (in this

way, the muon would be reconstructed both as Global and Tracker Muon). If the muon

candidate has a certain number of tracker / pixel hits also increases the purity of the

selected muons as well an impact parameter compatible with the primary vertex. This

selection, is described as the “Tight-muon” identification [33] and reduces the rate of

muons from decays in flight significantly, at the price of a few percent loss in efficiency

loss for signal (“prompt”) muons. The efficiency of the reconstruction and identification

can be seen in Figure 4.4

4.3.2 Muon isolation

Requiring that a muon is isolated, meaning that the energy flow in its vicinity is below

a certain threshold, is very useful when trying to distinguish prompt-muons, i.e. muons

from decays of W or Z bosons, from muons produced from QCD processes.

Particle-Flow algorithm is used for computing the muon isolation. The discriminating

variable is the sum of the pT of all the charge hadrons, the transverse energies ET of
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5.1 Muon efficiency using the tag-and-probe method on dimuon resonances 19

5.1.2 Results

Figure 11 shows the muon efficiency erec+id given that a tracker track exists, measured using
J/y ! µ+µ� and Z ! µ+µ� events. The results obtained from the data collected in the 2010
LHC data-taking period are compared with those from simulated events.

For comparisons with Z ! µ+µ� events, an unweighted sample of simulated events corre-
sponding to an integrated luminosity of ⇡330pb�1 is used: the simulated samples are Z !
µ+µ�, W+jets, and muon-enriched QCD (see Section 2). For studies at the J/y peak, separate
samples of prompt J/y ! µ+µ� and B ! J/y + X ! µ+µ� + X are used, simulated as de-
scribed in Section 2. All MC samples used for the results in this section included simulation of
pile-up. Simulation of the background processes is not included for the J/y case, as it would be
impractical to simulate a sufficient number of inclusive muon-plus-track events. For studies of
systematic uncertainties described below, samples of background events have been generated
according to the background invariant mass spectra determined from fits to the J/y ! µ+µ�

events in the data, and added to the simulated signal events.
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Figure 11: Tag-and-probe results for the muon efficiency erec+id in data compared to simulation.
Given that a tracker track exists, the plots show the efficiency as a function of muon pT for Soft
Muons (left), Particle-Flow Muons (middle), and Tight Muons (right) in the barrel and overlap
regions (top), and in the endcaps (bottom). The measurement is made using J/y ! µ+µ�

events for pT < 20 GeV/c and Z ! µ+µ� events for pT > 20 GeV/c. For pT < 3 GeV/c, to reduce
the background, only tracks with MIP signature are considered.

The tag-and-probe results in data and in simulation agree within the statistical uncertainties of
the measurement almost everywhere. The only significant discrepancy is in the barrel around
the turn-on of the efficiency curves, where the efficiency in data is systematically higher than
in the simulation. This discrepancy arises from a small difference in the widths of the track-to-
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pile-up. Simulation of the background processes is not included for the J/y case, as it would be
impractical to simulate a sufficient number of inclusive muon-plus-track events. For studies of
systematic uncertainties described below, samples of background events have been generated
according to the background invariant mass spectra determined from fits to the J/y ! µ+µ�

events in the data, and added to the simulated signal events.
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Figure 11: Tag-and-probe results for the muon efficiency erec+id in data compared to simulation.
Given that a tracker track exists, the plots show the efficiency as a function of muon pT for Soft
Muons (left), Particle-Flow Muons (middle), and Tight Muons (right) in the barrel and overlap
regions (top), and in the endcaps (bottom). The measurement is made using J/y ! µ+µ�

events for pT < 20 GeV/c and Z ! µ+µ� events for pT > 20 GeV/c. For pT < 3 GeV/c, to reduce
the background, only tracks with MIP signature are considered.

The tag-and-probe results in data and in simulation agree within the statistical uncertainties of
the measurement almost everywhere. The only significant discrepancy is in the barrel around
the turn-on of the efficiency curves, where the efficiency in data is systematically higher than
in the simulation. This discrepancy arises from a small difference in the widths of the track-to-

Figure 4.4: Reconstruction and identification muon efficiency in data compared to
simulation. Given that a tracker track exists, the plots show the efficiency as a function
of muon pT for the example-selection discussed in the text in the barrel (left) and
endcaps (right). The measurement is made using J/Ψ → µ+µ− for pT< 20 GeV and

Z → µ+µ− for pT> 20 GeV.

all the photons and neutral particles reconstructed by the particle flow algorithm [32]

within a cone of radius ∆R < 0.3 centred on the muon-track direction, divided by the

muon pT .

IrelPF =

(∑

ch

pT +
∑

ne

ET +
∑

γ

ET

)
/pµT (4.2)

The size of the cone and the cut value can and should be optimised for each analysis.

Different strategies were used for 8 and 13 TeV analysis as it will be described later.

4.3.2.1 Pile-up corrections

The efficiency of any isolation algorithm features a dependence on the muon pseudo-

rapidity, and this dependence is expected to become more pronounced as the number

of pile-up collisions increases. Methods to mitigate the impact of pile-up on the per-

formance of isolation algorithms have been developed. One such technique is based on

the measurement, event-by-event, of the average transverse momentum per unit area

ρ added to the event by minimum-bias pile-up collisions [34]. Another technique uses

reconstructed tracks and primary vertices to compute a correction factor β to be applied

to all or part of the numerator of the isolation variables described above. In both cases,

the ρ and β variables allow the energy in the isolation cone due to particles produced in

pile-up collisions to be estimated.
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Figure 4.5: Dependence with the number of vertex of the various isolation algorithms
(with and without correction). Green depitcs the non-corrected isolation algorithm,
pink the correction using effective areas and yellow the correction using ∆β corrections.

The first approach uses the average transverse momentum per unit area, ρ, and the

effective area of the cone, for correcting the isolation variable. The effective area is

calculated as the ratio between the slope of the ρ and the isolation variable as a function

of the number of vertices.

IrelEA = IrelPF − ρ ·Aeff (4.3)

The second approach, uses the momenta of all charged particles not associated to the

primary vertex to estimate the neutral contribution that otherwise is impossible to

separate, as the charged component of a jet is estimated to be twice as big as the

neutral part, only half of the energy is subtracted:

IrelPF−∆β =

(∑

ch

pT + max(0,
∑

ne

ET +
∑

γ

ET −
1

2

∑

PUch

pT )

)
/pµT (4.4)

Figure 4.5 shows the significant reduction of the pile-up dependence after introducing

the described corrections.

SUSY Muon POG contact and DQM developer Since 2013 I’ve been appointed

as SUSY Muon POG contact person, being in charge of propagating the latest devel-

opments on muon identification and reconstruction to the SUSY group. Revising the

usage of muons across the different as well as the measured isolation and identification

efficiencies across several SUSY analysis. At the same time I have been in charge of the

Offline Data Quality Monitoring (DQM) for muons.
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4.4 Particle flow reconstruction

The particle flow event reconstruction [32] allows to reconstruct and identify all sta-

ble particle in the event,i.e., electrons, muons, photons, charged hadrons and neutral

hadrons. An optimised combination of all the information from the different subdetec-

tors is used to estimate direction, energy and type of each particle. This list of individual

particles is then used, as if it came from a Monte-Carlo event generator, to build jets

(from which the quark and gluon energies and directions are inferred), to determine the

missing transverse energy Emiss
T (which gives an estimate of the direction and energy of

the neutrinos and other invisible particles), to reconstruct and identify taus from their

decay products, to quantify charged lepton isolation with respect to other particles, to

tag b jets, etc.

4.5 Jet Reconstruction

Jet reconstruction at CMS is performed at particle level by clustering particles identified

with the particle flow reconstruction. The usage of the particle flow approach provides

a much better determination of the jet energy and direction resolution with respect

to the traditional calorimetric-only approaches, as charged hadron and photons (that

are reconstructed with excellent precision) account for about 90% of the energy in jets.

High reconstruction efficiency for low momentum constituents is also achieved with this

approach.

Particles are clustered into jets using the anti-kT algorithm [35]. The main feature of

this jet cluster algorithm is that it is infrared and collinear (IRC) safe, which means that

it is robust against the presence of soft particles radiated by the partons and that it is

capable of recombining collinear partons into the original one. This is crucial to have

well defined theoretical calculation at parton level leading order.

Objects are clustered hierarchically, starting from the pair with smallest distance:

dij = min
(
p−2
T (i), p−2

T (j)
)(ηi − ηj)2 + (φi − φj)2

R2
(4.5)

and clusters are then promoted to final jets when their p−2
T is smaller than any remaining

distance.

By using this algorithm, soft particles will tend to cluster with hard particles before

clustering among themselves, as the distance is downscaled by the squared of the pT of

the hard object. Since the distance does not depend on the pT of the soft object, this
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algorithm produces conical jets of radius equal to the distance parameter, which in-

troduces an experimental advantages simplifying the event interpretation and pile-up

corrections.

As distance parameter, 8 TeV analysis use R = 0.5, while 13 TeV analysis use R = 0.4

to unify jet algorithms criteria with ATLAS collaboration.

4.5.1 Jet Energy Calibration

CMS uses a factorised approach to jet energy calibration [36]. The purpose of the jet

energy calibration is to relate, on average, the energy measured for the detector jet to

the energy of the corresponding true particle jet. A true particle jet results from the

clustering of all stable particles originating from the fragmenting parton, as well as of

the particles from the underlying event (UE) activity. The correction is applied as a

multiplicative factor C to each component of the raw jet four-momentum vector praw:

pcorµ = C · prawµ (4.6)

The correction factor C is composed of the offset correction Coffset, the MC calibration

factor CMC , and the residual calibrations Crel and Cabs for the relative and absolute

energy scales, respectively.

The offset correction is the first in the chain of factorised correction, it allows to remove

the contamination from pile-up and the underlying event, this is achieved by computing

the per-event median energy density by using jet areas [34]. Then, the MC correction

removes the bulk of the non-uniformity in η and the non-linearity in pT . Finally, the

residual corrections account for the small differences between data and simulation. The

various components are applied in sequence as described by the equation below:

C = Coffset(p
raw
T ) · CMC(p′T , η) · Crel(η) · Cabs(p′′T ) (4.7)

where p′ is the pT of the jet after applying the offset correction and p′′ is the pT of the

jet after all previous corrections. In the following sections, each component of the jet

energy calibration will be discussed separately.
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4.6 Missing Transverse Energy

A good reconstruction of the missing transverse energy (Emiss
T ) is crucial when studying

processes with invisible particles in the final state, such as neutrinos, but also the lightest

supersymmetric particle (the lightest neutralino, or LSP). Missing transverse energy is

defined as the negative vector sum of all the particles in the event:

~/ET = −
∑

particles

~pT (4.8)

4.7 Identification of b-jets

Jets that arise from bottom quark hadronization and decay (b-jets) are present in a wide

range of physics processes such as the decay of top quarks, Higgs bosons and various

supersymmetric particles. The ability of accurately identifying b jets is vital to reduce

the overwhelming background from other processes involving jets from gluons and light-

flavour quarks. In this analysis, b-jets are extensively used to reduce the background

contamination and enhance the sensitivity for various SUSY models.

A variety of reconstructed objects (tracks, vertices and identified leptons) can be used

to build observables that discriminate between b and light jets. These observables are

then used in various algorithms of different complexity. Each algorithm yields a single

discriminator value for each jet. The minimum thresholds on these discriminators define

loose (“L”), medium (“M”), and tight (“T”) working points with a misidentification

probability for light-parton jets of close to 10%, 1%, and 0.1%, respectively, at an average

jet pT of about 80 GeV.

The CMS b-jet identification starts from the reconstructed particle flow jets described

in this section. High quality track are selected inside the jet requiring a transverse

momentum of at least 1 GeV, at least eight hits associated to the track and a good

track fit, with χ2/ndof < 5. Since track measurements in the vicinity of the interaction

vertex contain most of the discriminating power at least two hits are required in the pixel

system. A loose selection on the track impact parameters is used to further increase the

purity and to reduce the contamination by decay products of long-lived particles like

K0
s . The transverse and longitudinal impact parameters, dxy and dz, are defined as

the transverse and longitudinal distance to the primary vertex at the point of closest

approach to the beam line. Their norms have to be smaller than 0.2 cm and 17 cm,

respectively. At the point of closest approach the distance to the jet axis has to be

smaller than 700 µm and this point has to be within 5 cm of the primary vertex. This
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sample of associated tracks is the basis for all algorithms which use impact parameters

for discrimination that are fully described in the reference [37].

4.7.1 Combined Secondary Vertex

In this work a discriminant built using secondary vertex information combined with

track-based lifetime information was used for discriminate between b and non-b jets.

In order to enhance b purity, secondary-vertex candidates must fulfil the following re-

quirements: share less than 65% of their associated track with the primary vertex and

the significance of the radial distance between the two vertices has to exceed 3σ; if the

radial distance is bigger than 2.5 cm with respect to the primary vertex, and the vertex

mass is compatible with the mass of the K0 or larger than 6.5 GeV the vertex-candidate

is rejected to reduce the contamination by vertices corresponding to the interaction of

particles with the detector and by decays of long-lived mesons; the flight direction of

each vertex candidate has to be within a cone of ∆R < 0.5 around the jet direction.

The Combined Secondary Vertex (CSV) is then computed using the following set of

varaibles with high discriminating power and low correlations: the vertex category; the

flight distance significance in the transverse plane; the vertex mass; the number of tracks

at the vertex; the ratio of the energy carried by the tracks at the vertex with respect to

all tracks in the jets; the pesudorapidities of the tracks at the vertex with respect to the

jet axis; the 2D impact parameter significance of the first track that raises the invariant

mass above the charm threshold of 1.5 GeV; the number of tracks in the jet; and the

3D impact parameter significance of each track in the jet.

Two likelihood ratios are built from these variables. They are used to discriminate

between b and c jets and between b and light-parton jets. They are combined with prior

weights of 0.25 and 0.75, respectively. The distribution of the CSV discriminator for a

di-jet sample and a tt̄ sample is depicted in Figure 4.6.
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Figure 4.6: Shape of the CSV discriminator for the inclusive multijet sample (top)
and for an enriched tt̄ sample (bottom). Overflows are added to the last bin. The shape
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Same-Sign dilepton searches at
√
s = 8 TeV

5.1 Introduction

In the SM, proton-proton collision events having a final state with isolated leptons of the

same sign are extremely rare, however such final states appear naturally in many new

physics scenarios. These include supersymmetry [38–40], universal extra dimensions [41],

pair production of T5/3 [20], heavy Majorana neutrinos [21], and same-sign top-quark

production [22, 23]. In SUSY, for example, same-sign dileptons occur naturally in the

production of gluino pairs, when each gluino decays to a top quark and a top anti-squark,

with the anti-squark further decaying into a top anti-quark and a neutralino.

The search for new physics in events with a pair of same-sign leptons (ee, µµ and eµ)

will be described in the following chapters. Two different search strategies are defined

depending on the following considerations:

Strong production of SUSY New physics signal with larger cross section are likely

to be produced by strong interactions and, thus, one expects significant hadronic activity

accompanying the two leptons. Furthermore, astrophysical evidence for dark matter

[42] suggests considering SUSY models with R-parity conservation, which provides an

excellent dark matter candidate: a stable lightest supersymmetric particle (LSP) that

escapes detection and that will be perceived in the detector as Emiss
T . Nevertheless, to

achieve sensitivity to SUSY models with R-parity violation (RPV), signatures without

a significant amount of Emiss
T will also be included. The results on this search targeting

coloured production of SUSY are described in Chapter6.

41
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Electroweak production of SUSY Heavy squarks and gluinos may favour models

with direct electroweak production of charginos (χ̃±1 ) and neutralinos (χ̃0
2), mixtures

of the SUSY partners of gauge and Higgs bosons, and of sleptons (˜̀). The smaller

cross sections of direct electroweak SUSY production (see Figure 5.1) require dedicated

searches targeting the wide variety of possible signal topologies. Depending on the mass

spectrum, the charginos and neutralinos can have significant decay branching fractions

to leptons or W, Z, and Higgs bosons (H), yielding final states with one, two or three

isolated leptons. Similarly, slepton pair production gives rise to final states with two

leptons. In all these cases, and under the assumption of R-parity conservation [43],

two stable, LSP (χ̃0
1) are produced, which are presumed to escape without detection,

leading to significant missing transverse energy. The same-sign search described here

will be combined with a three-lepton search to provide some sensitivity to these models.

Very little hadronic activity is expected in such final states. Results on this search are

described in Chapter 7.
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Figure 5.1: Production cross section for several SUSY processes at proton-proton
collisions at a center of mass energy of 8 TeV.

The event selection and background estimation methods used in both searches are de-

scribed in the following sections.

5.2 Event Selection and objects definition

The events used in these searches are selected using a set of dilepton triggers (two

electrons, two muons or and electron and a muon), requiring the first (second) highest-

pT lepton to have pT> 17(8) GeV at the HLT. In the case of muons no further require-

ments are applied in the online selection, while for electrons, some basic identification

and isolation cuts are applied to control the rate of the triggers paths.
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In order to prevent any possible bias from the online selection, the offline selection has

to be tight enough to ensure the trigger efficiency is close to 100%. Therefore, the looser

offline selection of the objects is driven by the online selections in the trigger algorithms.

5.2.1 Muons

Muons are reconstructed in the pseudo-rapidity range between −2.4 < η < 2.4 and are

required to have a transverse momentum greater than 20 GeV. The associated recon-

structed track is required to have at least one hit in the pixel detector, more than 5

layers in the silicon tracker and at least one hit in one of the muon chambers. An extra

requirement in the χ2/Ndof of the global fit ensures the quality of the fit. To suppress

muons from pile-up vertices and from heavy flavour decays, the reconstructed muon is

required to have a transverse (longitudinal) impact parameter with respect to the se-

lected primary vertex smaller than 50 µm (1 cm). In addition, the muon is required to

be identified by the particle flow algorithm and by the GlobalMuon algorithm. Extra re-

quirements on to veto ECAL and HCAL deposits are also required to reject background

with minimal signal loss.

Finally, the muons are required to be isolated. This isolation, as explained in Sec-

tion 4.3.2, is computed using the particle flow algorithm and corrected using the ∆β

corrections to suppress the contamination from pile-up.

As prompt-muons are expected to be very isolated the requirement on the muon isolation

is IsoPFrel < 0.1. That means that only 10% of the energy of the muon is allowed in

the isolation cone. Nevertheless, as we will see later in Section 5.4, in some occasions

this isolation criteria will be relaxed to IsoPFrel < 1.0. The muon object selection is

summarised in table 5.1

Table 5.1: Muon object selection requirements

pT > 20 GeV
|η| < 2.4

χ2/Ndof (globalFit) < 10
|d0| < 0.05 mm (measured w.r.t. first DA vertex)
|dz| < 1.00 cm (measured w.r.t. first DA vertex)

Number of Layers (Si track) > 5
Number of valid StandAlone Hits > 0

Number of valid Pixel Hits > 0
ecalVetoDep ≤ 4 GeV
hcalVetoDep ≤ 6 GeV

Reconstructed with both PFMuon and GlobalMuon algorithms.

IsoPFrel 0.1 (1.0)
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5.2.2 Electrons

As for muons, electrons are reconstructed in the same kinematical range of pT> 20 GeV

and |η| < 2.4, excluding the pseudo-rapidity range of 1.444 - 1.566, to avoid the crack

between the barrel and endcap modules.

To assess the quality of the selected electrons, and help discriminating between mis-

reconstructed hadronic jets and real electrons, several selection cuts related to the shape

of the energy deposit and the matching of the track and energy cluster are applied. The

supercluster η width, as taken from the covariance matrix using logarithmic weights, is

required to be smaller than 0.01 for electrons in the barrel (|η| < 1.479) and smaller than

0.03 for electrons in the endcap (|η| > 1.479). The distance between the electron track

from the vertex to the supercluster position has to agree within |∆η| < 0.004(0.007) and

|∆φ| < 0.06(0.03) for barrel (endcap) electrons. Furthermore, the hadronic activity in

HCAL cells behind the electrons supercluster has to be smaller than 10 (7.5) % of the

supercluster energy. Finally, the quantity |1/E − 1/p| has to be smaller than 0.05.

Electron pairs may be produced in interactions of hard photons with the detector ma-

terial, such electrons will have longer transverse distances from the beam spot than

prompt electrons. The first valid hit of the track for a photon converted electron may

not necessarily be located in the innermost tracker layer, so extrapolating this track back

to the beam line, one could find detector layers which do not have hits compatible with

the track. In order to veto these converted electrons, a conversion vertex is performed

with two tracks, one being compatible with an electron. The vertex fit probability is

required to be greater than 10−6. Also, the electron candidates must not have missing

expected hits in their track.

To prevent electrons arising from pile-up events, the electron track is required to have

transverse and longitudinal impact parameters with respect to the primary vertex smaller

than 10 µm and 0.1 cm respectively.

Additionally, to reduce the charge mis-identification rate to a minimum (see Section 5.5

for further explanations), the measured charge has to be consistent among the three

different algorithms used for charge assignment: the standard GSF electron tracking,

the CTF tracking algorithm and the sign of the supercluster φ−position with respect of

the initial track direction.

To control the triggering rate, the HLT paths involving electrons apply rudimentary,

detector-based cuts on isolation values that have to be reflected in the offline selection.

These cuts are applied separately for the pT sum of the tracks, ECAL energy deposits,

and HCAL energy deposits, and restrict the sum of each of the contributions to be less
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than 20% of the electron’s transverse momentum. The loosest possible combined relative

isolation cut for electrons is therefore at the level of 60% of the electron-pT .

Finally, the electrons are required to be isolated. This isolation, as explained in Sec-

tion 4.2.3, is computed using the particle flow algorithm and uses the effective area (EA)

correction to suppress the contamination from pile-up.

As prompt-electrons are expected to be very isolated the requirement on the electrons

isolation is IsoPFrel < 0.09. That means that only 9% of the energy of the electron is

allowed in the cone. Nevertheless, as we will see later in Section 5.4, in some occasions

this isolation criteria will be relaxed to match the trigger isolation. The full ID and

isolation selection on signal electrons can be then found in Table 5.2.

Table 5.2: Electron object selection cuts

pT > 20 GeV
|η| < 2.4, /∈ [1.444, 1.566]
|d0| < 0.01 mm (measured w.r.t. first DA vertex)
|dz| < 0.10 cm (measured w.r.t. first DA vertex)
σiηiη < 0.01 (barrel), < 0.03 (endcap)
|∆φIn| < 0.06 (barrel), < 0.03 (endcap)
|∆ηIn| < 0.004 (barrel), < 0.007 (endcap)
H/E < 0.01 (barrel), < 0.075 (endcap)

|1/E − 1/p| < 0.05 (barrel), < 0.05 (endcap)

Conversion rejection

No missing pixel hits
Vertex fit propability: < 1× 10−6

Charges of CTF, GSF and SuperCluster in agreement

RelIso < 0.09

As opposed to muons, where only the isolation criteria is relaxed to define “loose” object,

in the case of electrons, the ID is relaxed as much as possible to gain statistics and

selection cuts matching the trigger ID and isolation are imposed on the reconstructed

electrons. The details on the cut variables and values can be found on Table 5.3.

Finally, in the rare cases where an electron candidate is within ∆R < 0.1 of a muon

passing all selection cuts, it is rejected to avoid selecting electrons that originate from a

muon radiating a photon.

5.2.3 Jets and Emiss
T

Jets and missing transverse energy (Emiss
T ) are reconstructed using the particle flow

algorithm. The jet momenta is corrected to have a response that is flat in pT and η
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Table 5.3: Loose Electron selection

pT > 20 GeV
|η| < 2.4, /∈ [1.444, 1.566]
|d0| < 0.01 cm (measured w.r.t. first DA vertex)
|dz| < 0.20 cm (measured w.r.t. first DA vertex)
σiηiη < 0.011 (barrel), < 0.031 (endcap)
|∆φIn| < 0.15 (barrel), < 0.10 (endcap)
|∆ηIn| < 0.01 (barrel), < 0.01 (endcap)
H/E < 0.10 (barrel), < 0.075 (endcap)

Charges of CTF, GSF and SuperCluster agree

RelPFIso < 1.0

(L2L3), as well as for contributions from pile-up events. (L1FastJet). In addition, L2L3

residual corrections are applied on data.

The hadronic activity in the event is then characterised as the scalar sum of all selected

jet transverse momenta:

HT =
∑

i

pT (Jeti)

The full Jet selection is detailed on Table 5.4.

Table 5.4: Jet selection

ak5PFJets

pT > 40 GeV
|η| < 2.4

L1FastJet corrected

L2L3 corrected

L2L3 residual corrections in data

No selected lepton within cone of ∆R < 0.4
Jets should pass the loose PF jet ID

Eventually we will require such jets to be identified as b-jets. For that we use the

recommended combined-secondary-vertex (CSV) tagging algorithm with the medium

working point for the discriminator of 0.679, which corresponding to an identification

efficiency for b jets of about 70% and a misidentification probability of about 10% for

charm jets and 0.1% for light-flavour jets (u,d,s and gluons).

For the Emiss
T Particle-Flow with L1 corrections will be used. These corrections for the

Emiss
T are applied to all jets with pT> 10 GeV.
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5.2.4 Basic event selection

The standard event selection for the following chapters will require two leptons (electrons

and muons) with the same electric charge, resulting in three channels: ee, eµ and µµ .

By convention, priority to the number of muons is given when selecting the pair and then

to the sum of the pT of the objects. Both leptons will be required to have pT greater

than 20 GeV making the dileptonic trigger paths fully efficient. Finally, to suppress

contributions from low-mass resonances with mis-reconstructed charges, the invariant

mass of the selected pair is required to be greater than 8 GeV.

Events with a leptonically decaying Z boson, or with low-mass resonances are suppressed

by applying a veto on events containing opposite-sign same-flavour pairs with an invari-

ant mass within 15 GeV of the Z boson mass or smaller than 12 GeV. As the lepton

selection described before is optimised for high background rejection, a looser object

selection is applied for increasing the rejection power. The pT requirement is dropped

to 10(5) GeV and both identification and isolation requirements are also loosened, more

details on the exact selection can be found in Tables 5.5 and 5.6.

Table 5.5: Veto muon selection

pT > 10/5 GeV for the Z/low-mass veto
|η| < 2.4

RelPFIso < 0.2

Recoed as PFMuon and (GlobalMuon || TrackerMuon)

Table 5.6: Veto electron selection

pT > 10/5 GeV for the Z/low-mass veto
|η| < 2.4, with |ηSC | /∈ [1.444, 1.566]
|d0| < 0.49 mm (measured w.r.t. first DA vertex)
|dz| < 2.00 mm (measured w.r.t. first DA vertex)
σiηiη < 0.01 (barrel), < 0.03 (endcap)
|∆φIn| < 0.80 (barrel), < 0.70 (endcap)
|∆ηIn| < 0.007 (barrel), < 0.010 (endcap)
H/E < 0.01 (barrel), <∞ (endcap)

RelPFIso < 0.20

5.3 Background Composition

Understanding the background composition is, together with a reliable estimation of the

background processes, the most important aspect of every physics analysis. Specially
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for searches, as only when understanding and properly estimating the background con-

tribution to our search regions we would be able to be sensitive to any potential “signal”

that may appear.

In a pp collision, leptons can be produced “promptly”, in the decay of a W or a Z

boson or “non-promptly”, in the decay of heavy flavour hadrons or simply hadronic

jets mis-reconstructed as leptons. In addition, other sources of non-prompt leptons

could be muons from light-meson decays in flight, or electrons from unidentified photon

conversions.

Events with two same-sign leptons in the final state are considered, the selected samples

would be dominated by events with one prompt lepton and one non-prompt lepton,

mostly from W + jets , Z + jets and semileptonic tt̄ processes. A very important con-

tribution will come from rare SM processes yielding prompt leptons of like-sign in the

final state. Among these processes one can find direct production of dibosons (WZ or

ZZ), direct production of two same-sign W bosons (W±W±), production of a tt̄ pair in

association of a vector boson (tt̄ +W and tt̄ +Z ) and production of three or more vector

bosons. In addition, the sample will contain some events with an opposite-sign pair of

leptons (from Z + jets and dileptonic tt̄ ) where one of the leptons has a wrongly as-

signed charge. This last process only affects significantly to electrons, where the charge

mis-identification may arise from a hard bremsstrahlung and subsequent asymmetric

conversion to an electron of the opposite charge. The charge assignment for muons

is more reliable as they hardly interact with detector material and also thanks to the

possibility of a second, independent measurement in the muon chambers.

Events with two fake or non-prompt leptons from QCD multijet production can play a

role in event selections with low requirements on hadronic activity and missing transverse

energy. However, the suppression achieved with isolation and identification cuts helps

making this background almost negligible. Table 5.7 shows the contribution of different

processes estimated from MC for a minimal selection of two same-sign lepton events.

Estimations from Monte Carlo simulation could be used to derive the contribution to

the background. However, backgrounds involving non-prompt leptons and mis-identified

charges are estimated using data-driven techniques extrapolating from control regions

defined in data, as the simulation of the processes leading to their production is not

always reliable. On the other hand, events with prompt-leptons can be simulated more

reliably and the background yields will be taken directly from the Monte Carlo.
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Table 5.7: Yields from different processes in simulation, compared to observed yields
in data, for a selection of two same-sign leptons.

Process µµ eµ ee Sum

tt̄ 28.42 ± 2.01 58.40 ± 2.92 36.00 ± 2.31 122.82 ± 4.23
Single t 4.74 ± 20.17 7.24 ± 20.21 1.96 ± 20.15 13.93 ± 34.94
W+jets 31.58 ± 72.27 69.31 ± 67.09 104.07 ± 100.73 204.96 ± 140.96
Z+jets 0.00 ± 4.21 57.28 ± 12.67 228.31 ± 23.10 285.59 ± 26.68
WW 0.10 ± 0.13 1.54 ± 0.33 1.18 ± 0.30 2.82 ± 0.47
WZ 137.90 ± 1.06 269.67 ± 1.53 113.42 ± 1.00 520.98 ± 2.11
ZZ 9.40 ± 0.07 17.18 ± 0.10 6.55 ± 0.06 33.12 ± 0.14

Vγ+jets 35.88 ± 2.01 30.33 ± 1.94 0.56 ± 0.44 66.77 ± 2.83
tt̄H 12.09 ± 0.47 23.62 ± 0.67 9.55 ± 0.43 45.26 ± 0.92
tt̄W 17.94 ± 0.60 31.28 ± 0.81 12.61 ± 0.53 61.83 ± 1.14
tt̄Z 3.61 ± 0.26 7.43 ± 0.37 3.33 ± 0.25 14.38 ± 0.52
tt̄γ 0.00 ± 1.09 5.15 ± 2.18 2.61 ± 1.76 7.76 ± 3.01

W±W± 19.73 ± 0.84 35.25 ± 1.14 14.11 ± 0.75 69.09 ± 1.60
VVV 6.02 ± 0.21 11.59 ± 0.31 5.14 ± 0.23 22.74 ± 0.44

Sum 317.45 ± 75.23 641.01 ± 71.36 545.04 ± 105.35 1503.50 ± 147.81

Data 450 1051 896 2397

Lepton and trigger scale factors

The changing trigger conditions during Run I data-taking lead to a non-accurate sim-

ulated HLT-menu present in the MC samples that were used for this analysis. Trigger

efficiencies are measured in data using a weakly correlated sample collected with HLT

paths that are orthogonal to the ones used to the analysis described in Section 5.2.

Trigger efficiencies are therefore computed per run period as a function of pT and η to

derive scale factors, Table 5.8 shows the computed scale factors that are then used to

correct MC simulation.

Table 5.8: Scale factors from trigger inefficiencies applied to Monte Carlo predictions
of the irreducible backgrounds. For some channels, scale factors are parametrised by the
trailing lepton pT or |η|. The quoted uncertainties are both statistical and systematic.

Channel Scale Factor

ee, pT < 30 0.92 ± 0.05
ee, pT > 30 0.96 ± 0.06
eµ 0.93 ± 0.06
µµ, |η| < 1 0.90 ± 0.05
µµ, 1.0 < |η| < 2.4 0.81 ± 0.05

Offline lepton selection efficiencies are measured both in data and simulation using Z-

boson events to derive simulation-to-data correction factors. A tag-and-probe method is
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used for measuring these scale factors [33, 44, 45]. The “tag” lepton is required to pass a

fairly tight trigger requirement along with all other ID and isolation requirements, while

the “probe” leptons is required to pass a much looser selection. The efficiency is taken

as the ratio of the counts of the probes passing the full lepton selection over the total

number of probes. The contribution from Z events in data is extracted by fitting the

invariant mass range 60 to 120 GeV simultaneously with various background and signal

hypothesis. Due to the difference on the background kinematics the fit is performed on

a bin-by-bin basis as a function of pT and |η|.

The resulting correction factors, applied to simulation only, are detailed in Tables 5.10

and 5.9. The uncertainty of the total efficiency is 5% (3%) for electrons (muons). An

additional systematic uncertainty is assigned to account for potential mismodelling of

the lepton isolation efficiency due to varying hadronic activity in signal events. This

uncertainty is 3% for all leptons except muons with pT< 30 GeV, for which it is 5%.

For the trigger efficiencies, a 6% systematic uncertainty is considered to absorb the

maximum deviation among the bins from the central efficiency value.

Table 5.9: Electron efficiencies measured using the tag-and-probe method. The un-
certainties are only statistical.

pT , GeV 20− 30 30− 40 40− 50 50− 200

|η|
0.0− 0.8 0.954 ± 0.002 0.960 ± 0.001 0.972 ± 0.001 0.969 ± 0.001

0.8− 1.4442 0.923 ± 0.003 0.935 ± 0.001 0.955 ± 0.001 0.956 ± 0.001
1.566− 2.0 0.921 ± 0.005 0.924 ± 0.002 0.950 ± 0.001 0.995 ± 0.002
2.0− 2.4 0.993 ± 0.004 0.959 ± 0.003 0.968 ± 0.002 0.969 ± 0.004

Table 5.10: Muon efficiencies measured using the tag-and-probe method. The uncer-
tainties are only statistical.

pT , GeV 20− 30 30− 40 40− 50 50− 200

|η| 0.0− 1.2 0.964 ± 0.001 0.971 ± 0.000 0.978 ± 0.000 0.974 ± 0.001
1.2− 2.4 0.959 ± 0.001 0.978 ± 0.001 0.984 ± 0.000 0.977 ± 0.001

The yields derived from Monte Carlo are weighted by the corresponding simulation-to-

data correction factors (or scale factors) described in this section. All the yields within

this chapter are re-scaled using these numbers.
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5.4 Backgrounds Involving Non-Prompt Leptons

Processes involving non-prompt leptons: either coming from heavy flavour decays, pho-

ton conversions or from mis-identified jets, constitute the dominant source of back-

ground in the same-sign dilepton searches presented here, most of these events come

from W + jets , Z + jets or semileptonic tt̄ .

Although jets mis-reconstructed as leptons and non-prompt leptons are physically very

different, they are both produced inside hadronic jets and a tight requirement in ID and

isolation is crucial for rejecting such events.

The method described in the following subsection is based on a extrapolation on the

isolation sideband and some identification variables, and hence, covers all backgrounds

containing non-isolated leptons. To simplify the notation, I will refer to both fake

and non-prompt leptons as fake leptons, as opposed to prompt leptons from on-shell

electroweak boson decays.

After applying the object identification criteria, most of the remaining fake muons are

the result of the decay of heavy flavour hadrons. A very small contribution is expected

from “punch-through” muons, where a hadron penetrates the calorimeters and magnet

to produce hits in the muon detection system from “decays-in-flight”, where light or

strange mesons decay to muons before reaching the calorimeter. Therefore, muons can

be expected in all processes involving production of b and c quarks.

The electron case is more complicated. As electron reconstruction is based on single

tracks pointing to energy deposits in the electromagnetic calorimeter, additional sources

can produce fake electrons. They can be the result of simple mis-reconstruction of jets

with high electromagnetic energy, e.g. from π0 mesons with nearby tracks. Based on

simulation, about 50% of fake electrons in tt̄ are expected to be from heavy-flavour

decays, about 30% from γ conversions, and about 20% from light jet fakes.

5.4.1 Method

The estimation of the fake lepton contribution is based on a loose-to-tight extrapolation

in the isolation and identification variables. Hence, the two sets of lepton selection cuts

were defined in Section 5.2: a tight set corresponding to the final object selection defined

above and a loose selection with less stringent requirements on lepton ID and isolation.

Note that the loose selection set includes the tight selection set, i.e. every tight lepton

is by construction also a loose lepton.
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The number of fake leptons passing the tight cuts over the number of fake leptons passing

the loose cuts is called the fake-ratio, f . The equivalent ratio for prompt leptons is called

the prompt ratio p. One has to make the assumption on the universality on these ratios

between the signal and control regions, that is, assuming that the selection cuts used

to defined signal and control regions do not change the shape of the variables used to

define loose and tight objects.

In order to make this extrapolation,there must be some correlation between the tight/loose

separation and prompt/fake categories. The problem can, therefore, be formulated as a

set of linear equations relating the yields of prompt/fake events to yields of tight/loose,

for making such extrapolation the probability for either category of leptons to pass/fail

the tight cuts after passing the loose ones is used.

First, NTT , NTL, NLT and NLL are defined as the number of events with two leptons

passing the tight selection, first one passes tight and second one passes loose, first one

passes loose and second one passes tight, and both pass only the loose cuts respectively.

The two subindices correspond to the two leptons, and their order identifies the two

leptons in the event. For the case of same-flavour events the first index will correspond

to the harder of the two; in the case of different-flavour events, the first index refers to

the muon and the second to the electron. Hence eµ events in the NLT category have

an electron passing tight cuts and a muon passing loose, but not tight cuts. The NTT

region would be our signal region, or the region in which we want to determine the

fake lepton background contamination. The event selections where one or two leptons

fails the tight selection are exclusive sidebands of the signal region and it is used to

extrapolate. We want to estimate the quantities Npp, Npf , Nfp and Nff . Remember

that this quantities are defined on top of the loose ID/isolation cuts, i.e. Npp is the

number of true prompt-prompt events with both leptons passing the loose selection.

The notation of the extrapolation factors would be f1, f2 for the first and second fake

leptons, and p1, p2 for the first and second prompt lepton. The set of equations can be

written as:




NTT

NTL

NLT

NLL




=




p1p2 p1f2 f1p2 f1f2

p1(1− p2) p1(1− f2) f1(1− p2) f1(1− f2)

(1− p1)p2 (1− p1)f2 (1− f1)p2 (1− f1)f2

(1− p1)(1− p2) (1− p1)(1− f2) (1− f1)(1− p2) (1− f1)(1− f2)







Npp

Npf

Nfp

Nff




(5.1)

The matrix can be inverted to solve for the estimated prompt-fake yields on the right

hand side:
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Npp

Npf

Nfp

Nff




=
1

(f1 − p1)(f2 − p2)




(1− f1)(1− f2) −(1− f1)f2 −f1(1− f2) f1f2

−(1− f1)(1− p2) (1− f1)p2 f1(1− p2) −f1p2

−(1− p1)(1− f2) (1− p1)f2 p1(1− f2) −p1f2

(1− p1)(1− p2) −(1− p1)p2 −p1(1− p2) p1p2







NTT

NTL

NLT

NLL




(5.2)

and thus the set of equations needed to estimate the yield of events with fake and prompt

leptons using the measured fake and prompt ratios and the yields in the sidebands are

obtained. Keep in mind that these yields are defined in a way that they sum up to the

total number of events passing at least the loose-loose selection:

Ntot = Npp +Npf +Nfp +Nff = NTT +NTL +NLT +NLL (5.3)

5.4.2 Implementation

As the fake and prompt ratios depend on the lepton kinematics, the method is imple-

mented to apply a per-event weight. Instead of using the integrated yields (NTT , NTL,

etc), each event is associated with a weight, which depends on whether the leptons in the

event pass the tight cuts (T) or only the loose ones (L). Each event has four weights as-

sociated, each one corresponding to the probability of originating from prompt-prompt,

prompt-fake, fake-prompt, or fake-fake processes. Therefore, the fake estimation formu-

las from equation 5.2 are transformed into a set of sixteen weight formulas, as shown in

table 5.11.

Table 5.11: Event-by-event weights associated in four tight-loose by four prompt-fake
categories. fi and pi are the fake and prompt ratios evaluated for lepton i. All entries

have to be divided by (f1 − p1)(f2 − p2).

TT TL LT LL

wpp/p1p2 (f1 − 1)(f2 − 1) (f1 − 1)f2 f1(f2 − 1) f1f2

wpf/p1f2 (f1 − 1)(1− p2) −(f1 − 1)p2 f1(1− p2) −f1p2

wfp/f1p2 (1− p1)(f2 − 1) (1− p1)f2 −p1(f2 − 1) −p1f2

wff/f1f2 (1− p1)(1− p2) −(1− p1)p2 −p1(1− p2) p1p2

Then the predictions for Npp, Npf , Nfp and Nff are obtained by summing up all the

corresponding weights for all events, e.g. Npp =
∑
wpp etc. Note that there is no

distinction between tight-loose and loose-tight respectively between prompt-fake and

fake-prompt for same-flavour events. For different-flavour events, the first index always
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represents the muon and the second one represents the electron, meaning that e.g. TL

is a tight muon and a loose electron while LT is the other way around.

5.4.3 Control Regions

For the application of the method as it was described in the previous section, one needs

to measure the tight-to-loose ratio for fake and prompt leptons (electrons and muons),

hence control regions to measure the ratios are defined. Ideally, the control region

will be populated by events emulating the same environment as in the signal region,

but with a very pure sample of fake or prompt leptons. Therefore, the extrapolation

variables, in particular the lepton isolation, shall be the same for both the control and

the signal regions. This ideal situation can be approximated by selecting samples of

events dominated by QCD multijets for fakes and leptonic Z boson decays for prompt

leptons. However one has to assume the the universality of the fake/prompt ratios.

Measurement of f

The fake-ratio f is measured in a QCD di-jet environment. Such sample can be obtained

by selecting events with one lepton while reducing the contamination from sources of

prompt-leptons, mainly W + jets and Z + jets due to their high cross-section. An upper

cut on Emiss
T at 20 GeV and an upper cut on mT (lep, EmissT ) at 15 (20) GeV for muons

(electrons) is enough to suppress events involving W bosons. In addition, events with

any extra veto-leptons of pT greater than 5 GeV are rejected suppressing the remaining

Z + jets .

We further require the presence of one and only one jet, which is well separated from the

lepton in the event, i.e. ∆φ(lep, jet) > 2 with the minimum jet-pT at 65 GeV. In this

control region, the presence of exactly one loose lepton is also required as the f ratio is

calculated using such lepton, i.e. the probability of this lepton passing the loose criteria

to also pass the tight criteria.

Definition of the control region The event selection described here was designed to

minimise the electroweak contamination and to mimic the isolation distribution of the

fake leptons with the selected data in the control region. The original cuts developed

for the 7 TeV analysis [46] allowed too much contamination from electroweak processes

and due to changes in the auxiliary triggers the isolation distribution in data was not

matching the one from the fake leptons, as it can be seen in Figure 5.2.



Chapter 5. Same sign dileptons at
√
s = 8 TeV 55

)
1
µRel. PFIso (

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 10

500

1000

1500

2000

2500

3000

Data
TTbar fake
Top
Rare SM
Single Boson
Di-Boson
QCD

-1 = 19.47 fbint.L

  = 0.07Data
T/LR

   = 0.05MC
T/LR

 = 0.02TTbar
T/LR

) [GeV]
1
µ (p

20 25 30 35 40 45 50 55 60

Lo
os

e
/N

Ti
gh

t
N

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4
Data
Simulation
QCD

Non-prompt Muons

CMS Preliminary  = 8 TeVs at -1L = 19.47 fb

Figure 5.2: Isolation distribution of loose muons from the QCD control sample and
comparison with the isolation distribution from fake muons from tt̄ (left). Muon fake
ratio calculated in the QCD control sample (right), a comparison between data, QCD

and a MC cocktail is shown.

Since fake-rate shall be estimated from a sample that is very QCD-like, the reduction of

the electroweak contamination should be aimed by purifying the sample in QCD-dijet-

like events. The first step was to cut on any additional jets in the sample, i.e. requiring

the number of jets in the control sample to be exactly one. Another handle on purifying

in QCD dijet events is to introduce a ∆φ cut between the loose lepton in the event and

the jet in the event. One can see in Figure 5.3 the distributions for both those cuts.
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Figure 5.3: ∆φ(lep, jet) (left) and Njets distribution of the events in the QCD control
sample. Most of the events have one jet and in such case it tends to be away from the

lepton.

The next thing to be accomplished is to mimic, with the leptons in our control region,

the behaviour of the isolation of the fake leptons coming from tt̄ , as this process is

dominating our single-fakes sample. This was achieved by increasing the minimum jet-

pT from 40 GeV to 65 GeV and by tightening even more the mT cut accepting only

events with mT< 15 GeV (for muons). The increase in the jet pT threshold allowed to

match the shape of the isolation distribution, however some discrepancy between data

and MC is still present in the most-isolated bin. Tightening the mT cut does help in
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reducing that discrepancy, as the electroweak contamination that the MC is not able to

reproduce is smaller in that case.
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Figure 5.4: Isolation distribution of loose muons from the QCD control sample (with
away-jet pT> 65 GeV and mT< 15 GeV) compared with the isolation distribution

from fake muons from tt̄ (left) and corresponding muon fake ratio (right)

For electrons, as it suffers more from poor statistics, and has less electroweak contam-

ination, we decided to keep the mT cut at 20 GeV. However we decided to apply the

jet pT> 65 GeV as it does influence the kinematics of the fakes and in that way the

electron and muon sample is more consistent with each other.

Measurement of p

To measure the tight-to-loose ratio on prompt leptons, events with leptonic Z boson

decays are used. Events containing two opposite-sign same-flavour loose leptons with

an invariant mass within 15 GeV of the Z boson mass are selected. To further mimic

the busy environment of the main same-sign background (tt̄ + jets ), and BSM signal,

the presence of two hadronic jets is also required. Finally, to avoid contamination from

fakes and non-prompt leptons from tt̄ + jets production, an additional upper cut on the

missing transverse energy of Emiss
T < 20 GeV is applied.

5.4.4 Fake Ratios

The data sample used for measure the fake ratio were collected using pre-scaled single-

lepton auxiliary triggers. In the case of the muons, two paths are used, one requiring

a single muon with pT> 8 GeV and another one requiring a muon with pT> 17 GeV

(HLT_Mu8_v* and HLT_Mu17_v*). For the electron case, four paths are used requiring

one electron with the same identification and isolation cut as the dilepton signal triggers

(to avoid any possible bias in the measurement) and with a pT threshold of 8 and 17
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GeV, two of the paths also require the presence of an extra jet with pT> 30 GeV. The

list of used paths during 8 TeV data-taking is summarised in Table 5.12. All these paths

are heavily pre-scaled (i.e. only accepts one out of N selected events).

Table 5.12: HLT paths used to select the QCD-enriched measurement region.

Muon Electron

HLT_Mu8_v* HLT_Ele8_CaloIdT_CaloIsoVL_TrkIdVL_TrkIsoVL_v*

HLT_Mu17_v* HLT_Ele17_CaloIdT_CaloIsoVL_TrkIdVL_TrkIsoVL_v*

- HLT_Ele8_CaloIdT_CaloIsoVL_TrkIdVL_TrkIsoVL_Jet30_v*

- HLT_Ele17_CaloIdT_CaloIsoVL_TrkIdVL_TrkIsoVL_Jet30_v*

The fake ratios for muons as functions of pT and |η| are shown in Fig. 5.5, compared to

values obtained from a cocktail of Standard Model MC events. The upward slope present

in the fake ratio as a function of the lepton pT is attributed to prompt lepton contami-

nation from leptons stemming from W + jets events passing the inverted Emiss
T and mT

cuts. As there is no further electroweak suppression, the pT spectrum is cut off at 40

GeV, i.e. every lepton which has a pT higher than 40 GeV will be weighted by the ratio

from the bin up to 40 GeV.

An electroweak subtraction method has been developed based on the normalisation of

the mT shape after inverting the mT cut. This method is not applied to the search

presented here but will be used for future iterations of this analysis.
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Figure 5.5: Fake ratios for muons as a function of pT (left) and |η| (right). The
red markers depict the values obtained from a cocktail of Standard-Model Monte-Carlo

samples including QCD, top and electro-weak processes.

Despite the dependence on lepton kinematics, no other significant dependence has been

noticed. Observables monitored are: the hadronic activity, the missing transverse energy,

the number of vertices in the event to check the dependency with pile-up and the pT of

the jet (see Figure 5.7 for muons and Figure 5.8 for electrons). As in previous plots, the
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Figure 5.6: Fake ratios for electrons as a function of pT (left) and |η| (right). The
red markers depict the values obtained from a cocktail of Standard-Model Monte-Carlo

samples including QCD, top and electro-weak processes.

values observed in a cocktail of SM Monte-Carlo samples is shown for reference. The

agreement with data is good up to the statistical precision of these plots.
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Figure 5.7: Fake ratios for muons as a function of the number of vertices (top left),
away jet pT (top right), Emiss

T (bottom left) and HT (bottom right). The red markers
depict the values obtained from a cocktail of Standard-Model Monte-Carlo samples

including QCD, top and electro-weak processes.
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Figure 5.8: Fake ratios for electrons as a function of the number of vertices (top left),
away jet pT (top right), Emiss

T (bottom left) and HT (bottom right). The red markers
depict the values obtained from a cocktail of Standard-Model Monte-Carlo samples

including QCD, top and electro-weak processes.
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Figure 5.9: Prompt ratios for muons (left) and electrons (right) as functions of their
pT . The red markers depict the values obtained from a cocktail of Standard-Model

Monte-Carlo samples including QCD, top and electro-weak processes.
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Figure 5.10: Prompt ratios for muons (left) and electrons (right) as functions of
the number of primary vertices. The red markers depict the values obtained from a
cocktail of Standard-Model Monte-Carlo samples including QCD, top and electro-weak

processes.

5.4.5 Prompt Ratios

The HLT paths used for the prompt control regions are the same as those used for the

signal regions, i.e. the dileptonic triggers. The ratio is measured on the softer leg of

the pair. The resulting tight-loose ratios for prompt leptons are shown in Fig. 5.9, as

a function of lepton pT , together with the curve obtained from simulated events. The

ratios, overwhelmingly dominated by events from the Z + jets process, as expected, are

well reproduced in the simulation. Fig. 5.10 shows the prompt ratio as a function of the

number of vertices.

5.5 Background from Charge Misidentification

Opposite-Sign dilepton events from standard-model processes, like (fully-leptonic) tt̄ +

jets , Z + jets and W±W∓ can contribute to the same-sign yields in the case where one

of the leptons has a badly reconstructed charge. This affects primarily high-momentum

tracks with a small curvature that appear nearly straight in the detector. However as the

lepton pT range of this analysis is way below this point, the only relevant contribution

to this background comes from electrons and occurs when an electron radiates a hard

photon that then converts in the inner tracker layers into an e+e− pair where one of the

electrons takes most of the momentum.

Studies from cosmic muons have shown that the probability of misidentifying the charge

of a muon is significantly lower than in the electron case, due to the longer lever arm of
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measuring the muon track and less interactions of the muon with the detector material.

At higher pT the situation would be different, but the two main processes contribut-

ing to the same-sign yield via charge mis-identification (tt̄ + jets and Z + jets ) rarely

produce leptons with pT> 100 GeV. The background contribution from muon charge

mis-assignment will therefore be neglected.

The contribution to the final yields from this background can be directly estimated from

a simple extrapolation from the opposite-sign yields to the same-sign signal region.

5.5.1 Estimation method

The contribution from intrinsic opposite-sign dilepton pair to the opposite-sign and

same-sign dilepton yields can be estimated as:

NOS = ((1− p)2 + p2) ·NOS
true (5.4)

NSS = 2p(1− p) ·NOS
true (5.5)

where p is the probability of electron charge misidentification, NOS is the number of

opposite-sign dilepton pair events, NSS is the number of same-sign dilepton pairs and

NOS
true is the intrinsic opposite-sign dilepton pairs.

Removing the unknown NOS
true, the contribution to the same-sign yields from opposite-

sign events with an electron charge misidentified can be estimated for both the ee and

eµ channel as:

NSS
ee = (2p(1− p))/((1− p)2 + p2) ·NOS

ee

≈ 2p ·NOS
ee (5.6)

NSS
eµ = p/(1− p) ·NOS

eµ

≈ p ·NOS
eµ (5.7)

5.5.2 Measurement of the charge misidentification probability

The probability of misidentifying the charge of an electron can be extracted from Z

events. The method relies in selecting di-electron events with an invariant mass com-

patible with a Z boson and classify them into same-sign and opposite sign pairs.
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Such sample is obtained by selecting events with two electrons passing all the identifi-

cation and isolation criteria defined in Table 5.2 with an invariant mass between 76 and

106 GeV. In addition an upper cut in the Emiss
T < 30 GeV and mT (e, Emiss

T ) < 25 GeV

is also applied to suppress background contributions from W + jets processes.

Table 5.13: Per-electron charge misidentification probability, separately in barrel-
barrel, endcap-barrel and endcap-endcap pairs.

Barrel - Barrel Barrel - Endcap Endcap - Endcap

Data 0.000063 ± 0.000007 0.00027 ± 0.00002 0.00061 ± 0.00008
MC 0.000060 ± 0.000007 0.0002 ± 0.00002 0.00057 ± 0.00007

The measurement is performed separately for ee pairs in barrel-barrel, barrel-endcap,

and endcap-endcap , and the results are summarised in Table 5.13. Due to the larger

material budget between the interaction point and ECAL for forward electrons, the

probability for the endcap sections is higher by an order of magnitude. The probability

also rises towards higher pT as explained at the beginning of the section. However, over

the relevant range of electron pT ’s in Z boson decays and in tt̄ + jets events the change

is not dramatic, it will be neglected for the application of the method. Nevertheless,

this decepence will be taken into account when estimating the systematic uncertainties

for this background source.

5.6 Irreducible Standard-Model Backgrounds

In addition to backgrounds involving fake leptons and charge misidentified electrons

there are also a number of Standard Model processes that can contribute to the same-

sign signature with the production of real prompt-prompt leptons of equal charge. Since

these yields do not depend on the difficult simulation of the production mechanisms

of fake leptons in hadronic showers, their contributions is estimated from Monte Carlo

simulation.

All Monte Carlo samples are simulated with the MADGRAPH5 [47] program when

available, Pythia 6 [48] is used otherwise. The detector response to the generated events

is simulated with the CMS simulation framework based on GEANT4 [49], and the events

are reconstructed with the same software used to process the data. Parton showering,

hadronization, and the decay of particles, are described using PYHIA 6 [48]. Simulated

minimum bias interaction, generated with PYTHIA, are overlaid on the hard scatter

events to closely emulate the multiple pp interactions present in the current and in
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adjacent bunch crossings (pileup) present in the data. The Monte Carlo samples are re-

weighted to fully reproduce the pileup profile in data. The samples are also re-weighted

to match trigger and lepton efficiencies with the conditions in data. Table 5.14 displays

the generator used for each SM process together with the production cross-section used

for normalisation.

Table 5.14: Table of Standard Model MC samples used, with the highest order avail-
able cross-sections in picobarns.

Process Generator σ(pb)

Wγ∗ → µ MADGRAPH 1.914
Wγ∗ → τ MADGRAPH 0.336
W±W∓ → l±νl∓ν MADGRAPH 5.8123
W±Z → l±νl±l∓ MADGRAPH 1.0575
ZZ → l±l∓l±l∓ MADGRAPH 0.1769
tt̄H,WH,ZH(H →W+W−) PYTHIA 0.2604
tt̄H,WH,ZH(H → ZZ) PYTHIA 0.0320
tt̄H,WH,ZH(H → τ+τ−) PYTHIA 0.0177
tt̄W MADGRAPH 0.232
tt̄Z MADGRAPH 0.2057
tt̄γ MADGRAPH 2.166
tbZ → llll MADGRAPH 0.0114
W±W±jj PYTHIA 0.5879
WWZ MADGRAPH 0.05795
WZZ MADGRAPH 0.01968
WWG MADGRAPH 0.528
ZZZ MADGRAPH 0.005527
WWW MADGRAPH 0.08058
tt̄WW MADGRAPH 0.002037
W+W+ MADGRAPH 0.2482
W−W− MADGRAPH 0.08888





Chapter 6

Search for new physics in events

with same-sign dileptons and jets

in pp collisions at
√
s = 8 TeV

The search described in this chapter is based on proton-proton collision data at
√
s =

8TeV collected during 2012 with the CMS detector at the LHC, corresponding to an

integrated luminosity of 19.5 fb−1 . This analysis was firstly developed for 7 TeV [46, 50]

and several extensions and updates were performed during 2012 data taking period

[51, 52].

The event selection, and background estimation methods have been described in Chapter

5 and the search strategy and the results will be discussed here.

6.1 Search strategy

The search strategy is a simple cut and count method, that is comparing the number

of observed events with the expectation from SM background in different search regions

(SR) with different requirements on four discriminating variables: HT , Emiss
T , Njets and

Nb-jets. Search regions are defined in bins of the number of jets and b-tagged jets provid-

ing broad coverage of strongly produced SUSY particles, including signatures with low

hadronic activity as well as signatures involving third-generation squarks. Additionally,

as SUSY models with a small mass splitting between the parent sparticle and the LSP

may result in low Emiss
T , we also define search regions with a looser requirement on Emiss

T .

65
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Three different “baseline regions” (BSR0, BSR1 and BSR2) are define with looser event

selection requirements, yielding to a background-dominated sample with negligible sig-

nal contamination. These will be used to understand the background composition as

well as validate the background estimation methods that will be used to predict SM

backgrounds. For defining these baseline regions (BSR) events having at least two jets,

HT> 80 GeV, Emiss
T > 30 GeV (only if HT< 500 GeV) and 0 (BSR0), 1 (BSR1), 2 or

more (BSR2) b-jets are selected. This selection is summarized in Table 6.1.

Table 6.1: Definition of the baseline regions.

Region HT (GeV) Emiss
T (GeV) Njets Nb-jets

BSR0 > 80 > 30 if HT< 500 GeV ≥ 2 Njets≥ 0

BSR1 > 80 > 30 if HT< 500 GeV ≥ 2 Njets = 1

BSR2 > 80 > 30 if HT< 500 GeV ≥ 2 Njets≥ 2

On top of these baseline regions, the event selection criteria are tightened and gran-

ularity of the regions is increased to define 24 final SRs described in Table 6.2. All

24 signal regions are mutually exclusive and may therefore be statistically combined.

Additional (overlapping) signal regions, listed in Table 6.3, are defined with no or loose

Emiss
T requirement in order to provide better sensitivity to scenarios such as RPV SUSY

models and same-sign top-quark production. Because in RPV SUSY scenarios the LSP

decays, mainly into detectable leptons and quarks, such events are not expected to have

large Emiss
T , but they usually have substantial HT . Thus, in search regions designed for

such models, the Emiss
T requirement is removed completely, while a relatively high HT>

500 GeV requirement is applied to reduce the level of SM background. These search

regions are labeled as RPV0 and RPV2 for Nb-jets ≥ 0 and ≥ 2, respectively.

Table 6.2: Signal region definitions and nomenclature.

Nb-jets Emiss
T Njets HT [200-400] HT [> 400]

≥ 0
50-120

2-3 SR01 SR02
≥ 4 SR03 SR04

> 120
2-3 SR05 SR06
≥ 4 SR07 SR08

= 1
50-120

2-3 SR11 SR12
≥ 4 SR13 SR14

> 120
2-3 SR15 SR16
≥ 4 SR17 SR18

≥ 2
50-120

2-3 SR21 SR22
≥ 4 SR23 SR24

> 120
2-3 SR25 SR26
≥ 4 SR27 SR28
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Table 6.3: Signal regions for same-sign top production and RPV SUSY.

Njets Nb-jets Emiss
T HT name comment

≥ 2 ≥ 2 30 80 SR30 ++/–
≥ 2 ≥ 2 30 80 SR31 ++ only

≥ 2 ==1 30 80 SR34 ++/–
≥ 2 ==1 30 80 SR35 ++ only

≥ 2 ≥ 0 0 500 SR32 RPV1
≥ 2 ≥ 2 0 500 SR33 RPV2

6.2 Validation of the backgrounds estimation methods.

Three different sources of backgrounds affect this search as it was described before:

“Non-Prompt leptons (Fakes)”, “rare SM processes” and “charge mis-identification”. A

detail description of these backgrounds and the estimation techniques applied in each

case is found in Section 5.3.

Prior to apply the background prediction techniques into the signal regions, the perfor-

mance of these background estimation techniques needs to be assessed. The background

dominated baseline signal regions will be used for this purpose.

First, a closure test on MC simulation by deriving the full fake-ratio from the cocktail of

Monte Carlo samples is perform. After deriving this fake-ratio, it is applied again to the

full cocktail of MC samples to get an estimate for the fake and charge misidentification.

The relative difference between the prediction and the observation is of the order of 20

to 30 percent, as can be seen from on Table 6.4. Note that due to limited statistics,

especially in the W − jets sample, the errors on the numbers of this closure test are

naturally very high.

This discrepancy can be caused by the difference between the parton and the lepton pT .

This difference could, theoretically, be taken into account by computing the fake ratios as

a function of the underlying parton pT , however, it is not obvious how this dependence

could be measured, as the determination of the underlying parton pT is very laborious

and suffers from poor resolution. As a result, a conservative 50% is assigned as a flat

systematic uncertainty to the fake-lepton background estimation. More sophisticated

methods to try to overcome this problem have been developed for 13 TeV analysis and

they will be discussed later in the following chapters.

The performance of the background estimation methods is also validated in data using

the baseline signal regions defined in Table 6.1, with negligible signal contamination and

dominated by background events. The results of the background estimation methods

and the yields of the observed events from data for the baseline signal regions for incluse,
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Table 6.4: Closure test with ratio from MC-cocktail and closure done on MC-cocktail.

µµ eµ ee Sum

Fakes 43.33± 5.87 89.79± 7.68 52.19± 8.72 185.32± 13.02
Charge MisID 3.02± 0.22 10.07± 0.49 13.09± 0.54
Irreducible 36.89± 1.65 72.97± 2.89 31.37± 2.27 141.23± 4.03
WZ Production 17.24± 0.47 37.03± 0.67 18.69± 0.48 72.96± 0.95
Total Pred. 97.46± 6.12 202.81± 8.24 112.31± 9.04 412.59± 13.67

Observed 71.67± 56.92 154.60± 56.98 89.46± 57.03 315.72± 98.68

Pred./Obs. 1.36± 0.99 1.31± 0.43 1.26± 0.70 1.31± 0.37

Pred.-Obs./Pred 0.26± 0.59 0.24± 0.28 0.20± 0.51 0.23± 0.24

1 b-tag and 2 or more b-tags are shown in Tables 6.5, 6.6 and 6.7. Good agreement

between prediction and observed yields and data is seen in all three baseline regions.

Table 6.5: Summary of background predictions and observed yields in SR00

µµ eµ ee Total

Double Fakes 0.43 ± 0.25 1.98 ± 1.02 2.31 ± 1.18 4.72 ± 2.39
Single Fakes 48.94 ± 24.81 109.73 ± 55.02 49.34 ± 24.98 208.02 ± 104.25
Charge MisID - 2.96 ± 0.26 12.38 ± 0.72 15.34 ± 0.77
Rare SM 37.15 ± 18.64 73.63 ± 36.90 31.81 ± 16.03 142.58 ± 71.38
WZ Prod. 17.24 ± 2.61 37.04 ± 5.59 18.70 ± 2.83 72.98 ± 10.98

Total Bkg 103.77 ± 31.18 225.33 ± 67.30 114.54 ± 30.66 443.63 ± 128.70

Observed 111 220 146 477

Table 6.6: Summary of background predictions and observed yields in SR10

µµ eµ ee Total

Double Fakes 0.15 ± 0.11 0.45 ± 0.27 0.32 ± 0.19 0.92 ± 0.50
Single Fakes 22.40 ± 11.54 46.75 ± 23.53 19.39 ± 9.97 88.54 ± 44.50
Charge MisID - 1.39 ± 0.12 1.98 ± 0.12 3.36 ± 0.17
Rare SM 12.11 ± 6.18 26.48 ± 13.42 11.36 ± 5.92 49.95 ± 25.15
WZ Prod. 1.26 ± 0.22 2.77 ± 0.45 1.50 ± 0.26 5.53 ± 0.86

Total Bkg 35.92 ± 13.01 77.84 ± 27.28 34.55 ± 11.62 148.31 ± 51.46

Observed 35 75 42 152

For the non-prompt background estimation three different estimates where combined

together for producing the results on the paper [52]. For this combination, the BLUE

method [53] was used. BLUE stands for “Best Linear Unbiased Estimator” and it

corresponds to an error weighted combination of the three results with correlations

taken into account. The correlations are only affecting the statistical part of the total
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Table 6.7: Summary of background predictions and observed yields in SR20

µµ eµ ee Total

Double Fakes -0.00 ± 0.01 0.04 ± 0.05 0.03 ± 0.04 0.07 ± 0.07
Single Fakes 2.02 ± 1.32 7.22 ± 3.76 3.06 ± 1.79 12.30 ± 6.36
Charge MisID - 0.81 ± 0.07 0.74 ± 0.05 1.55 ± 0.09
Rare SM 5.45 ± 2.98 10.36 ± 5.33 4.28 ± 2.45 20.09 ± 10.26
WZ Prod. 0.08 ± 0.04 0.14 ± 0.05 0.04 ± 0.03 0.25 ± 0.07

Total Bkg 7.54 ± 3.20 18.58 ± 6.53 8.15 ± 2.97 34.27 ± 12.06

Observed 16 25 11 52

error. The systematical uncertainties are taken fully correlated among the groups and

the value of 50% is taken into account.

6.3 Efficiencies and associated uncertainties

In this section a summary of the experimental and theoretical uncertainties associated to

the signal yields is presented. Whenever a particular uncertainty is model-dependent it

will be evaluated in-situ for the specific model that would be used for the interpretation.

Lepton and trigger scale factors

Correction factors are applied to simulation only to reduce any potential discrepancy

with data as described in Section 5.3. The uncertainty of the total efficiency is 5% (3%)

for electrons (muons). An additional systematic uncertainty is assigned to account for

potential mismodelling of the lepton isolation efficiency due to varying hadronic activity

in signal events. This uncertainty is 3% for all leptons except muons with pT< 30 GeV,

for which it is 5%. For the trigger efficiencies, a 6% systematic uncertainty is considered

to absorb the maximum deviation among the bins from the central efficiency value.

b-tagging efficiency

The b-tagging efficiency for b-quark jets with |η| < 2.4, measured in data using samples

enriched in tt̄ and muon-jet events, has a pT -averaged value of 0.72. The mis-tagging

probability for charm-quark jets is approximately 20%, while for jets originating from

light-flavour quarks or gluons it is of the order of 1%. Differences between simulation and

data depend of the jet flavour and kinematic, correction factors are applied to account for

such differences. Additional correction factors have to be applied to cover the difference
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between FullSim and FastSim generated samples. The effect of the b-tagging correction

(scale) factors on the Nb-jets distribution as well as the effect of varying the uncertainty

up and down can be seen in Figure 6.1

noScale
Entries  2666
Mean    1.098
RMS     0.731

0 1 2 3 4 5 6 7
0

0.1

0.2

0.3

0.4

0.5

noScale
Entries  2666
Mean    1.098
RMS     0.731

NbJmed {Flavor<3&&SystFlag==0&&NJ>=2&&pT1>20.&&pT2>20.&&TLCat==0&&( (HT<500&& MET>30.) || (HT>500.) )}

scaled
Entries  2666
Mean    1.063
RMS    0.7371

scaled
Entries  2666
Mean    1.063
RMS    0.7371

scaleUp
Entries  2666
Mean    1.088
RMS     0.736

scaleUp
Entries  2666
Mean    1.088
RMS     0.736

scaleDown
Entries  2666
Mean    1.036
RMS     0.731

scaleDown
Entries  2666
Mean    1.036
RMS     0.731

Figure 6.1: Nb-jets distribution for tt̄ W MC sample to illustrate the effect of the
b-tag scale factors on the number of b-tagged jets in a sample.

The total uncertainty of the b-tagging efficiency is determined by simultaneously varying

the efficiencies to tag a bottom, charm, or light quark up and down by their uncertainties

[37]. The importance of this effect depends on the signal region and the model of new

physics. In general, models with more than two b quarks in the final state are less

affected by this uncertainty.

Jet Energy Scale and Resolution

Another source of systematic uncertainty is associated with the jet energy scale (JES)

correction. This systematic uncertainty varies between 5% and 2% in the pT range 40-

100 GeV for jets with |η| < 2.4 [54]. It is evaluated on a jet-by-jet basis, and its effect

is propagated to HT , Emiss
T , the number of jets and the number of b-tagged jets. The

importance of this effect depends on the signal region as well as on the model. Models

with high hadronic activity and large Emiss
T are less affected by the uncertainty on the

jet energy scale.

The effect of the jet-energy-resolution (JER) is evaluated by smearing the jet energy of

each jet with a gaussian of width of the jet-energy-resolution in MC, however the effect

is much smaller than the JES uncertainty. The uncertainty is calculated separately

from the JES one and propagated to HT , Emiss
T and the number of jets, providing a full
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knowledge of the correlation of these systematics. This is also taken into account in the

limit-setting procedure when combining various signal regions statistically.

The total effect of the JES and JER are of the order of 10% and 3% respectively.

Pile-up modelling in MC

The effect of the possible different pile-up (PU) distributions in data and rare SM

background processes were studied on a tt̄ W sample. Figure 6.2 compares HT and

Emiss
T distributions with and without PU re-weighting. The effect of the PU re-weighting

is always smaller than 5.5% and hence negligible compared to the 50% systematic un-

certainty added for such processes. Therefore, this procedure is not applied across the

range of MC samples employed in this analysis.
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Figure 6.2: The results of the pile-up reweighting performed in the tt̄ W sample,
both HT (left) and Emiss

T (right) distribution show very little variation due to pile-up
reweighting.

The signal samples used in this analysis were generated using a pile-up distribution with

a slightly higher mean than the one in data. Two tests were performed to asses the

effect of this difference. First, the MC samples were re-weighted to have the same pile-

up distribution. Then a 5% variation (up and down) of this distribution is implemented

to test any possible systematic effect from the lack of knowledge of the pile-up profile,

almost no effect on the overall acceptance was seen in any of the signal regions with

sufficient. The second test consists on removing completely the PU re-weighting to

check its effect in various search regions. The effect is as small as 4-5% for the most

populated signal regions. For other search regions, with much smaller statistics the effect

is fluctuating up to ± 20%. The lack of statistics in the sample does not allow for a

proper re-weighting procedure.

The possible mismodeling of PU is, therefore, very small. Hence, no pile-up re-weighting

is performed and a 5% systematic uncertainty is considered on the signal acceptance.
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Other uncertainties

Additional uncertainties due to possible mismodelling of the pile-up conditions or initial-

state radiation (ISR) [55] are evaluated and found to be 5% and 3–15%, respectively.

The uncertainty of the signal acceptance due to the PDF choice is found to be less than

a few percent. Finally, there is a 2.6% uncertainty in the yield of events because of the

uncertainty in the luminosity normalisation [56].

Summary of signal acceptance uncertainties

A summary of the systematic uncertainties associated with the acceptance and signal ef-

ficiency for this analysis is provided in Table 6.8. While the uncertainties associated with

the integrated luminosity, modelling of lepton selection, trigger efficiency, and pile-up are

taken to be constant across the parameter space of the new physics models considered in

this paper, uncertainties arising from the remaining observables are estimated for each

model separately on an event-by-event basis by varying those observables within their

uncertainties. The total uncertainty in the computed acceptance is in the 13–25% range.

However, these uncertainties are representative and do not characterise the results for

extreme kinematic regions, such as those near the diagonal of the parameter space of the

SUSY simplified models discussed later, where the particle mass spectra are compressed

Table 6.8: Summary of representative systematic uncertainties for the considered
signal models.

Source %

Luminosity 2.6
Modelling of lepton selection (ID and isolation) 10
Modelling of trigger efficiency 6
Pileup modelling 5
Jet energy scale 1–10
Jet energy resolution 0–3
b-jet identification 2–10
ISR modelling 3–15

Total 13–25

6.4 Results

After applying the event selection for the three baseline regions described in Table 6.1,

681 events remain in our selection. The distributions of Emiss
T versus HT for events in the

three baseline signal regions are shown in Figure 6.3. The corresponding results for the
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four selection variables HT , Emiss
T , Njets and Nb-jets are shown in Figure 6.4, where also

the SM background prediction is shown. There are no significant discrepancies observed

between the observed yields ad the background prediction for any region.
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Figure 6.3: Distribution of Emiss
T versus HT for the baseline signal regions BSR0

(black), BSR1 (red) and BSR2 (blue). The regions indicated with the hatched area
are not included in the analysis.
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Figure 6.4: Distributions of HT , Emiss
T , Nb-jets and Njets for events in the baseline

region with no Nb-jets requirement (events selected in BSR0, BSR1 and BSR2). Also
show as a histograms is the background prediction. The shaded area represents the

total background uncertainty, both statistical and systematic.

The observations of the final signal regions are presented in Tables 6.9 and 6.10 and in

Figure 6.5 along with the SM background predictions. The contribution from rare SM

processes and non-prompt lepton vary among the different signal regions between 40%

and 60%, while the charge misidentification background is almost negligible across most
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Figure 6.5: Summary plots showing the predicted background from each source and
observed event yields as a function of the SRs. The shaded area represents the total

background uncertainty, both statistical and systematic.

signal regions. The observed yields are consistent with the background expectations

within their uncertainties. The p-values [4] for each signal region are shown along with

the observed yields in Table 6.9 and they are found to be consistent with a uniform

distribution between 0 and 1.
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Table 6.9: Predicted and observed event yields for the signal regions. The p-value is
also shown for each signal region.

Region Expected Observed p-value

SR01 51 ± 18 48 0.56
SR02 9.0 ± 3.5 11 0.35
SR03 8.0 ± 3.1 5 0.79
SR04 5.6 ± 2.1 2 0.92
SR05 20 ± 7 12 0.84
SR06 9 ± 4 11 0.35
SR07 2.4 ± 1.0 1 0.85
SR08 3.6 ± 1.5 3 0.64

SR11 36 ± 14 29 0.67
SR12 3.8 ± 1.4 5 0.34
SR13 10 ± 4 6 0.84
SR14 5.9 ± 2.2 2 0.93
SR15 11 ± 4 11 0.48
SR16 3.9 ± 1.5 2 0.83
SR17 2.8 ± 1.1 3 0.51
SR18 4.0 ± 1.5 7 0.16

SR21 7.1 ± 2.5 12 0.12
SR22 1.0 ± 0.5 1 0.57
SR23 3.8 ± 1.4 3 0.67
SR24 2.8 ± 1.2 7 0.05
SR25 2.9 ± 1.1 4 0.33
SR26 0.8 ± 0.5 1 0.51
SR27 1.2 ± 0.6 0 1
SR28 2.2 ± 1.0 2 0.59

Table 6.10: Predicted and observed event yields in the signal regions designed for
same-sign top-quark pair production and RPV SUSY models.

SR Expected Observed

RPV0 38 ± 14 35
RPV2 5.3 ± 2.1 5
SStop1 160 ± 59 152
SStop1++ 90 ± 32 92
SStop2 40 ± 13 52
SStop2++ 22 ± 8 25
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Figure 6.6: Diagrams for the six SUSY models considered (A1, A2, B1, B2, C1, and
RPV).

6.5 Limits on new physics models and on rare SM pro-

cesses

Given the lack of a significant excess over the expected SM background, the results on

the search are used to derive limits on the parameters of various models of new physics

and to derive limits on the cross section of rare SM processes. The 95% confidence

level (CL) upper limits on the signal yields are calculated using LHC-type CLS method

[57–59].

The number of events that are expected to satisfy the selection for a given signal model is

obtained from simulation. The uncertainties for the event yields are computed as it was

described in Section 6.3. For a given signal region, the different sources of uncertainties

in the signal acceptance are considered to be uncorrelated, with correlations across signal

regions taken into account. The uncertainties in the total background across the signal

regions are considered to be fully correlated



Chapter 6. Same sign dileptons at
√
s = 8 TeV 77

Table 6.11: Signal regions used for limit setting for the new physics models considered
in this analysis.

Model Constraints on parameters Signal regions used

A1 21–28
A2 mχ̃0

1
= 50 GeV 21–28

B1 mχ̃0
1

= 50 GeV 11–18, 21–28

B1 mχ̃0
1
/mχ̃±

1
= 0.5 11–18, 21–28

B2 mχ̃0
1

= 50GeV, mχ̃±
1

= 150 GeV 21–28

B2 mχ̃0
1

= 50GeV, mχ̃±
1

= 300 GeV 21–28

C1 mχ̃±
1

= 0.5mχ̃0
1

+ 0.5mg̃ 01–08

RPV RPV2
pp → tt, t̄t̄ SStop1, SStop2

pp → tt SStop1++, SStop2++
pp → ttt̄t 21–28

Limits on the parameter spaces of various R-parity-conserving simplified SUSY models

[24] are presented. The exclusion contours are obtained with the gluino or bottom-

squark pair production cross sections at the NLO+NLL (i.e. next-to-leading-logarithm)

accuracy that are calculated in the limit where other sparticles are heavy enough to be

decoupled [60, 60–63]. The production of SUSY particles and the decay chains under

consideration are shown schematically in Figure 6.6.

Models A1 and A2 represent a scenario with gluino pair production leading to a ttt̄t̄χ̃0
1χ̃

0
1,

with χ̃0
1as the lightest neutralino [24, 64–67]. For model A1, the gluino undergoes a

three-body decay g̃ → tt̄χ̃0
1 mediated by a virtual to squark. In model A2, the gluino

decays to a top quark and a top anti-squark, with the on-shell anti-squark decaying into

a top anti-quark and the χ̃0
1. Both models produce four on-shell W bosons and four

b-quarks. Therefore, search regions SR21–SR28, which require at least two b-tagged

jets, are used to derive the limits on the parameters of these models; the region with the

best sensitivity is SR28.

The 95% CL upper limits on the cross section times branching fraction, as well as the

exclusion contours, are shown in Figure 6.7. For model A1, the results are presented as

a function of gluino mass and χ̃0
1 mass, and for model A2 as a function of gluino mass

and top squark mass with the χ̃0
1 mass set to 50 GeV. In model A2, the limits do not

depend on the top squark or χ̃0
1 masses provided that there is sufficient phase space to

produce on-shell top quarks with a moderate boost in the decay of both the gluino and

the top squark. This range extends to approximately 600 GeV for the χ̃0
1 mass.

These results extend the sensitivity obtained in the previous analysis [51] on gluino and

sbottom masses. For the gluino-initiated models (A1, A2, B2, and C1). Gluino masses
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Figure 6.7: Exclusion regions at 95% CL in the planes of (left) m(χ̃0
1) versus m(g̃)

(model A1), and (right) m(t̃1) versus m(g̃) (model A2). The excluded regions are
those within the kinematic boundaries and to the left of the curves. The effects of
the theoretical uncertainties in the NLO+NLL calculations of the production cross
sections [68] are indicated by the thin black curves; the expected limits and their ±1

standard-deviation variations are shown by the dashed red curves.

are probed up to about 1050 GeV, mainly because the limits are driven by the gluino

pari production cross section. In the case of the direct bottom-squark pair production,

model B1, the search shows sensitivity for bottom-squark masses up to about 500 GeV.

These models are also probed by other CMS new physics searches in different decay

modes. Other searches are usually interpreted in the context of model A1 but not A2,

B1, or B2. For model A1, the limits given here are complementary to the limits from the

searches presented in Refs. [69–72]. In particular, they are less stringent at low m(χ̃0
1)

but more stringent at high m(χ̃0
1). A similar conclusion applies to model A2, since the

final state is the same. For bottom-squark pair production, limits on m(b̃1) of about 600

GeV have been presented [71], but assuming the decay mode b̃1 → bχ̃0
1 instead of the

model B1 mode b̃1 → tχ̃−1 considered here. Comparable limits for model A1, as well as

for similar models with top and bottom quarks from gluino decays, have been reported

by the ATLAS Collaboration [73–76].

A single RPV scenario is considered in this analysis, one in which gluino pair production

is followed by the decay of each gluino to three quarks, as is favoured in the SUSY model

with minimal flavour violation [77]: g̃ → tbs(t̄b̄s̄) (model RPV). Such decays lead to

same-sign W-boson pairs in the final state in 50% of the cases. Compared with the

decays g̃ → tsd(t̄s̄d̄), which also yield same-sign W-boson pairs, the mode considered

profits from having two extra b quarks in the final state, resulting in a higher signal

selection efficiency. The model is governed by one parameter (mg̃), which dictates the

production cross section and the final state kinematics. The dedicated search region
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Figure 6.8: Exclusion regions at 95% CL in the planes of (top) m(χ̃±
1 ) versus m(b̃1)

and m(χ̃0
1) versus m(b̃1) (model B1), and (bottom) m(b̃1) versus m(g̃) (model B2). The

convention for the exclusion curves is the same as in Fig. 6.7.
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Figure 6.9: Exclusion regions at 95% CL in the planes of m(χ̃0
1) versus m(g̃) for two

different values of chargino mass (model C1). The convention for the exclusion curves
is the same as in Fig. 6.7.
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Figure 6.10: 95% CL upper limit on the gluino production cross section for an RPV
simplified model, pp→ g̃g̃, g̃ → tbs(t̄b̄s̄).

RPV2 is used to place an upper limit on the production cross section. The result is

shown in Figure 6.10. In this scenario, the gluino mass is probed up to approximately

900 GeV.

The results for the signal regions SStop1, SStop1++, SStop2, and SStop2++ are used

to set limits on the cross section for same-sign top-quark pair production, σ(pp →
tt, t̄t̄) from SStop1 and SStop2, and σ(pp→ tt) from SStop1++ and SStop2++. Here

σ(pp → tt, t̄t̄) is shorthand for the sum σ(pp → tt) + σ(pp → t̄t̄). These limits are

calculated using an acceptance obtained from simulated pp→ tt̄ events and an opposite-

sign selection. This acceptance, including branching fractions, is 0.43% (0.26%) for the

SStop1 (SStop2) search region. The relative uncertainty in this acceptance is 14%. The

observed upper limits are σ(pp → tt, t̄t̄) < 720 fb and σ(pp → tt) < 370 fb at 95%

CL. The median expected limits are 470+180
−110 fb and 310+110

−80 fb, respectively.

Similarly, the results from signal regions SR21–SR28 are used to set limits on the SM

cross section for quadruple top-quark production. The observed upper limit is σ(pp→
ttt̄t̄) < 49 fb at 95% CL, compared to a median expected limit of 36+16

−9 fb. The SM

cross section as computed with the MC@NLO program [78] is σSM = 0.914± 0.005 fb.

The most sensitive signal regions, SR24 and SR28, have a signal acceptance of 0.52%

and 0.49%, respectively, with relative uncertainties of 13% and 17%.

6.6 Summary

A search for physics beyond the SM with events with two same-sign leptons has been

described in this chapter. The search uses pp collisions at a centre-of-mass energy of 8
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TeV corresponding to an integrated luminosity of 19.5 fb−1 . A combination of exclusive

search regions is used to probe signature both with and without third-generation squarks.

No significant deviation from the SM expectation is found.

Using sparticle production cross sections calculated in the decoupling limit, and assum-

ing that gluinos decay exclusively into top or bottom squarks and that the top and

bottom squarks decay as t̃1 → tχ̃0
1 and b̃1 → tχ̃−1 (χ̃−1 →W−χ̃0

1), lower limits on gluino

and sbottom masses are calculated. Gluinos with masses up to approximately 1050 GeV

and bottom squarks with masses up to about 500 GeV are probed. In models where

gluinos do not decay to third-generation squarks, sensitivity for gluino masses up to ap-

proximately 900 GeV is obtained. A similar reach in the gluino masses is demonstrated

in the scope of an R-parity violating model. These results improve by about 100 GeV

previous CMS results [51].

The results are used to set upper limits on the same-sign top-quark pair production

cross section σ(pp → tt, t̄t̄) < 720 fb and σ(pp → tt) < 370 fb at 95% CL. An upper

limit at 95% CL of σ(pp → ttt̄t̄) < 49 fb is obtained for the cross section of quadruple

top-quark production. This work has been published at the beginning of 2014 at JHEP

[52].





Chapter 7

Search for direct production of

charginos and neutralinos in the

same-sign dilepton channel in pp

collisions at
√
s = 8 TeV

While most of LHC searches focus on strong production of SUSY with larger cross

sections, electroweak production of SUSY may be the key to new physics, as the squarks

and gluinos may be too heavy to be produced at LHC energies. The decay chain will

produce sleptons (or W,Z and h bosons) and lead to multiple-lepton final states with little

hadronic activity and significant missing transverse energy (Emiss
T ) from the lightest-

supersymmetric particle (LSP).

As the production cross-section is very small, many final states are combined together

targeting different production mechanisms to reach enough sensitivity for new physics.

The analysis described here is an extension of the analysis described in the previous

chapters. New signal regions are defined to provide enough sensitivity to the targeted

model while object selection and background estimation methods remain exactly the

same.

7.1 Search strategy

As opposed to the model-independent search described in Chapter 6, this analysis is

targeting at chargino-neutralino (χ̃±1 -χ̃0
2) production, where both the chargino and neu-

tralino decay into leptons, see Figure 7.1.

83
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Figure 7.1: Chargino-neutralino pair production with decays mediated by sleptons
and sneutrinos, leading to a three-lepton final state with missing transverse energy

Emiss
T

The masses of the new-physics particles are treated as independent parameters. SUSY

models with a bino-like χ̃0
1 and wino-like χ̃0

2 and χ̃± motivate the simplifying assumption

mχ̃ ≡ mχ̃± = mχ̃0
2

since these two gauginos belong to the same gauge group multiplet.

Therefore the slepton mass (m˜̀) is parametrised as a function of the other supersym-

metric particles intervening in the decay:

m˜̀ = mν̃ = mχ̃0
1

+ x˜̀(mχ̃ −mχ̃0
1

),

where 0 < x˜̀< 1. We present results for x˜̀ = 0.05 and 0.95, i.e., the slepton mass close

to the LSP or χ̃0
2,χ̃±1 mass, respectively.

Although the final state predicted by such models naturally contains three leptons, under

certain conditions such as very small mass splittings, events may elude the three-lepton

analysis acceptance. This acceptance can be partially recovered by requiring only two

same-sign leptons (to avoid dealing with large SM background). This search, therefore

complements the three-lepton search performed by CMS. Both searches are described

together in a more extended paper covering a wide variety of searches for electro-weak

production of SUSY [79].

Very little hadronic energy is expected for this signature, except for some some residual

contamination from initial state radiation. This feature will be exploited when designing

the analysis. The two χ̃0
1 will escape undetected leaving a high Emiss

T signature.

7.1.1 Third lepton veto

As mentioned before, this search complements the three-lepton search fully described

here [79]. For facilitating the combination of the two analysis an extra third-lepton veto
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(e, µ, τ) is applied on the leptons passing the identification criteria summarised in Tables

7.1 and 7.2. This third lepton veto will be applied only when combining the results with

the three lepton analysis.

Table 7.1: Electron and muon selection for 3rd lepton veto.

pT > 10 GeV
|η| < 2.4

Tight WP see section 5.2
RelPFIso < 0.15

∆Rµe > 0.1

Table 7.2: Tau selection for 3rd lepton veto.

HPS PF tau
pT > 20 GeV
|η| < 2.3

DecayModeFinding > 0.5
AgainstMuonTight > 0.5

AgainstElectronMVA > 0.5
Comb. DB Loose isolation > 0.5

∆Rτe,τµ > 0.1

7.1.2 Search regions

The search strategy is a simple cut-and-count method with much two search regions

defined using only two discriminating variables: Emiss
T and Njets . This provides enough

sensitivity of electroweakly produced SUSY particles for which low-hadronic activity and

high-Emiss
T is expected.

A “baseline region” is defined with looser event selection requirements, yielding to a

background-dominated sample with negligible signal contamination. These will be used

to understand the background composition as well as validate the background estimation

methods that will be used to predict SM backgrounds. For defining these baseline regions

(BSR) events having at least two jets, HT> 80 GeV, Emiss
T > 30 GeV (only if HT< 500

GeV) and 0 (BSR0), 1 (BSR1), 2 or more (BSR2) b-jets are selected. This selection is

summarised in Table 6.1.

On top of the baseline selection, two fully exclusive signal regions are defined for which

the background contribution is expected to be low. This regions exploit the signal

topology described before:

• 120 < Emiss
T < 200 GeVand Njets = 0.
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• Emiss
T > 200 GeV.

The analysis was firstly designed without the jet-veto region, as the signal MC available

at that time was simulated using PYTHIA [48]. Different studies showed that the ISR

was poorly simulated in such samples, and thus any cut on the number of jet couldn’t

be trusted, a b-jet veto was implemented to try to further reduce background in the

lower-Emiss
T region. Later in the year, a MC sample was generated using MADGRAPH5

[47] and the full jet-veto was implemented probing much higher sensitivity than the one

achieved with the b-jet veto.

7.2 Validation of the background estimation methods

Three different sources of backgrounds affect this search as it was described before:

“Non-Prompt leptons (Fakes)”, “rare SM processes” and “charge mis-identification”. A

detail description of these backgrounds and the estimation technique applied in each

case is found in Section 5.3. A particular case shall be considered under the “rare SM

processes”: WZ production, although marginal in the previously described analysis,

plays an important role here and will be considered separately when quoting yields.

Prior to apply the background prediction techniques into the signal regions, the perfor-

mance of these background estimation techniques needs to be assessed. The background

dominated baseline region will be used for this purpose. The performance of the non-

prompt lepton estimation has been shown in Section 6.2.

7.2.1 WZ validation

As it was stated before theWZ process constitutes the most relevant source of irreducible

background to this analysis. It is therefore crucial to make sure that this process is

well reproduced in the baseline region by the simulation, and associate a systematic

uncertainty to account for the observed differences with respect to what is directly

extracted from simulation.

The Emiss
T distribution and the data/MC agreement of aWZ-enriched sample, orthogonal

to the signal selection, where the shapes and integrated yields can be compared. For

defining this control regions, the Z-veto described in Section 5.2.4 is inverted to select

events with three leptons making an opposite-sign same-flavour pair, furthermore, events

with two same-sign leptons Emiss
T > 40 GeV and no identified b-jets are selected.
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A comparison between the integrated yields obtained purely from MC and the observed

region in the WZ enriched samples is shown in Table 7.3. The difference between ob-

served yields and predictions goes from 3% to 20% depending on the considered channel.

A 15% systematic uncertainty is considered to account for the observed difference be-

tween data and MC in each of the channels.

Table 7.3: Comparison of predicted and observed yields in a WZ dominated region
with Emiss

T > 40 GeV and no b-jets. Systematic errors of the MC-estimated backgrounds
are not taken into account.

µµ eµ ee Total

W/Z/WW/ZZ 39.91 ± 18.24 54.63 ± 24.91 26.87 ± 12.95 121.40 ± 54.86
Rare SM (Sum) 9.08 ± 6.43 14.65 ± 10.37 5.48 ± 3.89 29.21 ± 20.66
QCD/Top 0.98 ± 0.82 1.77 ± 1.34 0.78 ± 0.64 3.53 ± 2.60
WZ Prod 288.88 ± 1.55 444.03 ± 1.99 168.60 ± 1.23 901.52 ± 2.80

Observed 399 529 186 1114
Background 338.85 ± 19.42 515.08 ± 27.09 201.74 ± 13.60 1055.66 ± 58.74

Obs. - Bkg./ WZ 1.21 ± 0.07 1.03 ± 0.06 0.91 ± 0.08 1.06 ± 0.07
Obs. - Pred./ WZ 0.21 ± 0.07 0.03 ± 0.06 -0.09 ± 0.08 0.06 ± 0.07

The well simulation of Emiss
T distribution must be also considered for this validation

procedure. Given than the Emiss
T shape is well simulated by our MC (within errors), as

shown in Figure 7.2, therefore we will not add any systematic error to account for that.
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Figure 7.2: Distribution of observed missing transverse momentum in the Z-veto
inverted, WZ dominated region, compared to pure simulation normalized to the inte-
grated luminosity. As can be seen, WZ constitutes about 90 % of the yield towards

the high end tail of the distribution.
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7.2.2 Prediction for baseline region

The performance of the background estimation methods is also validated in data using

the baseline signal region defined previously, with negligible signal contamination and

dominated by background events. The results of the background estimation methods

and the yields of the observed events from data for the baseline signal region is shown

in Table 7.4. Good agreement between prediction and observed yields and data is seen.

Table 7.4: Summary of background predictions and observed yields in the Emiss
T >120

GeV baseline region

µµ eµ ee Total

Double Fakes 0.01 ± 0.03 0.03 ± 0.05 0.04 ± 0.05 0.08 ± 0.09
Single Fakes 4.29 ± 2.46 16.55 ± 8.41 8.20 ± 4.35 29.04 ± 14.72
Charge MisID - 0.56 ± 0.05 0.51 ± 0.03 1.08 ± 0.06
Rare SM 12.28 ± 6.28 22.31 ± 11.24 9.81 ± 5.09 44.40 ± 22.33
WZ Prod. 6.24 ± 0.97 14.42 ± 2.19 6.45 ± 1.00 27.11 ± 4.10

Total Bkg 22.82 ± 6.76 53.86 ± 14.22 25.02 ± 6.71 101.71 ± 27.04

Observed 27 50 17 94

7.3 Results.

After applying the event selection for the baseline region, 94 events remain in our selec-

tion. The distributions of Emiss
T versus HT for the selected events are shown in Figure 7.3.

The corresponding results for the selection variable Emiss
T is shown in Figure 7.4 (left),

where also the SM background prediction is shown. There are no significant discrepan-

cies observed between the observed yields ad the background prediction for any region.

The observations of the final signal regions are presented in Tables 7.5 and in Figure 7.4

(right) along with the SM background predictions. The contribution from rare SM

processes and non-prompt lepton vary among the different signal regions between 40%

and 60%, while the charge misidentification background is almost negligible across most

signal regions. The observed yields are consistent with the background expectations

within their uncertainties. Note that both the results with and without the 3rd lepton

veto are shown, the former will be used for combining the results with the three-lepton

analysis.
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Figure 7.3: Scatter plot in the HT vs. Emiss
T plane of the observed events.
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T distribution for same-sign dilepton candidates in comparison

with the SM expectations. The bottom panel shows the the ratio and corresponding
uncertainty of the observed and total SM expected distributions. The third lepton veto
is not applied. The distributions of example signal scenarios are overlaid. Right: Ob-
served yields and expected backgrounds for the different search regions. In both plots,
events with Emiss

T >120 GeV are displayed, and the hashed band shows the combined
statistical and systematic uncertainties of the total background.
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Table 7.5: Summary of background predictions and observed yields for search re-
gions: 120<Emiss

T <200 GeV, Njets ≤ 2 and Nbjets = 0, and Emiss
T >200 GeV, with and

without third lepton veto applied (including taus). Uncertainties include statistical and
systematic contributions.

Emiss
T >200 GeV 120<Emiss

T <200 GeV Emiss
T >200 GeV 120<Emiss

T <200 GeV
Njets = 0 Njets = 0

3rd lepton veto 3rd lepton veto
Fakes 3.4 ± 1.9 4.1 ± 2.2 3.1 ± 1.7 3.2 ± 1.7

Charge MisID 0.09 ± 0.01 0.08 ± 0.01 0.09 ± 0.01 0.07 ± 0.01
Rare SM 10.5 ± 5.7 2.4 ± 2.4 8.6 ± 4.8 1.4 ± 2.1
WZ Prod. 5.3 ± 0.8 5.0 ± 0.8 3.9 ± 0.6 3.3 ± 0.5
Total Bkg 19.4 ± 6.0 11.5 ± 3.3 15.6 ± 5.1 7.9 ± 2.8

Data 22 8 18 4

7.4 Limits on new physics models

With the absence of a signal, the obtained results are interpreted in terms of simplified

SUSY models with direct χ̃±1 - χ̃0
2 production with light sleptons depicted in Figure 7.1,

combining with the results of the three-lepton search. Three different scenarios are

considered, with different assumptions about the nature of the sleptons, which affect

the number of τ leptons in the final state. These interpretations depend on whether

the sleptons are the SUSY partners ˜̀
L or ˜̀

R of left-handed or right-handed leptons. We

consider two limiting cases. In one case, ˜̀
R does not participate while ˜̀

L and ν̃ do:

then both diagrams in Figure 7.1 exist, and the chargino and neutralino decay to all

three lepton flavours democratically. Furthermore, two additional diagrams in which

the decay χ̃0
2 → ` ˜̀→ ` ` χ̃0

1 is replaced by χ̃0
2 → ν̃ ν → ν ν χ̃0

1 reduce the fraction of

three-lepton final states by 50%. In the second case, in which ˜̀
R participates while

˜̀
L and ν̃ do not, only the diagram on the right of Figure 7.1 exists, and there is no

reduction in the three-lepton final states. Because the ˜̀
R couples to the chargino via its

higgsino component, chargino decays to ˜̀
R strongly favor production of a τ lepton. We

thus consider two flavour scenarios:

• the “flavour-democratic” scenario: the chargino (χ̃±1 ) and neutralino (χ̃0
2) both

decay with equal probability into all three lepton flavours, as expected for ˜̀
L;

• the “τ -enriched” scenario: the chargino decays exclusively to a τ lepton as expected

for ˜̀
R, while the neutralino decays democratically;

Signal samples are generated with the MADGRAPH 5.1.5.4 generator [47] including up

to two additional partons at the matrix element level. Parton showering, hadronization,

and the decay of particles, including SUSY particles, are described with the PYTHIA
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6.4.26 [48] program. Signal cross sections are calculated at NLO+NLL using the RE-

SUMMINO [80–82] calculation, where NLL refers to the next-to-leading-logarithmic

precision.

For the flavour democratic scan with x=0.05, i.e. the model in which both the chargino

and neutralino decay democratically into electrons, muons, and taus, efficiency x accep-

tance maps are shown in Figure 7.5 for both search regions with and without the third

lepton veto. Figure 7.6 shows efficiency x acceptance maps for an x value of 0.95.
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Figure 7.5: Efficiency times acceptance maps for the flavour democratic model with
x = 0.05, calculated for both signal regions with the 3rd lepton veto applied.
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Figure 7.6: Efficiency times acceptance maps for the flavour democratic model with
x = 0.95, calculated for both signal regions with the 3rd lepton veto applied.

For the τ -enriched scan with x=0.95, i.e. the model in which both the chargino decays

to stau, neutrino only (χ̃±1 → τ̃ ν) and neutralino decay democratically, efficiency maps

are shown in Figure 7.7 for both search regions with the third lepton veto. Figure 7.8

shows the same for an x value of 0.05. Almost no sensitivity is expected for the x=0.05

scenario as one of the two expected same-sign lepton is very soft due to the mass splitting

between the slepton and chargino/neutralino.
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Figure 7.7: Efficiency times acceptance maps for the τ -enriched model with x = 0.95,
calculated for both signal regions with the 3rd lepton veto applied.
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Figure 7.8: Efficiency times acceptance maps for the τ -enriched model with x = 0.05,
calculated for both signal regions with the 3rd lepton veto applied.

Generally speaking, efficiencies are of the order of a few percent and tend to be higher

towards large mass splittings in the Emiss
T > 200 GeV region while efficiencies are highest

close to the diagonal for the Emiss
T > 120 GeV region.

When applying a third lepton veto, a significant decrease in efficiency in the bulk of

the plane is observed. One interesting feature, however, is the fairly stable efficiency

close to the diagonal in the Emiss
T > 120 GeV signal region. This means that the same-

sign dilepton channel is able to contribute the most in this region of the parameter

space. Since efficiencies are low towards the diagonal for the Emiss
T > 200 GeV region,

the application of the 3rd lepton veto essentially renders this region insensitive to the

discussed model.

A detailed description of the number of sources of systematic uncertainties and how

to estimate them for the signal scan has been described in Section 6.3 and the same

approach has been applied for these models. Table 7.6 shows the different sources of

uncertainties that are being considered as well as the systematic uncertainty introduced
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by each of them. Please note that the uncertainty varies from region to region, the

average uncertainty is 20% for all the regions.

Table 7.6: Systematic uncertainties considered for the signal scan. The maximum
uncertainty introduced by each source is also shown.

Source Uncertainty (%)

Luminosity 4.4
Trigger Scale Factor 6

Lepton ID/Iso Scale Factor 10
b-tagging Scale (up/down) 0.5

MET Scale (up/down) 7
Jet Energy Scale (up/down) 2

Theoretical 7

Avg. Total Syst. uncertainty 20

Figure 7.9 displays the combined limits from the SS dilepton and three-lepton searches,

interpreted in the flavour-democratic scenario for two values of x˜̀ (0.05 and 0.95). The

figure depicts the 95% CL upper limit on the cross section times branching fraction in the

mχ̃0
1

versus mχ̃0
2

(= mχ̃±
1

) plane. The 50% branching fraction to three leptons is taken

into account. The upper limit on the cross section times branching fraction generally

becomes more stringent with the increasing mass difference between the chargino or

heavy neutralino and the LSP. A drop in sensitivity is observed in the region where this

mass difference leads to dilepton pairs with invariant masses close to that of the Z boson,

and is caused by a higher rate for the WZ background.
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Figure 7.9: Interpretation of the results of the three-lepton search, the same-sign
dilepton search, and their combination, in the flavour-democratic signal model with
x˜̀ = 0.05 (left) and x˜̀ = 0.95 (right). The shading indicates the 95% CL upper limits
on the cross section times branching fraction, and the contours the excluded regions

assuming the NLO+NLL signal cross sections.

Figure 7.10 presents the corresponding limits for the τ -enriched scenario, for which the

same-sign contribution is much less significant than for the flavour democratic scenarios.
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Figure 7.10: Interpretation of the results of the three-lepton search, the same-sign
dilepton search, and their combination, for the τ -enriched signal model with x˜̀ = 0.05
(left) and x˜̀ = 0.95 (right). The shading indicates the 95% CL upper limits on the
cross section times branching fraction, and the contours the excluded regions assuming

the NLO+NLL signal cross sections.

As it has been described at the beginning of this chapter, the same-sign helps the three-

lepton search in the the experimentally challenging region with very small mass splitting.

For the models with x˜̀ = 0.05 the decay τ̃ → τ χ̃0
1 is not kinematically allowed for signal

scenarios with mχ̃0
2
− mχ̃0

1
< 20mτ . Therefore, in this region, the decay χ̃±1 → τ̃ ντ

is suppressed. Similarly, in the models with x˜̀ = 0.95 the decay χ̃0
2 → τ̃ τ is not

kinematically allowed in the region with mχ̃0
2
−mχ̃0

1
< 20mτ .

7.4.1 Summary

A search for weakly produced SUSY has been presented in this chapter using events

with two same-sign leptons in the final state. This analysis uses, essentially, the same

background methods as the analysis described in Chapter 6. Data agrees well with MC

expectations and limits are set on four different models of chargino-neutralino production

by combining the results with an analysis searching in the final state with three leptons,

a third-lepton-veto is implemented for this purpose.

The same-sign analysis is able to probe chargino/neutralino masses up to 350 GeV,

while the combination with the three-lepton search improves this result up to 700 GeV,

the same-sign provides better sensitivity near the diagonal while the three-lepton final

state is able to probe higher masses. This result improves significantly previous CMS

publication and has been published in EPJ [79].



Chapter 8

Measurement of the tt̄ production

cross section in the eµ channel in

pp collisions at
√
s = 7, 8 and 13

TeV

8.1 Introduction

The study of top quark (tt̄ ) production provides one of the most crucial tests to the SM.

The top quark is the heaviest known elementary particle and plays a crucial role in the

electroweak symmetry breaking scale. At the LHC energies, the dominating production

mechanism is gluon fusion and the total production cross-section, σtt̄ can be accurately

predicted by QCD calculations at NNLO. The precise experimental determination can

therefore be extremely sensitive to potential physics beyond the Standard Model. For

instance, in supersymmetry, tt̄ pairs can be produced in the decays of supersymmetric

particles increasing the tt̄ production yields.

Studies of tt̄ production have been performed in recent years by the ATLAS [83] and

CMS [84] collaborations. All results are consistent with the SM prediction.

The most precise measurement of the total tt̄ production cross section with the CMS

experiment is described in this chapter at a centre-of-mass energy of
√
s = 7 and 8

TeV using total integrated luminosities of 5.0 fb−1 and 19.7 fb−1 respectively. The

measurement is performed in the eµ final state, where both W bosons arising from

the top quark decay decays leptonically. A more precise treatment of the systematic

uncertainties have been perform with respect to the previously published paper. The first

95
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measurement of the tt̄ production cross-section at a centre-of-mass energy of
√
s = 13

TeV using the eµ final state is also presented and the end of this chapter.

8.2 Event simulation and theoretical calculations

As opposed to the searches described before, this analysis is, essentially a background

free analysis where the great majority of the selected events correspond to tt̄ events.

Therefore, a very precise simulation of the detector and the different physical processes

that play a role in this measurement is crucial.

The tt̄ sample is simulated using the LO MADGRAPH event generator [47], which

implements the relevant matrix elements up to three additional partons. The MADSPIN

package [85] is used to incorporate spin correlation effects with matrix elements for up

to three additional partons. The value of the top quark mass is fixed to mt = 172.5

GeV and the proton structure is described by the parton distribution functions (PDF)

CTEQ6L1 [86]. The generated events are then decayed using PYTHIA 6 [48] for parton

showering and hadronization. Decays of τ leptons are handled with TAUOLA [87]. The

CMS detector response is simulated using GEANT 4 [49].

Standard model background processes are simulated using MADGRAPH whenever avail-

able. W + jets , Z + jets and tt̄V proces ses are simulated using MADGRAPH with

up to two additional partons in the final state. The POWHEG [88] generator is used

to simulate single top quark production, while PYTHIA is used for simulating diboson

production. Although they could be generated with a lower precision generator, each

sample is then normalised to the higher order available cross section calculation. These

are taken from NNLO (W + jets and Z + jets ), NLO+NNLL (single top quark tW-

channel [89]), NLO (V V [90], tt̄W [91] and tt̄Z [92]) Correction factors are applied to

nail down differences between simulation and data.

The tt̄ simulated events are normalised using the best theoretical calculation avail-

able, NNLO accuracy in perturbative QCD, including resummation of NNLL soft gluon

terms [93]. Assuming a top quark mass of mt = 172.5 GeV, the predicted cross sections

at different centre-of-mass energies are,

σtt̄(7TeV) = 177.3+4.7
−6.0 (scale) ± 9.0 (PDF + αs) pb (8.1)

σtt̄(8TeV) = 252.9+6.4
−8.6 (scale) ± 11.7 (PDF + αs) pb (8.2)

σtt̄(13TeV) = 832+20
−29 (scale) ± 35 (PDF + αs) pb (8.3)



Chapter 8. Measurement tt̄ cross section 97

The first uncertainty is an estimate of the effect of missing higher order corrections

and is determined by independent variations of the factorisation and renormalisation

scales, µF and µR, by factors of two up and down from their default values. The

second uncertainty is associated to variation in the PDF and αS following the PDF4LHC

recommendations [94].

8.3 Event selection

Events are selected using dilepton triggers that requires the presence of an electron and

a muon, one of them having a pT> 17 GeV and the other a pT> 8 GeV. In the case of

muons no further requirements are applied in the online selection, while for electrons,

some basic identification and isolation cuts are applied to control the rate of the triggers

paths. The value of the trigger efficiency for events passing the full selection criteria is

measured in data using a set of orthogonal triggers, and it is found to be approximately

93%. Simulation events are corrected are re-weighted by a data-to-simulation scale factor

that corrects from the differences in simulation with respect to data.

Events with an opposite sign electron-muon pair are selected if both leptons emerge

from the same interaction vertex. If more than than one eµ pair passing the selection

criteria described in the following, the pair with the largest value of the scalar sum of

the transverse momenta of the leptons is selected. Events with τ leptons are consider

only if they decay leptonically. Both leptons are required to have pT> 20 GeV and

pseudorapidity |η| < 2.4.

Lepton candidates are required to fulfill similar (but slightly looser) identification re-

quirements as the ones described in Section 5.2. Furthermore, the leptons are required to

be isolated from other particles in the event. This isolation, as explained in Section 4.3.2,

is computed using the particle flow algorithm and corrected using the ∆β correction to

suppress the contamination from pile-up. The isolation requirement is IsoPFrel < 0.15.

That means that only 15% of the energy of the lepton is allowed in the cone.

Lepton identification and isolation efficiency is measured in data from Z boson events.

The measured values for the combined isolation and identification efficiency are around

90% for muons and 80% for electrons. Simulation efficiencies are corrected to match the

measured efficiency in data.

Jets are reconstructed using the particle flow algorithm [32]. The jet momenta is cor-

rected to have a response that is flat in pT and η (L2L3), as well as for contributions

from pile-up events. (L1FastJet). In addition, L2L3 residual corrections are applied on

data. Jets are selected if they have pT> 30 GeV and |η| < 2.4 and the angular distance
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to leptons passing all selection criteria fulfils ∆R(jet, lepton) > 0.5. Events are selected

if they contain at least two jets, this cut helps reducing the contribution from single-top

background.

tt̄ events are expected to contain jets arising from the hadronization of b quarks, thus

requiring the presence of b jets in the event can reduce background contamination. Jets

are identified as b-jets using the POG recommended combined-secondary-vertex (CSV)

tagging algorithm with the medium working point for the discriminator of 0.679, which

corresponding to an identification efficiency for b jets of about 70% and a misidentifica-

tion probability of about 10% for charm jets and 0.1% for light-flavour jets (u,d,s and

gluons). The last piece of the event selection for 7 and 8 TeV analysis, is requiring the

presence of at least one b-tagged jet and it furthers reduce DY and diboson background.

8.4 Cross section extraction

After applying these cuts, the resulting selected sample is already very pure in tt̄ events

(close to 95%) A simple cut and count approach is followed for extracting the cross

section for tt̄ production:

σtt̄ =
Nobs −Nbkg

ε · L (8.4)

where, Nobs is the number of selected events in data, Nbkg is the number of expected

background events that could contaminate our data sample. ε accounts for the signal

efficiency, acceptance and branching ratios of the selection and L is the total integrated

luminosity used for the measurement.

8.5 Background estimation methods

Backgrounds arising from single-top quark, diboson events and associated production of

tt̄ and a vector boson, in which at least two prompt leptons are produced, are determined

from MC. Other background sources, such as Z + jets background (DY) and processes

with at lease one non-prompt lepton (arising from a misidentified jet or from heavy

flavour decays) are derived using a data-driven technique as the simulation does not

provide a very good description of these processes.
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8.5.1 Drell-Yan background estimation

The Drell-Yan (DY) background contamination arises from the following processes:

Z/γ∗ → ττ → eµνeντνµντ .

The contribution from this background, although very small after requiring the presence

of a b-tagged jets, is estimated using the so called Rout/in method. The method is based

on the measurement of the ratio of DY events outside and inside the dilepton invariant

mass window (76 < mll < 106 GeV). This ratio is used to estimate the expected number

of events outside the Z mass window and then to extract a data-to-simulation correction

factor to normalize the simulation.

Two control regions selected using events passing all the selection cuts but with a same-

flavour pair of leptons are used for estimating this background. This control region will

contain mostly DY events, but also some contribution from flavour symmetric processes.

Although this control region will be very pure in DY events, some contamination from

flavour symmetric backgrounds can still be present inside the Z mass window. eµ events,

scaled accordingly to account for the different reconstruction efficiencies of electron and

muons are used to subtract this contamination from the event yields in the same-flavour

dileptonic sample that is used for measuring this background.

The number of events outside the Z-veto can be estimated from data as:

N l+l−,obs
out = Rl

+l−
out/in(N l+l−

in − 0.5N eµ
in kll) (8.5)

where ll = µµ or ee and Rout/in is the ratio of the number of events outside/inside the Z

mass window from a DY MC sample: Rout/in =
Nout

DY MC

N in
DY MC

, k is a correction factor to take

into account the differences between electron and muon reconstruction, it is calculated

using the events in the Z peak region passing the standard dilepton and jet selections,

and can be expressed as:

kee =

√√√√N e+e−
in

Nµ+µ−

in

kµµ =

√√√√Nµ+µ−

in

N e+e−
in
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As the Rout/in factor relies on MC, we studied its dependence in MC as a function of

the applied cuts. Figure 8.1 shows the variation of the Rout/in factor as a function of

the different cut levels applied, the maximum difference, 50% is assigned as systematic

uncertainty that is propagated to the data-driven estimate.

Figure 8.1: Evolution of the Ratio for the different cuts applied in the analysis between
the number of events outside/inside the Z mass window, measured in MC events for
electrons and muons. The maximum difference across different cut levels, 50%, is

assign as systematic uncertainty that will be propagated to the final estimate.

Table 8.1: Derived correction factor to be applied to Monte Carlo using the Rout/in

method.

ee µµ eµ

Nin 3944.0 ± 62.8 5265.0 ± 72.6

kll 0.890 ± 0.011 1.15 ± 0.011

Rout/in 0.086 ± 0.044 0.139 ± 0.071

Nout (estimation) 165.6 ± 2.5 377.7 ± 5.0

SF (DD/MC) 1.479 ± 0.162 1.652 ± 0.131 1.563 ± 0.148

The estimation extracted from this method is then compared to the one from the sim-

ulation and a data-to-simulation correction factor is applied to the MC to match the

data-driven estimation for both the ee and µµ control samples. The data-to-simulation

correction factor for the eµ channel is simply the square root of the product of the

correction factor from ee and µµ control samples. As shown Table 8.1, SFemuDY is then

1.563 ± 0.148 (stat) with a systematic variation of the order of 15-20% obtained from

the variation of Rout/in at the different levels of selection in the analysis (2l, 2l+2j and

2l+2j+1btag) propagated to the SF.

It has also to be noted that DY here is around 10% of the total background, dominated

by tW (67% of the total), and compared to the signal is of the order of 0.7% (so,

this is basically its contribution to the measurement) while in [84] it was 22% of the

background, and 2% with respect to the signal. This difference comes basically from the

use of the tighter b-tagging working point that reduces such background.
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8.5.2 Non-prompt lepton background estimation

Non-W/Z backgrounds arise from processes with one prompt-lepton (decaying from a

W or a Z boson) and one non-prompt lepton that passes the isolation and identification

criteria. The latter will be also referred as a “fake lepton”. Most of the contribution

to such backgrounds is due to W+jets production and most likely, semi-leptonic tt̄

production.

Non-W/Z backgrounds have been substantially reduced already by the tight isolation

and identification criteria. A data-driven technique inspired in the searches described in

Chapters 5-7.

As it has been described before, when requiring events with two same-sign leptons, most

of the selected events are yield from instrumental backgrounds (mainly non-prompt

leptons and leptons with charge-misidentification) with some small contribution from

real prompt-leptons from processes such as tt̄V . These instrumental backgrounds are

totally independent of the charge of the lepton pair and hence, a similar contribution of

such events is expected in the opposite-sign sample.

The data control sample used for estimating this background, is built by simply in-

verting the opposite-sign requirement. Background contribution to the same-sign yields

such as charge mis-identified electrons and processes with two prompt-leptons are sub-

tracted from the same-sign yields in data. This number is then corrected by the ratio of

opposite-sign over same-sign events coming from non-prompt lepton backgrounds, which

is measured purely from MC, to account for the possible differences in the charge com-

position of the non-prompt lepton sample (as the major contribution to the non-prompt

lepton background arises from semileptonic tt̄ , this value is expected to be close to

unity). Table 8.2 shows the background composition of the same-sign control sample for

ee, µµ and eµ events as well as the final data-driven estimation for the 19.7 fb−1 at 8

TeV.

As this procedure is meant to estimate the instrumental backgrounds there should be

no dependence with the lepton flavour neither with the selection cuts. The variation of

this ratio as a function of the lepton flavour and the cut level is shown in Figure 8.2,

this should be very well absorbed by a 30% systematic uncertainty that we add to this

background estimation. Needless to say that the impact on the cross-section extraction

of this uncertainty is almost negligible.
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Table 8.2: Background composition and non-prompt lepton background estimation.
Table also shows the ratio of opposite-sign and same-sign events that is used to correct

the estimation.

Source ee µµ eµ

tt̄ dilepton 54.8± 1.9 3.2± 0.5 98.2± 2.6
Drell-Yan 0.0± 0.0 0.0± 0.0 4.2± 3.0
Single top quark 2.5± 0.1 0.1± 0.0 4.9± 0.2
Dibosons 0.9± 0.2 1.1± 0.2 3.6± 0.4
tt̄V 10.8± 0.4 13.2± 0.5 35.0± 0.8

Total background 68.9± 2.0 17.6± 0.7 145.9± 4.1
Data 135 71 346
SS data - bkg 66.1± 2.0 53.4± 0.7 200.1± 4.1

Non-prompt lep (SS) 18.4± 2.4 16.1± 1.2 62.6± 3.1
Non-prompt lep (OS) 22.9± 2.5 20.4± 1.4 69.7± 2.4
R (OS/SS) 1.24± 0.21 1.27± 0.13 1.11± 0.07

Non-prompt estimation 82.0± 14.1 67.9± 1.0 222.7± 19.1

Figure 8.2: Evolution of the Ratio between OS/SS events with a non-prompt lepton
as a function of the cut level and lepton flavour

8.6 Systematic uncertainties

An exhaustive treatment of all the systematic sources of uncertainties is crucial to achieve

a very precise measurement of the tt̄ cross-section. The better knowledge on the observ-

ables and the theoretical uncertainties the more precise measurement.

Table 8.3 summarises the magnitude of the systematic uncertainties on the σtt̄ measure-

ment.

In the remaining part of the section, a brief description of the various uncertainties and

how to calculate them will be covered:
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Table 8.3: Summary of the individual contributions to the systematic uncertainty on
the σtt̄ measurement. The uncertainties are given in percentage.

Source
Uncertainty [%]
7 TeV 8 TeV

Trigger efficiencies 1.3 1.14
Lepton efficiencies 1.1 1.44
Lepton energy scale 0.2 0.06
Jet energy scale 1.9 1.97
Jet energy resolution 0.7 0.01
b-tagging/mistag 1.4 1.33
Pileup 0.7 0.86
Top pT 0.4 1.39
PDF 1.0 1.10
CR 0.4 0.27
Scale of QCD (µ) 0.9 1.17
Matching partons to showers 0.9 0.98
Drell-Yan DD 0.1 0.11
Non-W/Z 0.3 0.18
tW 1.3 1.31
VV 0.1 0.05
Rare — 0.11

Total Systematic 3.75 4.13

Statistical 1.5 0.66

Integrated luminosity 2.2 2.6

Total 4.6 4.9

Trigger and lepton efficiencies and lepton momentum scale

Correction factors are applied to simulation only to reduce any potential discrepancy

with data. Lepton efficiencies are measured using a Tag-and-Probe technique using a

data sample enriched in Z events. These correction factors are derived as a function of

pT and η. A conservative flat uncertainty of 1% per lepton is considered to cover both

the error of the measurement itself and any kinematic difference between Z events used

for the efficiency measurement and tt̄ events.

Trigger efficiencies are measured using a control sample selected by a set of orthogonal

triggers. Correction factors are applied to correct simulation as a function of the η of

the leptons. A conservative 1.14% is assigned to account for this effect.

The relative bias ∆(pT )/pT in reconstructed lepton transverse momentum with respect

to its true value that could be caused by imperfect knowledge of the magnetic field is

generally constant as a function of momentum. Similarly, inaccuracies in the modelling of

the energy loss (dependent on the material distribution) produce relative biases that are

essentially independent of the momentum. On the other hand, alignment effects produce
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relative biases that generally increase linearly with momentum. A two percent variation

(up/down) is applied to the momentum of every lepton to account for any systematic

effect not accounted by the reconstructions. The overall impact is very small, of the

order of 0.03%.

Jet energy scale and resolution

Another source of systematic uncertainty is associated with the jet energy scale (JES)

correction. This systematic uncertainty varies between 5% and 2% in the pT range 40-

100 GeV for jets with |η| < 2.4 [54]. It is evaluated on a jet-by-jet basis, and its effect

is propagated through all the used observables in the analysis.

The effect of the jet-energy-resolution (JER) is evaluated by smearing the jet energy of

each jet with a gaussian of width of the jet-energy-resolution in MC, however the effect

is much smaller than the JES uncertainty. The uncertainty is calculated separately from

the JES one and propagated to all observables in the analysis, providing a full knowledge

of the correlation of these systematics.

The total effect of the JES and JER are of the order of 2% and 0.03% respectively.

B-tagging uncertainties

The b-tagging efficiency for b-quark jets with |η| < 2.4, measured in data using samples

enriched in tt̄ and muon-jet events, has a pT -averaged value of 0.72. The mis-tagging

probability for charm-quark jets is approximately 20%, while for jets originating from

light-flavour quarks or gluons it is of the order of 1%.

The total uncertainty of the b-tagging efficiency is determined by simultaneously varying

the efficiencies to tag a bottom, charm, or light quark up and down by their uncertainties

[37], the uncertainty is calculated on a jet-by-jet basis and separately for real b-jets

(quoted as b-tagging uncertainty) and for light flavour jets (mis-tagging). The total

effect is measured to be 1.30% and 0.03% respectively.

pile-up re-weighting

The samples used in this analysis were generated using a pile-up distribution with a

slightly higher mean than the one in data. Hence, the MC samples are re-weighted to

have the same pile-up distribution. To assess the impact of any possible systematic

effect from the lack of knowledge of the pile-up profile, a 5% variation (up and down)
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of this distribution is implemented. The overall impact in the analysis is smaller than

0.05%.

Other experimental uncertainties

For each background source derived from MC, a conservative uncertainty of 30% is

assumed. In the case of the single-top background, this uncertainty covers the theory

uncertainty on the absolute rate including uncertainties due to PDFs.

The uncertainty on the luminosity (“lumi”) measurement is 2.6%.

Top pT re-weighting

In the normalised differential top-quark-pair cross section analysis [95] the shape of the

pT spectrum of the individual top quarks in data was found to be softer than predicted

by the various simulations while the available NNLO prediction delivers a reasonable

description. Based on this measurements, event-by-event correction factors have been

derived to test the potential impact of the modelling of the top quark pT spectrum

on the analysis. The origin of difference between data and simulation is not clear at

the moment. It might be due to higher order QCD corrections, EWK corrections, non-

resonant production of tt̄ -like final states (e.g. gg → b b̄ µ ν e ν) or something completely

unknown.

As this effect is very small in an inclusive cross-section measurement, no re-weight is

applied in this analysis and the observed difference when applying the re-wright and

when not applying it is taken as systematic uncertainty, which is evaluated to be 0.76%.

QCD scale and matrix-element uncertainties

The uncertainty on modelling of the hard-production process (“Q2 scale”) is assessed

through changes in the renormalisation and factorisation scales in the MADGRAPH

sample by factors of two and 0.5 relative to their common nominal value, which is set

to the Q of the hard process. In MADGRAPH, Q is defined by Q2 = m2
t +
∑
p2
T , where

the sum is over all additional final state partons in the matrix element. The impact of

this uncertainty in the analysis is quite substantial, of the order of 1.3%.

The impact of the choice of the scale that separates the description of jet production

through matrix elements or parton shower (“ME/PS matching”) in MADGRAPH is

studied by changing its reference value of 20 GeV to 40 GeV and to 10 GeV. The effect

is measured to be 0.88%.
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Other modelling uncertainties

The differences in results between using POWHEG [88] for the tt̄ simulation instead of

MADGRAPH is taken as an additional modelling uncertainty (”MG+PY→ PH+PY”).

The uncertainties from ambiguities in modelling colour reconnection effects (“Color re-

connection”) are estimated by comparing simulations of an underlying event tune in-

cluding colour reconnection to a tune without it.

The uncertainty from the choice of PDFs (“PDF”) is determined by re-weighting the

sample of simulated tt̄ events according to the 52 CT10 error PDF sets [94], at 90%

confidence level.

8.7 Results

Table 8.4 shows the total number of events observed in data and the number of signal and

background events expected from simulation or estimates from data. A good agreement

between data and expected number of events is observed.

Table 8.4: Total number of events observed in data and the number of signal and
background events expected background events. Both statistical and systematic errors

are shown.

Source
Number of e±µ∓ events

7 TeV 8 TeV

DY 22.1± 3.1± 3.3 173.3± 25.1± 26.0
Non-W/Z 51.0± 0.7± 15.3 145.9± 14.8± 43.8

Single top quark (tW) 204.0± 3.1± 61.2 1033.6± 2.9± 313.8
V V 6.9± 0.6± 2.1 35.4± 1.9± 11.1
tt̄V −− 83.6± 1.3± 25.5

Total background 284.0± 16.0± 63.2 1471.7± 46.7± 319.1

tt̄ dilepton signal 5008.2± 15.4± 188.0 24439.6± 43.6± 956.4

Data 4970 25441

Figure 8.3 shows the b-jet multiplicity in events passing the full event selection but

before the b-jet requirement.

The cross section σtt̄ is determined by subtracting from the number of observed data

events the estimated number of events from all background sources and dividing the

resulting number by the total efficiency εtotal and the integrated luminosity of the data

sample.



Chapter 8. Measurement tt̄ cross section 107

E
ve

nt
s

1000

2000

3000

4000

5000

6000
data tt

WttW/ DY
non W/Z VV

Vtt MC syst+stat

b jet multiplicity
0 1 2

pr
ed

ob
s

0.5
1

1.5

CMS
Preliminary

 (7 TeV)-15.0 fb

≥

E
ve

nt
s

5

10

15

20

25

30
310×

data tt
WttW/ DY

non W/Z VV
Vtt MC syst+stat

b jet multiplicity
0 1 2

pr
ed

ob
s

0.5
1

1.5

CMS
Preliminary

 (8 TeV)-119.7 fb

≥

Figure 8.3: Data-MC comparisons of the b-jet multiplicity distributions in the eµ
channel after the 2 jets selection requirement. Uncertainties are statistical only.

The total efficiency εtotal is the product of event acceptance, selection efficiency and

branching fraction of the selected tt̄ final state, as estimated from simulation for a top-

quark mass of 172.5GeV. It also takes into account the contributions from W → τντ ,

with leptonic τ decays. The estimated values are 0.506 ± 0.020 for the 8 TeV dataset

and 0.559± 0.021 for the 7 TeV dataset.

The measured cross section is therefore:

σtt̄ (7 TeV) = 165.9 ± 2.5 (stat) ± 6.2 (syst) ± 3.6 (lumi) pb (8.6)

σtt̄ (8 TeV) = 247.6 ± 1.6 (stat) ± 9.7 (syst) ± 6.3 (lumi) pb (8.7)

which agrees with the recent NNLO+NNLL calculation [93] within uncertainties. Being

the most precise measure of the tt̄ cross-section measured by CMS, the total uncertainty,

including systematics, statistical and luminosity is below 5%.

8.8 First measurement of the top quark pair production

cross section in proton-proton collision at
√
s = 13

TeV

In this section the first measurement of the tt̄ production cross section using data cor-

responding to an integrated luminosity of 42 pb−1 recorded by the CMS experiment in

pp collisions at a centre-mass-energy of 13 TeV is described. This analysis is a natural

continuation of the one previously described in this Chapter as it uses the very same

methods described before.
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8.8.1 Monte Carlo simulation and event selection

Monte Carlo simulation

Several MC event generators are used to simulate signal and background events. The

NLO POWHEG(v2) [88] generator is used for tt̄ events, assuming a top quark mass of

172.5GeV. These events are interfaced to PYTHIA(v8.2) [96] to simulate parton show-

ering, hadronization, and the underlying event. An alternative sample is obtained by

showering the events with HERWIG++ [97]. Another sample of tt̄ events is gener-

ated using MG5 aMC@NLO [98] and MADSPIN [85], as well as PYTHIA for parton

showering.

The MG5 aMC@NLO generator is also used to simulate W + jets events and Z + jets .

The normalisation is taken from data as described below. Single top quark events are

simulated using POWHEG(v1) [88] and PYTHIA, and are normalised to the approxi-

mate next-to-next-to-leading order (NNLO) cross sections [99]. The contributions from

V V are simulated with PYTHIA, and are normalised to the next-to-leading order (NLO)

cross sections [90]. All other backgrounds are estimated from control samples extracted

from collision data. The simulated samples include additional interactions per bunch

crossing (pile-up), with distributions that are corrected to match the observed data.

The tt̄ simulated events are normalised using the best theoretical calculation avail-

able, NNLO accuracy in perturvative QCD, including resummation of NNLL soft gluon

terms [93]. Assuming a top quark mass of mt = 172.5 GeV, the predicted cross section

is,

σtt̄(13TeV) = 832+20
−29 (scale) ± 35 (PDF + αs) pb (8.8)

The first uncertainty is an estimate of the effect of missing higher order corrections

and is determined by independent variations of the factorisation and renormalisation

scales, µF and µR, by factors of two up and down from their default values. The

second uncertainty is associated to variation in the PDF and αS following the PDF4LHC

recommendations [94].

Event selection

The event selection is very similar to the one described in Section 8.3. Events are selected

by a trigger that requires the presence of one electron and one muon, the leading lepton
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having a pT> 17 GeV and the trailing electron (muon) having pT> 12 (8) GeV. The

efficiency of these triggers is measured in data using triggers based on pT imbalance in

the event and it is measured to be 0.91±0.05. A correction factor is applied to simulation

to match measured values in data.

The efficiency of the lepton selection is measured using a tag-and-probe method in

same-flavour dilepton events enriched in Z boson candidates. The measured values

for the combined identification and isolation efficiencies are typically 0.92 for muons

and 0.77 for electrons. Based on a comparison of lepton selection efficiencies in data

and simulation, the event yield in simulation is corrected using pT - and η-dependent

correction factors to provide consistency with data.

The most outstanding difference with respect to the previously described result is the

non usage of the b-tagging information to further discriminate between signal and back-

ground. Events with two opposite-sign, different flavour leptons (e, µ), with an invariant

mass greater than 20 GeV and two identified jets with pT greater than 30 GeV are con-

sidered.

8.8.2 Background determination and control plots

Backgrounds are determined using the same methods as described in Section 8.5. Yields

from single top quark and diboson is estimated from simulation while DY background

and non-prompt background is derived from the previously described data-driven tech-

niques. The data-to-simulation factor for the DY background is found to be 1.06± 0.17.

A same-sign control sample is used to derive the non-W/Z-lepton background using the

method described in Section 8.5.2.

Figure 8.4 (a) shows the multiplicity of jets, and (b) the the scalar sum the transverse

momenta of all jets (HT ) for events passing the dilepton criteria. After requiring at

least two jets, Figs. 8.5 show the pT and η distributions of the highest-pT muons and

electrons, respectively, and Figs. 8.6 show the pT and η distributions of the highest- and

second highest-pT jets, respectively. The ratios of the data to the sum of simulations and

data-based predictions for the signal and backgrounds are shown in the bottom panels

of all figures. Agreement between data and the predictions for signal and background is

observed.
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Figure 8.4: The distributions for 8.4a the jet multiplicity and 8.4b HT in events
passing the dilepton criteria. The expected distributions for tt̄ signal and individual
backgrounds are shown after data-based corrections are applied; the last bin contains
the overflow events. The ratios of data to the sum of the expected yields are given at

the bottom of each panel.
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Figure 8.5: The distributions for 8.5a pT and 8.5b η for the highest-pT muon, and for
8.5c pT and 8.5d η for the leading electron after all selections. The expected distribu-
tions for tt̄ signal and individual backgrounds are shown after data-based corrections
are applied; for the left plots (a,c) the last bin contains the overflow events. The ratios

of data to the sum of the expected yields are given at the bottom of each panel.
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Figure 8.6: The distributions for 8.6a pT and 8.6b η for the highest-pT jet, and for
8.6c pT and 8.6d η for the second highest-pT jet after all selections. The expected distri-
butions for tt̄ signal and individual backgrounds are shown after data-based corrections
are applied; for the left plots 8.6a,8.6c the last bin contains the overflow events. The
ratios of data to the sum of the expected yields are given at the bottom of each panel.

8.8.3 Systematic uncertainties

Systematic uncertainties are assessed following the same methods described in Sec-

tion 8.6. Table 8.5 summarises the statistical and systematic uncertainties on the

tt̄ production cross section arising from different sources.

The uncertainties on the correction factors applied to simulation to account for data-mc

differences for trigger and electron (muon) efficiencies are 5% and 4% (1-3%) respectively.

The modeling on the lepton energy scale is estimated to be of 1% for electrons and 0.5%

for muons.

The impact of the uncertainty on the JES and JER are estimated by evaluating the

effect of varying the jet momenta by 4% for the JES and by η-dependent variation on

the JER scale factors. The uncertainty assigned to the number of pile-up events in

simulation is obtained by changing the inelastic cross section by ±5%
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The potential bias related to the missing high-order diagrams in POWHEG are estimated

by changing the renormalisation and factorisation scale simultaneously up and down

by a factor two. Furthermore, the prediction of two NLO generators (POWHEG and

MG5 aMC@NLO) for tt̄ production and compared using PYTHIA for hadronization

and showering. The hadronization uncertainty is accounted by comparing two samples

generated by POWHEG, where the hadronization is modelled either by PYTHIA or

HERWIG++. Finally, the uncertainty from the choice of PDF is determined by re-

weighting the sample of simulated tt̄ events according to the 100 NNPDF3.0 error PDF

sets [100].

Concerning background estimation and normalisation, same values from 7 and 8 TeV are

assumed. The biggest uncertainty for this first measurement arises from the uncertainty

on the total integrated luminosity, which is estimated to be of the order of 12% after a

preliminary x-y beam scan performed in July 2015.

Table 8.5: Summary of the individual contributions to the systematic uncertainty on
the σtt̄ measurement. The uncertainties are given in pb and as relative uncertainties.

The statistical uncertainty and the total uncertainty on the result are also given.

Source ∆σtt̄ (pb) ∆σtt̄/σtt̄ (%)

Data statistics 60 7.7

Trigger efficiencies 39 5.0
Lepton efficiencies 33 4.3
Lepton energy scale < 1 ≤ 0.1
Jet energy scale 20 2.6
Jet energy resolution < 1 ≤ 0.1
Pileup 2.8 0.4
Scale (µF and µR) 1.5 0.2
tt̄ NLO generator 15 1.9
tt̄ hadronization 14 1.8
PDF 12 1.5
Single top quark 14 1.8
VV 3.5 0.5
Drell–Yan 3.9 0.5
Non-W/Z leptons 8 1.0

Total systematic (no integrated luminosity) 62 8.0

Integrated luminosity 93 12

Total 126 16.4

8.8.4 Results

Table 8.6 shows the total number of events observed and the number of signal and

background events expected. A good agreement between data and expected number of

events is observed.
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Figure 8.7a shows the distribution of the invariant dilepton mass Meµ which can probe,

for example, the existence of a new heavy object decaying into a top quark pair. Figure

8.7b shows the difference in azimuthal angle between the two selected leptons ∆Φ(e±, µ∓)

and explores the correlation between the top and antitop quark spins [101, 102]. For

both distributions data are in agreement with the SM predictions.

The total efficiency εtotal is the product of event acceptance, selection efficiency and

branching fraction of the selected tt̄ final state, as estimated from simulation for a

top-quark mass of 172.5 GeV is (0.60 ± 0.04)%, including statistical and systematic

uncertainty. The extracted cross section value is:

σtt̄ (13 TeV) = 772 ± 60 (stat) ± 62 (syst) ± 93 (lumi) pb (8.9)

in good agreement with the most accurate theoretical calculation 8.8.

Table 8.6: Number of dilepton events obtained after applying the full selection. The
results are given for the individual sources of background, tt̄ signal with a top quark
mass of 172.5 GeV and σNNLO+NNLL

tt̄ = 832+40
−46 pb, and data. The uncertainties corre-

spond to the statistical and systematic components added in quadrature.

Source Number of e±µ∓ events

Drell–Yan 6.4 ± 1.2
Non-W/Z leptons 8.5 ± 4.3

Single top quark 10.6 ± 3.4
VV 2.6 ± 0.9

Total background 28.1 ± 5.7

tt̄ dilepton signal 207 ± 16
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Figure 8.7: Distributions in 8.7a the dilepton invariant mass, and 8.7b the difference
in the azimuthal angle between the two selected leptons, after all selections. For the
first plot the last bin contains the overflow events. The ratios of data to the sum of the

expected yields are given at the bottom.



Chapter 8. Measurement tt̄ cross section 114

8.9 Summary

A measurement of the inclusive tt̄ production cross section in proton-proton collisions

at the LHC using the full 2011 and 2012 data samples of 5.0fb−1 at
√

s = 7 TeV and

19.7fb−1 at
√

s = 8 TeV has been described in this Chapter. A first measurement

using the first 42pb−1 at
√

s = 13 TeV is also presented. The analysis is performed

in the dilepton tt̄ → eµνν̄bb̄ decay channel. The cross sections are extracted using a

cut-and-count approach, assuming a top quark mass of mt = 172.5 GeV, the results are:

σtt̄ (7 TeV) = 165.9 ± 2.5 (stat) ± 6.2 (syst) ± 3.6 (lumi) pb

σtt̄ (8 TeV) = 247.6 ± 1.6 (stat) ± 9.7 (syst) ± 6.3 (lumi) pb

σtt̄ (13 TeV) = 772 ± 60 (stat) ± 62 (syst) ± 93 (lumi) pb

in good agreement with recent NNLO QCD calculations. This measurement is also in

agreement with a recent measurement from the ATLAS Collaboration [103]. The 7 and

8 TeV measurements will be publish together with a binned likelihood fit to the pT of the

non b-tagged jet with the lowest pT in the event, using different categories of b-tagged

and additional non-b-tagged jets [104]. The 13 TeV measurement will be sent to PRL

soon [105].

Figure 8.8 shows the latest results for σtt̄ for both dilepton [105] and lepton+jets channel

[106] together with previous CMS results at
√

s = 7 TeV and 8 TeV [84, 107–109], the

LHC combination at 8 TeV [110], and the combination of the Tevatron [111]. The data

are compared to the NNLO+NNLL predictions as a function of centre-of-mass energy

for pp̄ and pp collisions [93]. A beautiful agreement with SM predictions is observed.
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Chapter 9

Run II preparation and

commissioning

The Long ShutDown I (LS I) of the LHC lasted for almost two years, many interventions

were done to both the LHC and the experiments to prepare them for the increase of

energy that was foreseen for 2015. On the analysis side, several improvements were

developed to increase the expected sensitivity and favour a potential discovery during

Run II.

9.1 Trigger Studies for Fake Rate Measurement in 2015

Data

The fake ratio is measured in a QCD-enriched region, that from now on, will call “mea-

surement region”. To select such events in data one needs to define an appropriated

trigger strategy. A new trigger strategy has been developed for measuring the fake ratio

in 2015.

In 2012, the strategy was to use one (or two) paths to populate the whole pT range: from

10 to 50 GeV, although in most cases, only leptons with pT> 20 GeV were used. Due to

the exponentially falling spectrum of the pT of the leptons, the number of selected events

with higher pT was very small, increasing the statistical uncertainty of the method.

During LSI a new strategy has been developed, that consists of a set of prescaled single-

lepton triggers with same identification and isolation criteria as the signal triggers that

be used by the same-sign analysis (and in most dilepton analysis). These triggers were

commissioned with the first data at 13 TeV with 50ns bunch spacing.

117
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9.1.1 General strategy

As a first approximation, the total number of events in the measurement region in a

certain pT−η bin could be estimated by:

NpT−η = R×∆t× εsel × εpT−η (9.1)

where, R is the total rate of the HLT paths used for filling the measurement region (0.3

Hz); ∆t is the total interval of data-taking (2 months of data-taking assuming 8h per

day); εsel is the (offline) selection efficiency, and εpT−η is the efficiency of a certain lepton

to fall under a certain pT−η bin, measured in a QCD MC sample.

A first estimation using L1 emulation quickly showed that a configuration with 4 paths

with different pT thresholds would be enough to cover the whole pT spectrum and would

allow us to have enough statistics to provide a fake-ratio measurement with a statistical

uncertainty between 10-20% across the whole 2D map as it is shown on Figure 9.1.
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Figure 9.1: First estimation of the total number of expected events in the measure-
ment region using a configuration with four paths with a total rate of 0.3 Hz after 2
months of data-taking, a 5% offline selection efficiency was assumed for this calculation.
For estimating the uncertainty on the fake-ratio a constant value of 10% was considered.

The very same reconstruction, identification and isolation sequence that was imple-

mented in for the double lepton signal triggers has been used. The paths were originally

designed for the 40 pile-up and 25ns scenario (Linst = 1.4 × 1034 cm−2s−1), prescales

will be adapted to keep constant rate for smaller luminosities.

Originally, the total allotted bandwidth for such auxiliary triggers is 4Hz (in the 40

pile-up and 25ns scenario), half of the bandwidth will be used by the muon paths and

the other half by the electron paths. Some overlap between the different triggers is also

expected but the prescales will avoid such problem in most of the cases.
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9.1.2 Muon paths

Four muon HLT paths were designed to be identical to the 2015 signal double muon path

(HLT Mu17 TrkIsoVVL Mu8 TrkIsoVVL v1), except for requiring only one muon and

the pT cut that might be different for some paths. Four extra paths without isolation but

with the same identification requirement are also included in the set of auxiliary paths.

The reconstruction, identification and isolation is meant to be exactly the same as the

one present in the signal triggers so these triggers could be used also for monitoring the

per-leg efficiency.

Table 9.1 summarises the expected rate for each path, after applying the L1 prescale,

and the desired HLT prescale to control the rate for a luminosity scenario of Linst =

1.4× 1034 cm−2s−1.

Table 9.1: HLT rates for the muon paths, the rate is estimated using a mixture of
QCD, Drell-Yan and W samples. HLT prescales are set to 1. Linst = 1.4×1034 cm−2s−1

and L1 prescales taken from the L1Menu Collisions2015 25ns v2.

Path L1 seed L1 prescale Rate after L1 PS (Hz)

HLT Mu8 TrkIsoVVL v1 L1 SingleMu5 50000 0.20
HLT Mu17 TrkIsoVVL v1 L1 SingleMu12 3000 0.28
HLT Mu24 TrkIsoVVL v1 L1 SingleMu16 1000 0.21
HLT Mu34 TrkIsoVVL v1 L1 SingleMu20 700 0.10
HLT Mu8 v1 L1 SingleMu5 50000 0.22
HLT Mu17 v1 L1 SingleMu12 3000 0.31
HLT Mu24 v1 L1 SingleMu16 1000 0.25
HLT Mu34 v1 L1 SingleMu20 700 0.10

The composition of the selected events by these triggers have also been studied. A high

purity on QCD events is very well desired for the application of the method. A 99% of

the total bandwidth of the HLT Mu8 TrkIsoVVL v1 is coming from QCD events, as the

pT threshold increases the contribution from QCD gets reduced down to a 70% for the

HLT Mu34 TrkIsoVVL v1. An increase on the electroweak contamination explain such

reduction. An extra consideration must be taken into account: only 30% of the QCD

rate for the lower pT path will be kept when applying the selection of the measurement

region, that contains a high-pT jet. For the rest of the paths the loss when applying

selection efficiency of the measurement region is below 30%.

To try to further increase the QCD purity of the events and also increase the offline

selection efficiency, the addition of a jet to these paths was also studied. The rate

reduction was significant in the case of the Mu8 (50%) and quite small (15%) for the

Mu34 path, also the electroweak contamination was reduced by less than a 20% for all

the paths with the exception of the Mu8, where no gain was observed. The addition

of such jet requirement reduced the flexibility in the offline jet selection for systematic
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studies so it was decided to discard such addition, as it is not needed to control the rate

/ contamination.

The startup scenario would be much more friendly than the one used here for the calcu-

lations, this will imply a reduction on the L1 prescales and therefore the total number

of events selected by these triggers would be sufficient to perform the measurement for

the first round of publications.

9.1.3 Electron paths

The same strategy was followed for the electron side, four HLT paths with the very

same reconstruction, identification and isolation sequence as the one present in the

double electron and muon-electron signal triggers, except for requiring only one lep-

ton with a different pT in some cases and the additional requirement of an away jet

(|∆R(lep, jet)| > 1) with pT greater than 30 GeV. Five extra paths were also considered

with same identification criteria as the di-electron+HT cross triggers.

Table 9.2 summarises the rate for each path, before and after applying the L1 prescale,

and the desired HLT prescale to control the rate.

Table 9.2: HLT rates for the electron paths, the rate is estimated using a mixture of
QCD, Drell-Yan and W samples. HLT prescales are set to 1. Linst = 1.4×1034 cm−2s−1

and L1 prescales taken from the L1Menu Collisions2015 25ns v1.

Path L1 seed L1 prescale Rate after L1 PS (Hz)

HLT Ele12 CaloIdL TrackIdL IsoVL PFJet30 v1 L1 SingleEG10 20000 0.11
HLT Ele18 CaloIdL TrackIdL IsoVL PFJet30 v1 L1 SingleEG10 20000 0.10
HLT Ele23 CaloIdL TrackIdL IsoVL PFJet30 v1 L1 SingleEG20 4000 0.26
HLT Ele33 CaloIdL TrackIdL IsoVL PFJet30 v1 L1 SingleEG20 4000 0.22
HLT Ele12 CaloIdM TrkIdM PFJet30 v1 L1 SingleEG5||L1 SingleEG10 20000 0.09
HLT Ele12 CaloIdM TrkIdM PFJet30 v1 L1 SingleEG10 20000 0.07
HLT Ele18 CaloIdM TrkIdM PFJet30 v1 L1 SingleEG10 20000 0.06
HLT Ele23 CaloIdM TrkIdM PFJet30 v1 L1 SingleEG20 4000 0.15
HLT Ele33 CaloIdM TrkIdM PFJet30 v1 L1 SingleEG20 4000 0.11

For this case, 99% of the total rate is coming from QCD events, that means that the

QCD purity of the events selected by these trigger would be very high as it is desired

for performing the fake-ratio measurement. Furthermore, low pT QCD events only con-

tribute to 20% of the rate in the worse-case scenario which means that the loss of events

when applying the measurement selection will be smaller than in the case of the muons.

Other configurations were also tested and discarded. An HLT path with a pT threshold

of 8 GeV as it is used in the muon case was tested but the L1 prescale of the relevant

EG path was so high the expected rate was ridiculously small making the path totally

useless for our purpose. Not requiring a jet in the paths only increased slightly the

rate but with (almost) no change in the QCD/electroweak composition, therefore, we
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decided to keep the jet requirement as it helps increasing the selection efficiency without

changing the composition of the selected sample.

As in the case of the muons, the startup scenario would be much more friendly than

the one used here for the calculations, this will imply a reduction on the L1 prescales

and therefore the total number of events selected by these triggers would be sufficient

to perform the measurement for the first round of publications.

9.1.4 Commissioning with 50ns data

A set of HLT auxiliary paths have been developed for fake-ratio measurements. As the

first data at 13 TeV arrived, rate and purity measurements have been carried out to

check the performance of these triggers in real data in preparation for the bigger run at

25ns bunch spacing.

The LHC restart at 13 TeV, started with a short run with 50ns bunch spacing that

delivered about 100 pb−1 , CMS collected about 80 pb−1 , as it can be seen in Figure

9.2. Only 40 pb−1 can be used for physics.

Figure 9.2: LHC delivered and CMS collected luminosity for the 50ns bunch-spacing
run. Due to several problems with the CMS restart, only 40 pb−1 could be used for

physics.
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Rates

During this run, the L1/HLT prescales have been varying a lot run-by-run complicating

even more the rate measurement, after some adjustments, the rates measured in MC and

data are shown in Table 9.3. Although the MC rates are within the expected and design

values, the result in data for certain paths is smaller than MC expectation, making some

of the triggers useless with the small amount of data that was collected, in particular the

high-pT paths for muons almost did not collect any data as well as the low-pT electrons

paths, due to heavy prescales.

These discrepancies were corrected for the 25ns run and the total rate was increased for

the lower luminosity scenarios for the sake of collecting enough data to compute the fake

ratios despite a slow ramp-up of the machine, also when running at design luminosity,

one can take profit of the last part of the run when luminosity decreases and the lower

cross-sections also allow for an increase in rate.

Table 9.3: HLT rates for the auxiliary paths used for fake-ratio measurements. MC
rate is estimated using a mixture of QCD, DY and W samples and are calculated for
a scenario of Linst = 5× 1033 cm−2s−1 (nominal luminosity for the 50ns Run). These
rates correspond to the frozen 50ns menu, the prescales were adjusted after the very

first measurements in data.

Path Rate in MC (Hz) Rate in data (Hz)

HLT Ele12 CaloIdL TrackIdL IsoVL PFJet30 v1 0.18 ± 0.07 0.44 ± 0.31
HLT Ele18 CaloIdL TrackIdL IsoVL PFJet30 v1 0.15 ± 0.07 0.22 ± 0.22
HLT Ele23 CaloIdL TrackIdL IsoVL PFJet30 v1 0.16 ± 0.07 0.22 ± 0.22
HLT Ele33 CaloIdL TrackIdL IsoVL PFJet30 v1 0.07 ± 0.04 0
HLT Ele8 CaloIdM TrkIdM PFJet30 v1 0.11 ± 0.06 0.22 ± 0.22
HLT Ele12 CaloIdM TrkIdM PFJet30 v1 0.11 ± 0.06 0
HLT Ele18 CaloIdM TrkIdM PFJet30 v1 0.09 ± 0.05 0
HLT Ele23 CaloIdM TrkIdM PFJet30 v1 0.37 ± 0.10 0.44 ± 0.31
HLT Ele33 CaloIdM TrkIdM PFJet30 v1 0.19 ± 0.07 0

HLT Mu8 TrkIsoVVL v1 1.34 ± 0.11 1.77 ± 0.63
HLT Mu17 TrkIsoVVL v1 0.47 ± 0.06 0.44 ± 0.31
HLT Mu24 TrkIsoVVL v1 0.09 ± 0.03 0.22 ± 0.22
HLT Mu34 TrkIsoVVL v1 0.07 ± 0.02 0
HLT Mu8 v1 1.35 ± 0.11 1.77 ± 0.63
HLT Mu17 v1 0.81 ± 0.08 1.33 ± 0.54
HLT Mu24 v1 0.09 ± 0.03 0
HLT Mu34 v1 0.13 ± 0.03 0

Purities

Another important check is the purity of these paths, hence, how many events, of the

total selected by the trigger fulfil the offline requirements that are applied for the fake-

ratio measurement.
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The offline selection, requires the presence of a lepton, passing the full identification cri-

teria of the analysis, one fully identified away jet with pT greater than 40 GeV. Further-

more, an extra requirement on Emiss
T < 20 GeV and mT< 20 GeV to suppress electroweak

contamination is applied.

Assuming this selection, the global purity of the muon paths goes from 1.7% up to

4%, while the purity of the electron paths ranges from 5% to 8%. The difference relies

exclusively in the jet requirement that is present on the electron paths but not in the

muon ones.

In the muon paths, requiring the offline jet kills between 94% and 73% of the events,

the Emiss
T requirement kills between 60-70% of the events, while the mT kills between

30-60% of the events. This level of rejection is similar as the one seen in 2012 data. For

the electron paths, the situation is a bit better, the jet requirement only kills between

45-20% of the events. Emiss
T and mT requirement has the same level of rejection as for

muon paths.

Final menu

The changing conditions of the first months of running at the LHC and the change in

the total expected integrated luminosity at the end of the year forced to introduce some

changes to the presented menu here. The need to accomodate such paths to the request

of other physics group have also motivated this change.

As the total expected integrated luminosity at the end of the year will be much smaller

than the original expectations as well as the peak instantaneous luminosity that will be

reached is factor three smaller, an increase in the rate is foreseen for being able to collect

enough statistics at the end of the year to compute the fake ratio estimation with a 10%

statistical uncertainty.

The final trigger menu that is being used for 2015 data taking at 25 ns, together with

an estimation of the total rate per path is detailed in Table 9.4.

9.2 Lepton isolation and identification

Several changes for 13 TeV have been developed concerning the lepton identification

and isolation. The new algorithms and techniques provide similar or better performance

despite the worsening of the expected pile-up conditions that were expected for the Run

II.
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Table 9.4: HLT rates for the auxiliary paths used for fake-ratio measurements. These
rates correspond to the frozen 25ns menu, for .

Path Rate in data (Hz)

HLT Ele12 CaloIdL TrackIdL IsoVL PFJet30 v1 8.11
HLT Ele23 CaloIdL TrackIdL IsoVL PFJet30 v1 0.53
HLT Ele33 CaloIdL TrackIdL IsoVL PFJet30 v1 0.90
HLT Ele8 CaloIdM TrkIdM PFJet30 v1 0.86
HLT Ele12 CaloIdM TrkIdM PFJet30 v1 10.20
HLT Ele23 CaloIdM TrkIdM PFJet30 v1 1.24
HLT Ele33 CaloIdM TrkIdM PFJet30 v1 1.42

HLT Mu8 TrkIsoVVL v1 8.28
HLT Mu17 TrkIsoVVL v1 25.50
HLT Mu8 v1 5.02
HLT Mu17 v1 39.40

In this section, a short summary is presented, the preliminary performance studies as

well as the commissioning of the variables used for the identification and isolation with

the first data.

9.2.1 Lepton identification

Muons For muons, a new identification algorithm has been developed starting from

the POG Loose Muon (i.e. a muon that is identified by the particle flow algorithm that

has to be either a global or an arbitrated tracker muon) using additional track-quality

and muon-quality requirements. Table 9.5.

Table 9.5: Muon medium working identification

Pass POG Muon Loose ID
Valid fraction of tracker hits > 0.8

Pass Global Muon ID
χ2/Ndof (globalFit) < 3

track Kink finder < 20
Segment compatibility > 0.303

OR
Segment compatibility > 0.415

This identification provides slightly higher efficiency than 2012 tight working point with

same fake rejection. This can be seen in Figure 9.3 The variables used to form this ID

will be commissioned with the first 50ns data.
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Figure 9.3: Medium ID performance in MC, showing performance for prompt muons,
muons coming from b-decays as well as fake muons. Medium ID shows better perfor-

mance in selecting prompt leptons while rejecting same amount of fake muons.

Electrons The electrons are reconstructed by associating ECAL-clusters and GSF

tracks. Only electrons within the tracker and ECAL acceptance are considered: |η| <
1.4442 or 1.566 < |η| < 2.4. A new electron identification using a multivariate dis-

criminant has been developed built with shower-shape variables (σiηiη, σiφiφ, the cluster

circularity, widths along η and φ, R9, H/E, EinES/Eraw), track-cluster matching vari-

ables (Etot/pin, EEle/pout, ∆ηin, ∆ηout, ∆φin, 1/E − 1/p ) and track quality variables

(χ2 of the KF and GSF tracks, the number of hits used by the FK/GSF filters, fbrem).

Two different identification working points, summarized in the Table 9.6, are used in

this analysis. Those working points depend of the pseudorapidity of the electrons.

Table 9.6: Electron identification working points used in this analysis.

pseudorapidity region loose WP tight WP

0 < |η| < 0.8 -0.11 0.73
0.8 < |η| < 1.479 -0.35 0.57
1.479 < |η| < 2.5 -0.55 0.05

9.2.2 Lepton isolation

Although the relative isolation that was used at 8 TeV was corrected to mitigate pile-up

effects, under certain conditions it might still be under performant. If the event is very

busy, and many tracks and jets populate the event, it would be very difficult to find an

isolated lepton. New techniques have been developed to recover some of this events.

With this new approach, the lepton isolation is constructed using three different vari-

ables:
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Mini isolation The first one is called Imini. It uses a variable cone size that allows to

isolate a lepton even in boosted topologies or very busy environments, it is defined as

follows:

R =





0.2, pT ≤ 50GeV
10
pT
, pT ∈ (50, 100) GeV

0.02 pT > 100 GeV

Requiring Imini below a given threshold ensures that the lepton is locally isolated, even

in boosted topologies. Despite this variable cone size it is defined as a relative isolation

your favourite pile-up correction, in this case the effective area corrections that were

described in Section 4.3.2.1, that has been recalculated for 13 TeV (see Table 9.7 ):

Imini =

∑
R pT (h±)−max(0,

∑
R pT (h0) + pT (γ)− ρA

(
R
0.3

)2

pT (`)
. (9.2)

|η| range A(e) A(µ)

0.0− 0.8 0.1013 0.0913
0.8− 1.3 0.0988 0.0765
1.3− 2.0 0.0572 0.0546
2.0− 2.2 0.0842 0.0728
2.2− 2.5 0.1530 0.1177

Table 9.7: Effective area recomputed with preliminary MC at 13 TeV, for muons and
electrons

Ratio of the lepton / jet The second variable is simply the ratio between the pT of

the lepton and the pT of the jet matched to the very sample lepton:

pT
ratio =

pT (`)

pT (jet)
(9.3)

This jet is matched geometrically to the lepton, and in most of the case is the jet

containing the lepton. If no jet is clustering the lepton, then the closest one is chosen.

The use of pT
ratio is a simple way to identify leptons in quite boosted topologies, without

any jet re-clustering.

ptrel The last variable used is the pT
rel variable, defined as the projection of the lepton

pT towards the closest jet:
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Figure 9.4: Isolation variables for leptons to be used in the analysis: Imini (left), pT
rel

(middle) and pT
ratio (right). The tt̄ process corresponds to leptons originating from W

decays. The fake process corresponds to leptons found in tt̄ events, not produced by
W bosons. Other distributions are for signal-like leptons

pT
rel =

(~p(jet)− ~p(`)) · ~p(`)
||~p(jet)− ~p(`)|| . (9.4)

This variable allows to recover leptons from accidental overlaps with jets.

The distributions of those three variables, for leptons produced by electroweak boson

decays and jets misidentified as leptons in tt̄ events, are illustrated on Fig. 9.4.

Multi-isolation Using those three variables, a lepton is considered isolated if the

following condition is respected:

Imini < I1 ∧ (pT
ratio > I2 ∨ pT rel > I3) (9.5)

The Ii, i = 1, 2, 3 values depends of the flavour of the lepton: as the probability to

misidentify a jet is higher for the electrons, tighter isolation values are used. The loose

lepton isolation is significantly relaxed, as well as an extra definition (fakable) used for

the fake lepton background estimation. The different values are summarised in the Table

9.8. The logic beyond that isolation is a relaxing of the local isolation, compensated by

the requirement that the lepton carries the major part of the energy of the corresponding

jet, or if not, if the lepton is considered as accidentally overlapping with a jet. The

performance of the different working points of the multi-isolation variable for signal-like

leptons is shown in Figure 9.5.

9.2.3 Commissioning with 50ns data

To validate the properties of the prompt-lepton isolation and identification variables,

two control regions in data with high purity of Z→µ−µ+and Z→e−e+are used. Figures
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Figure 9.5: Prompt lepton selection efficiency versus misidentified lepton efficiency
for electrons (left) and muons (right) with pT> 25 GeV (top) and 10 < pT < 25 GeV
(bottom) in T1tttt (1.2/0.8) events. The tight working point corresponds to the orange
full circle, and the loose working point to the green full circle. The standard isolation

is indicated by the black point and the pure mini isolation by the violet line.
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Figure 9.6: Data to simulation comparisons for lepton identification performance
studies. From left to right the probe lepton Imini for Z→µ−µ+(9.6a), Z→e−e+(9.6b)

and tt̄ (9.6c) control region
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Table 9.8: Isolation working points

isolation value loose WP fakable e (µ) WP µ (Medium) WP e (Tight) WP

I1 0.4 0.4 0.14 0.10
I2 0 0.68 (0.70) 0.68 0.70
I3 0 6.7 (7) 6.7 7

9.6a and 9.6b show distributions for electron and muon Imini in such control regions. A

third control region is defined to check the properties of prompt leptons arising from

tt̄ by requiring two leptons, with an invariant outside the Z mass, two jets and at lest

one b-tagged jet. 9.6c shows distributions for electron and muon Imini in such control

region.

To assess the performance of such variables for background leptons samples enriched in

leptons from b-hadron decay are selected using two Z+` and W+` control regions. This

is show in Figure 9.7.

Variables including jet energies, such as pT
ratio and pT

rel, could not be fully commissioned

during the 50ns run as those variables are extremely sensitive to the jet energy corrections

and those were not fully understood by the time in which these plots were made.

9.3 Signal extraction strategy

A new signal strategy has been designed towards repeating the analysis described in

Chapter 6 at 13 TeV. The search is intended to be as wide as possible to be prepare for

any mass scheme. Searches performed at 8 TeV did not cover totally some scenarios,

such as models with very small mass differences between s-particles, that provide very

small phase space for SM particles in the decay cascade. These scenarios provide the

appearance of low boosted objects in the final state.

In order to provide maximal sensitivity, three exclusive lepton selection are defined:

• high-high (HH) selection: two nominal leptons with pT> 25 GeV,

• high-low (HL) selection: one nominal lepton with 10 < pT < 25 GeV and the other

with pT> 25 GeV,

• low-low (LL) selection: two nominal leptons with 10 < pT < 25 GeV.

Figure 9.8 compares the approach used in Chapter 6 with the one proposed here. The

HH selection is designed for the search of signal with boosted leptons, while the HL
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Figure 9.7: Data to simulation comparisons for lepton identification performance
studies. From left to right the probe lepton pT

ratio, pT
rel and Imini. Z+` control region

(Fig. 9.7a) is displayed on top and W+` (Fig. 9.7b) on the bottom row.

and LL are more sensitive to signal producing low energetic leptons. This division is

not only lead by potential signal, but also by the different background composition on

these regions. High lepton pT threshold suppresses the contribution fron non-prompt

leptons and therefore HH region is mainly populated by irreducible SM background

(see Figure 9.9a). The non-prompt lepton background is largely collected in the HL

region (see Figure 9.9b). Additional handles to control the reducible background are

applied like MT , or more strict ID requirements. The LL region benefits from both

main contributions being suppressed and therefore could profit from the reduced further

kinematical binning in it.

Independently of the choice of lepton selection, three “baseline regions” are defined to

reject a significant fraction of the background while allowing backgrounds to be measured

or controlled. Baseline regions split events into categories as a function of the number of

b jets reconstructed in the event. On top of the baseline selection, the “signal selection”

is applied to categorize the events by topology. Categories are defined to discriminate

the background from the different signal signatures.
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(b) 13 TeV binning

Figure 9.8: Search regions design for low- and high-pt analyses which are used at 9.8a
8 TeV and 9.8a 13 TeV analysis.
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Figure 9.9: The distribution of the SM tt̄ and tt̄ W processes in leading-trailing lepton
pT plane. Numbers indicate fraction of acceptance for each process in the LL, HL, HH

regions.

9.3.1 Baseline selection

The baseline region is defined to reject a significant fraction of the reducible background,

while allowing to extract a data-driven estimation of the SM background.

Events are selected if a pair of same-sign leptons with pT thresholds defined following the

lepton selection considered is present. Events showing a pair of leptons with an invariant

mass smaller than 8 GeV are rejected. Drell-Yan production is controlled by rejecting

events in case a loosely identified muon (electron) with pT> 5(7) GeV is present. Also if
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Table 9.9: Baseline region definitions

region Nb jets

BR0 = 0
BR1 = 1
BR2 = 2
BR3 ≥ 3

one of the nominal leptons forms a same flavour, opposite sign pair with an extra loose

lepton with an invariant mass within the Z mass value or below 12 GeV.

A loose HT requirement (HT > 80 GeV), a minimal jet multiplicity criteria (Njets> 2)

and some requirement on Emiss
T (Emiss

T > 30 GeV only if HT < 500 GeV) is are also

applied. Finally a categorisation as a function of number of b-jets is applied following

the criteria in Table 9.9.

9.3.2 Signal selection

A similar approach to the one used in Chapter 6 is used: search regions are defined using

HT , Emiss
T , Njets and Nb-jets. To further discriminate between SM background and new

physics, a new variable Mmin
T is introduced:

Mmin
T = min(mT(`1, E/T),mT(`2, E/T)).

In case of a same-sign lepton pair in the tt̄ process, this variable has a cut-off at the

W mass. Therefore, forming search regions with an upper boundary on Mmin
T of 120

GeV allows to contain fake lepton background in dedicated search regions where further

kinematic binning allows to discriminate against the tt̄ process. Subsequently, search

regions with Mmin
T > 120 GeV profit from reduced tt̄ background.

The final signal regions SRn(A/B/C) can be subdivided into three groups corresponding

to the HH (SRnA), HL (SRnB) and LL (SRnC) selections. The summary of the selection

is described in Tables 9.10, 9.11 and 9.12. All SRn(A/B/C) regions are exclusive and

can be statistically combined. The regions are configured in such a way that some of

the regions are dominated by background event while in other regions are designed to

contain 1 background events. These regions were designed for an expected recorded

luminosity of 10 fb−1 , and thus with the expected conditions for 2015 some of these

regions shall be redefined.
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Table 9.10: Signal region definitions for the HH lepton selection.

Nb jets Mmin
T E/T Njets HT < 300 300 < HT < 1600 HT > 1600

0 b jets

Mmin
T < 120

50 < E/T < 200
2-4 jets SR1 SR2

SR32

5+ jets

SR3

SR4

200 < E/T < 500
2-4 jets SR5
5+ jets SR6

Mmin
T > 120

50 < E/T < 200
2-4 jets SR7
5+ jets

SR8
200 < E/T < 500

2-4 jets
5+ jets

1 b jets

Mmin
T < 120

50 < E/T < 200
2-4 jets SR9 SR10
5+ jets

SR11

SR12

200 < E/T < 500
2-4 jets SR13
5+ jets SR14

Mmin
T > 120

50 < E/T < 200
2-4 jets SR15
5+ jets

SR16
200 < E/T < 500

2-4 jets
5+ jets

2 b jets

Mmin
T < 120

50 < E/T < 200
2-4 jets SR17 SR18
5+ jets

SR19

SR20

200 < E/T < 500
2-4 jets SR21
5+ jets SR22

Mmin
T > 120

50 < E/T < 200
2-4 jets SR23
5+ jets

SR24
200 < E/T < 500

2-4 jets
5+ jets

3+ b jets
Mmin

T < 120
50 < E/T < 200 2+ jets SR25 SR26
200 < E/T < 500 2+ jets SR27 SR28

Mmin
T > 120

50 < E/T < 200 2+ jets
SR29 SR30

200 < E/T < 500 2+ jets

inclusive inclusive E/T > 500 2+ jets – SR31

Table 9.11: Signal region definitions for the HL lepton selection.

Nb jets Mmin
T E/T Njets HT < 300 300 < HT < 1600 HT > 1600

0 b jets Mmin
T < 120

50 < E/T < 200
2-4 jets SR1 SR2

SR26

5+ jets
SR3

SR4

200 < E/T < 500
2-4 jets SR5
5+ jets SR6

1 b jets Mmin
T < 120

50 < E/T < 200
2-4 jets SR7 SR8
5+ jets

SR9
SR10

200 < E/T < 500
2-4 jets SR11
5+ jets SR12

2 b jets Mmin
T < 120

50 < E/T < 200
2-4 jets SR13 SR14
5+ jets

SR15
SR16

200 < E/T < 500
2-4 jets SR17
5+ jets SR18

3+ b jets Mmin
T < 120

50 < E/T < 200 2+ jets SR19 SR20
200 < E/T < 500 2+ jets SR21 SR22

inclusive Mmin
T > 120 50 < E/T < 500 2+ jets SR23 SR24

inclusive inclusive E/T > 500 2+ jets – SR25
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Table 9.12: Signal region definitions for the LL lepton selection. Additional baseline
selection of HT > 300 GeV is applied in all search regions.

Nb jets Mmin
T 50 < E/T < 200 MET > 200

0 b jets Mmin
T < 120 SR1 SR2

1 b-tag Mmin
T < 120 SR3 SR4

2 b jets Mmin
T < 120 SR5 SR6

3+ b jets Mmin
T < 120 SR7

inclusive Mmin
T > 120 SR8

9.4 Background estimation

Backgrounds for the same-sign dilepton final state can be divided in three categories:

• Fake leptons: “Non-Prompt” or “Fake” leptons are leptons from heavy-flavour

decays, misidentified hadrons, muons from light-meson decays in flight, or elec-

trons from unidentified photon conversions. Depending on the signal regions, this

background is dominated by tt̄ and W+jets processes.

• Rare SM processes: Rare SM processes yield same-sign leptons, mostly from

ttW, ttZ, and diboson production. We also include the contribution from the SM

Higgs boson produced in association with a vector boson or a pair of top quarks in

this category of background. With the exception of WZ, rares are estimated from

simulation.

• Charge flips: Charge misidentification, i.e. events with opposite-sign isolated

leptons where the charge of one of the leptons is misidentified because of severe

bremsstrahlung in the tracker material. This background, is relevant only for

electrons and is negligible for muons.

9.4.1 Fake leptons

Background from fake leptons is estimated with the “fake rate” method. The num-

ber of events in the sample with at least one lepton that passes a loose selection but

fails the full set of tight identification and isolation requirements (application region) is

weighted using the “tight-to-loose” ratio, i.e. the probability that a loosely identified

non-prompt lepton also passes the full set of requirements. This probability is measured

as a function of lepton pT and η, as well as event kinematics, in a control sample of

QCD multijet events that are enriched in non-prompt leptons (measurement region).

Such region is triggered by the auxiliary triggers defined in Section 9.1 and requires only

one denominator lepton in the event, one recoling jet with ∆R(jet, lep) > 1.0 and low
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MET and MT to suppress the contribution from W and Z. Main systematic effect is the

non-universality of the “tight-to-loose” ratio, particularly due to the dependency from

the mother parton pT and the flavor composition of the sample. In the 8 TeV analysis

the corresponding uncertainty was estimated to be 50%.

The new ideas developed in the context of the SUSY Fake Lepton working group [112],

have been deployed in the present analysis. The main goal of these developments is

to reduce the dependency from the effects described above. The mother parton pT

dependence is accounted for by parametrizing the fake rate vs the lepton pT corrected

by the energy in the isolation cone according to the formula:

if prelT > I3 : pT → pT · (1 +max(0, Im − I1))

else : pT → max(pT , pT (jet) · I2) (9.6)

where variables are defined as in Section 9.2.1. This definition leaves unchanged the pT

of leptons passing the isolation cut and modifies the pT of those failing the cut so that

it is better proxy of mother parton pT and results in a flatter fake rate as a function

of the mother parton pT . The cone correction significantly improves the closure of the

method (Fig. 9.10).

Figure 9.10: Muon fake rate closure for QCD measurement with 10/fb as a function
of HT with and without cone correction.

The flavour dependence for electrons is reduced by extrapolating both on isolation and

on the MVA ID, variables mostly sensitive to heavy and light flavour decays respectively.

The procedure starts from a fakable electron definition with the same cut on the MVA

ID as the tight electrons; this cut is relaxed on the fakable lepton definition until the

value of the fake rate from light flavour matches the one from heavy flavour. On data
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the stability of the fake rate can be verified varying the flavour composition of the

measurement sample by making use of b-tagging as a handle to enrich or deplete sample

in heavy flavour fakes. The measured closure of the method for the different baseline

region is roughly at the 20% level.

An alternative method for the fake rate measurement has been developed following an

approach similar to what was used in an ATLAS publication [113]. The main idea is

measure the fake rate “in situ”, i.e. in an inclusive dilepton baseline region with inverted

transverse impact parameter cut (SIP3D>4) on one dilepton leg. As the isolation variable

used here and the transverse impact parameter are not (or very weakly) correlated, the

measured fake rate can be applied - as in the standar method- to the analysis signal

regions with SIP3D<4. The fakable lepton definition for the “in situ” measurement

also employs the cone correction described above and is similar to the one used for the

QCD measurement, except that the tight MVA ID cut is used for electrons and, both

for electron and muons, the cut on Imini<0.4 is replaced by a cut on multi-iso equation

9.5. The main limitation of this method is the larger statistical uncertainty, especially

for luminosities smaller than 5 fb−1 (typical uncertainties of ∼40% at 3 fb−1); with

10 fb−1 the statistical uncertainties on the fake rate become comparable to the QCD

measurement (∼20%). The closure obtained with the “in situ” fake rate measurement,

except for a few regions with large statistical uncertainty, is also at 20-30% level.

This method will be used as a cross check if enough statistical precision is achieved and

to derive systematic uncertainties: preliminary studies show that the two method agree

at 40% level or better. This value is higher than the typical closure on the two separate

method because in some cases the non-closure occur in opposite directions.

Measurement of the lepton fake-rate with first data at 50ns bunch spacing

The “fake ratio” for muons and electron (tight-to-fakable ratio) is measured as a function

of pT and η as well as the event kinematics using a QCD-enriched control sample that

uses pre-scaled triggers requiring a lepton (with the same ID and isolation as the signal

triggers) and one jet. Figure 9.11 shows the muon and electron fake-ratios as a function

of the cone-corrected pT measured in data and compared to simulated QCD multijet

events. The measured values are corrected for contamination from prompt leptons from

W +jets and Z +jets processes. Uncertainties on this correction is propagated to the

fake-ratio as systematic uncertainty.
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8

Figure 9.11: The muon (left) and electron (right) fake-rate as a function of the cone-
corrected muon and electron pt.

9.4.2 Rare SM processes

In many signal regions, rare SM processes represent the largest background source. Their

contribution is estimated from MC simulation after applying corrections to account for

the difference between object selection efficiencies in data and simulation. A conservative

50% systematic uncertainty was assigned in Chapter 6 to this background. Thanks to

the new MG5 aMC@NLO [98], more accurate predictions and theoretical systematic

uncertainties can be estimated such as QCD scale and PDF uncertainties. These new

samples will allow to reduce the uncertainty to the level of 10% in the most favorable

regions.

9.4.3 WZ production

WZ production is one of the main backgrounds for the regions with no identified b-jets.

While in the 8 TeV analysis it was estimated from MC, a data-driven approach is now

foreseen. The WZ normalisation will be estimated from data, in an inclusive orthogonal

control region obtained by requiring a third lepton in the event and inverting the Z veto,

plus some extra requirements on HT (HT> 80 GeV), Njets (Njets> 2), Nb-jets (Nb-jets

= 0) and Emiss
T (Emiss

T > 50 GeV). An 85% purity on WZ events is achieved with this

control region. After deriving the normalisation factor, the WZ contribution in each

signal region is estimated using efficiencies from MC, so additional systematics for the

extrapolations will be added. One of the main contribution for the extrapolation to

regions requiring at lease one b-tag is the b-tagging mistag rate; previous analysis show

than this uncertainty could be of the order of 15%.
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Unfortunately, the data collected at 50ns bunch spacing was not sufficient to commission

this method.

9.4.4 Charge misidentification

One last source of background to be considered is the electron charge misidentification in

opposite-sign events in which one of the electron’s charge is badly identified and the event

enters into the same-sign selection. This background is estimated by selecting opposite-

sign ee or eµ events passing the full kinematic selection and then weighting them by the

electron charge misidentification probability. This probability can be estimated either

from MC or from a data control sample. A first measurement with the first data at 13

TeV has been performed:

Measurement of the electron charge misidentification probability with first

data at 50ns bunch spacing

The charge misidentification probability for electrons varies in the 0.03-0.3% range de-

pending on the electron pT and η. Since the momentum of high pT electrons can be

measured reliably by the calorimeter even when the charge is misidentified, it is possible

to measure the charge misidentification probability in data by selecting same-sign di-

electron events with an invariant mass close to that of an on-shell Z bosons. Figure 9.12

(left) illustrates this by comparing the di-electron mass in opposite-sign and same-sign

events. The measured number of same-sign Z bosons is somewhat higher than simulated,

but still quite small. This measurement is performed in bins of pT and η.

An alternative method uses truth information from a MC mixture of tt̄ and Z +jets

to determine the charge misidentification probability. A closure test is performed with

this method by applying the measured charge misidentification probability (from MC

truth) to a opposite-sign events in a Z +jets sample in data and comparing them to the

observed same-sign events. This is shown in Figure 9.12 (right). Not very good closure

is achieved with the data available but further studies are ongoing to try to understand

the discrepancies.

9.5 Kinematic distributions with first data at 50ns bunch

spacing

Selecting events with two loosely identified leptons and an invariant mass outside the Z

mass window, two jets with pT> 40 GeV and at least one reconstructed central jet with
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Figure 9.13: Data to simulation comparison in the tt̄ control region. From left to
right: the pT of the trailing lepton and the transverse mass of the W → `ν.

pT> 25 GeV satisfying the medium working point of the CSV b-tagging discriminator,

a sample dominated by dileptonic tt̄ will be selected, this sample will be kinematically

very similar to the baseline regions and allows to check MC modelling of some significant

kinematic distributions. A data/MC comparison is performed in such region, as shown

in Figure 9.13.
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9.6 Summary

Some developments performed for the search for new physics using same-sign leptons at

13 TeV have been described in this Chapter. Further developments on these methods

are currently ongoing in parallel with the understanding of the data as it comes. The

changing conditions of the LHC and the change in the expected delivered luminosity

during this year will force to modify and adapt some of the methods as the statistical

uncertainty will be bigger than the one expected when designing the analysis. The goal

is to release a publication by the end of the year with the available recorded luminosity.

As a continuation of my thesis work, I will be involved after the defence of this work

until the publication.

The LHC restarted its activity with a short running period at 13 TeV but with 50ns

bunch-spacing, within this period, 40 pb−1 of data were collected by CMS. This dataset

has been used to commission the performance of the lepton identification and isolation

variables that would be used in the analysis. Auxiliary triggers have been also commis-

sioned and some changes to ensure performance have been included in the 25ns menu.

Finally, the performance of the background estimation methods has been also tested and

the first measurement of the fake-ratio and the charge mis-identification probability has

been carried out with this dataset. Despite the many changes in software reconstruction

and the new energies, data is being well described by the simulation. Some of these

results have been included in the SUSY performance document [114] which has been

recently released.
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Conclusions

This thesis presented here uses proton-proton collision data collected with the CMS

experiment at a centre-of-mass energy of 7 and 8 TeV. The four different analysis pre-

sented in these pages have allowed to both test the Standard Model as well as explore

new physics scenarios, such as SUSY, that has been pushed to its limits given the

available luminosity and energy at the time this work has been developed. Same-sign

dilepton events, a very rare signature in the SM, have been used to search for new

physics and explore new territory, in particular, strong and electroweak production of

supersymmetric particles has been probed using pp collision data at 8 TeV. Events with

opposite-sign, different flavour lepton pairs have been used to accurately measure the

tt̄ production cross section using the full luminosity collected at 7 and 8 TeV. A first

measurement at 13 TeV using the first data collected at the higher centre-of-mass has

been also presented.

A first search for new physics beyond the Standard Model with same-sign dilepton events

has been described [52]. The data are analysed using a set of exclusive search regions,

targeting strong production of supersymmetry probing signatures both with and without

third generation squarks. No significant deviation from the Standard Model expectation

is observed. Using sparticle production cross sections calculated in the decoupling limit,

and assuming that gluinos decay exclusively into top or bottom squarks and that the

top and bottom squarks decay exclusively into top or bottom squarks, lower limits on

gluino and sbottom masses are calculated. Gluinos with masses up to 1050 GeV and

bottom squarks masses up to 500 GeV are probed. In models where gluinos do not decay

to third generation squarks, sensitivity for gluino masses up to 900 GeV is obtained. A

similar reach in the gluino masses is demonstrated in the scope of an R-parity violating

model.

141
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Secondly, an extension of this search has been designed focusing on the electroweak

production of supersymmetric particules using the same dataset [79]. The smaller cross

sections motivates a strategy based on multiple dedicated analysis aiming at different re-

gions of the phase space, in particular the results are combined with a three-lepton search

that provides higher sensitivity for large mass-splittings while the same-sign search pro-

vides extra sensitivity for very small mass difference of the produced particles in the

decay chain. Results are compatible with the Standard Model and allow to probe

chargino and neutralino masses up to 620 GeV and 720 GeV for the τ -enriched and

flavour democratic scenario respectively.

The top quark is the heaviest known particle and it couples heavily to the Higgs Boson

and therefore any new physics phenomena may show up deviating the cross-section value

from the one predicted by QCD. Furthermore, tt̄ production constitutes the dominant

source of background for the search covered in this thesis. Thus, a measurement of

the inclusive tt̄ production cross section in proton-proton collisions at LHC using data

samples of 5.0 fb−1 at
√
s = 7 TeV and 19.7 fb−1 at

√
s = 8 TeV in the eµ final state has

been also presented [104] as part of this work. A cut-and-count technique has been used

to extract the cross section value. As a continuation of this analysis, a first measurement

of the tt̄ production cross section at 13 TeV has been presented [105] without using b-

tagging information. Assuming a top quark mass of mt = 172.5 GeV, the measured

cross sections are:

σtt̄ (7 TeV) = 165.9 ± 2.5 (stat) ± 6.2 (syst) ± 3.6 (lumi) pb

σtt̄ (8 TeV) = 247.6 ± 1.6 (stat) ± 9.7 (syst) ± 6.3 (lumi) pb

σtt̄ (13 TeV) = 772 ± 60 (stat) ± 62 (syst) ± 93 (lumi) pb

in good agreement with recent NNLO QCD calculations. The measurements constitute

the most precise CMS results on σtt̄ and are compatible with recent ATLAS results

[83, 103].

Finally, having explored extensively the Standard Model together with many new physics

models with supersymmetric particle production and having found no evidence of physics,

a complete re-design of the new physics search described in this work seems necessary to

improve the sensitivity of this search and maximise the reach at higher energies. Several

developments have been already presented in this document, and some of the described

methods were already tested and commissioned using the first data collected at 13 TeV
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[114]. Other developments are still under study and they will be included in a publi-

cation describing the search using the data collected during 2015 at a centre-of-mass

energy of 13 TeV.

To conclude, the LHC is entering a new era in particle physics, the increase in the centre-

of-mass energy will allow to access the production of heavier particles if they exist. In

the context of the search for new physics, the same-sign dilepton final state remains

one of the most interesting channels for searching for new physics, both in the context

of SUSY as it has been shown in this thesis, but also in other new physics scenarios.

Despite the search of new physics, many other interesting processes yield to similar final

state such as the associated production of a tt̄ pair and a Higgs boson. The increase

both in energy and in the integrated luminosity for the upcoming years will facilitate

the reach of this final state providing an extraordinary tool to confirm any potential

discovery.
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Conclusiones

Los resultados presentados en esta memoria de tesis usan el conjunto de datos completo

recogido por el experimento CMS en colisiones protón-protón a enerǵıa en centro de

masas de 7 y 8 TeV, aśı como los primeros datos proporcionados por el LHC a 13 TeV

en el verano de 2015. En esta memoria se ha estudiado tanto el Modelo Estándar como

escenarios de nueva f́ısica, en particular, la Supersimetŕıa, que ha sido puesta a prueba

usando todos los datos disponibles. Rara vez se encuentran procesos en el Modelo

Estándar que produzcan dos leptones de la misma carga eléctrica en el estado final, sin

embargo, aparecen de modo natural en diferentes escenarios de nueva f́ısica. Es por ello

que, dicho estado final se ha utilizado para explorar dichos escenario y en particular,

producción fuerte y electro-débil de part́ıculas supersimétricas. Por otro lado, se han

usado sucesos con un electrón y un muón de distinta carga eléctrica para medir con

precisión la sección eficaz de producción de pares de quarks top-antitop. Utilizando un

método similar se ha realizado la primera medida de dicha sección eficaz a una enerǵıa

en centro de masas de 13 TeV.

En el desarrollo de la memoria, se presenta una descripción de los modelos utilizados, del

experimento CMS y del acelerador LHC, junto con una descripción de la reconstrucción

e identificación de observables que se usarán en los diferentes estudios presentados en

este trabajo. A continuación, el procedimiento que se ha llevado a cabo para estudiar

los procesos con dos leptones de la misma carga eléctrica en el estado final y que pueden

producirse en procesos derivados de modelos más allá del Modelo Estándar. Los resul-

tados obtenidos se interpretan en términos de la compatibilidad con las predicciones del

Modelo Estándar. Esto ha permitido excluir la presencia de part́ıculas supersimétricas,

en particular gluinos, con masas por debajo de 1050 GeV [52].

En este contexto, los datos se han utilizado para comprobar la posible producción elec-

trodébil de part́ıculas supersimétricas, cuyas secciones eficaces son sustancialmente más
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bajas que las que corresponden a la producción fuerte de este tipo de part́ıculas. Al no

observar ninguna desviación con respecto a las predicciones del Modelo Estándar se ha

establecido un ĺımite en las masas de las part́ıculas supersimétricas tipo neutralino por

debajo de 600 GeV [79].

El quark top es la part́ıcula más pesada conocida y se acopla fuertemente al bosón de

Higgs, por ello, cualquier proceso de nueva f́ısica puede mostrarse como una pequeña

desviación en la sección eficaz de producción de dichas part́ıculas. La producción de pares

de quarks top-antitop es también el fondo dominante en las búsquedas descritas en este

trabajo. Se ha determinado la sección eficaz de la producción de top-antitop usando

la misma muestra de datos que el caso anterior en el estado final con un electrón y un

muón. Para extraer el valor de la sección eficaz se ha usado un método de clasificación

secuencial de los sucesos ([104], enviado a publicación). Aśı mismo se ha realizado una

primera medida de la sección eficaz de este proceso con los primeros datos recogidos a

13 TeV en 2015 (enviada a PRL, [105]). Asumiendo una masa del quark top de 172.5

GeV, las secciones eficaces medidas son:

σtt̄ (7 TeV) = 165.9 ± 2.5 (stat) ± 6.2 (syst) ± 3.6 (lumi) pb

σtt̄ (8 TeV) = 247.6 ± 1.6 (stat) ± 9.7 (syst) ± 6.3 (lumi) pb

σtt̄ (13 TeV) = 772 ± 60 (stat) ± 62 (syst) ± 93 (lumi) pb

en buen acuerdo con las predicciones NNLO+NNLL de QCD para esta enerǵıa en cen-

tro de masas. Estas han sido las medidas más precisas hasta la fecha de esta sección

eficaz con el experimento CMS y son compatibles con los resultados publicados por la

colaboración ATLAS [83, 103].

En el último caṕıtulo, se han explorado las posibilidades que ofrece el Run II del LHC

a esta nueva enerǵıa en centro de masas y se han obtenido los primeros resultados de la

posible extensión de dichos estudios con respecto a los realizados en el Run I del LHC

[114].

Para finalizar, el LHC esta entrando en una nueva era en f́ısica de part́ıculas, ya el au-

mento en la enerǵıa en centro de masas permitirá producir part́ıculas mas pesadas (en el

caso de que existan). En el contexto de las búsquedas de nueva f́ısica, los procesos con

dos leptones de la misma carga eléctrica en el estado final sigue siendo uno los canales

preferidos para un posible descubrimiento. Además, este mismo estado final aparece

en otros procesos sumamente interesantes tales como la producción asociada de un par

top-antitop y un bosón de Higgs. En esta nueva era, el aumento de enerǵıa y de la
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luminosidad recogida en los próximos años proporcionará una herramienta extraordi-

naria para confirmar cualquier descubrimiento potencial utilizando el estado final antes

mencionado.





Bibliography

[1] Georges Aad et al. Observation of a new particle in the search for the Standard

Model Higgs boson with the ATLAS detector at the LHC. Phys.Lett., B716:1–29,

2012. doi: 10.1016/j.physletb.2012.08.020.

[2] Georges Aad et al. Combined Measurement of the Higgs Boson Mass in pp

Collisions at
√
s = 7 and 8 TeV with the ATLAS and CMS Experiments.

Phys.Rev.Lett., 114:191803, 2015. doi: 10.1103/PhysRevLett.114.191803.

[3] Serguei Chatrchyan et al. Observation of a new boson at a mass of 125 GeV with

the CMS experiment at the LHC. Phys.Lett., B716:30–61, 2012. doi: 10.1016/j.

physletb.2012.08.021.

[4] Particle Data Group. Review of particle physics*. Phys. Rev. D, 86:010001, Jul

2012. doi: 10.1103/PhysRevD.86.010001.

[5] D. Griffiths. Introduction to Elementary Particles. John Wiley & Sons, New York,

USA, 1987.

[6] Chris Quigg. Unanswered Questions in the Electroweak Theory.

Ann.Rev.Nucl.Part.Sci., 59:505–555, 2009. doi: 10.1146/annurev.nucl.010909.

083126.

[7] Hitoshi Murayama. Supersymmetry phenomenology. pages 296–335, 2000.

[8] Stephen P. Martin. A Supersymmetry primer. Adv.Ser.Direct.High Energy Phys.,

21:1–153, 2010. doi: 10.1142/9789814307505 0001.

[9] A.D. Sakharov. Violation of CP Invariance, c Asymmetry, and Baryon Asym-

metry of the Universe. Pisma Zh.Eksp.Teor.Fiz., 5:32–35, 1967. doi: 10.1070/

PU1991v034n05ABEH002497.

[10] P.A.R. Ade et al. Planck 2013 results. XVI. Cosmological parameters. As-

tron.Astrophys., 571:A16, 2014. doi: 10.1051/0004-6361/201321591.

149



Bibliography 150

[11] Luc Pape and Daniel Treille. Supersymmetry facing experiment: much ado (al-

ready) about nothing (yet). Reports on Progress in Physics, 69(11):2843, 2006.

URL http://stacks.iop.org/0034-4885/69/i=11/a=R01.

[12] J. Wess and B. Zumino. Supergauge Transformations in Four-Dimensions.

Nucl.Phys., B70:39–50, 1974. doi: 10.1016/0550-3213(74)90355-1.

[13] Savas Dimopoulos and Howard Georgi. Softly Broken Supersymmetry and SU(5).

Nucl.Phys., B193:150, 1981. doi: 10.1016/0550-3213(81)90522-8.

[14] John R. Ellis, S. Kelley, and Dimitri V. Nanopoulos. Probing the desert us-

ing gauge coupling unification. Phys.Lett., B260:131–137, 1991. doi: 10.1016/

0370-2693(91)90980-5.

[15] Luis E. Ibanez and Graham G. Ross. Electroweak breaking in supersymmetric

models. 1992.

[16] R. Michael Barnett, John F. Gunion, and Howard E. Haber. Discovering su-

persymmetry with like sign dileptons. Phys.Lett., B315:349–354, 1993. doi:

10.1016/0370-2693(93)91623-U.

[17] Nima Arkani-Hamed, Savas Dimopoulos, and G.R. Dvali. Phenomenology, as-

trophysics and cosmology of theories with submillimeter dimensions and TeV

scale quantum gravity. Phys.Rev., D59:086004, 1999. doi: 10.1103/PhysRevD.

59.086004.

[18] Lisa Randall and Raman Sundrum. An Alternative to compactification.

Phys.Rev.Lett., 83:4690–4693, 1999. doi: 10.1103/PhysRevLett.83.4690.

[19] Lisa Randall and Raman Sundrum. A Large mass hierarchy from a small extra

dimension. Phys.Rev.Lett., 83:3370–3373, 1999. doi: 10.1103/PhysRevLett.83.

3370.
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