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Abstract

Classifier chains have recently been proposed as an appealing method for tackling the multi-label classification task. In addition to several empirical studies showing its state-of-the-art performance, especially when being used in its ensemble variant, there are also some first results on theoretical properties of classifier chains. Continuing along this line, we analyze the influence of a potential pitfall of the learning process, namely the discrepancy between the feature spaces used in training and testing: While true class labels are used as supplementary attributes for training the binary models along the chain, the same models need to rely on estimations of these labels at prediction time. We elucidate under which circumstances the attribute noise thus created can affect the overall prediction performance. As a result of our findings, we propose two modifications of classifier chains that are meant to overcome this problem. Experimentally, we show that our variants are indeed able to produce better results in cases where the original chaining process is likely to fail.

1 Introduction

Multi-label classification (MLC) has attracted increasing attention in the machine learning community during the past few years. Apart from being interesting theoretically, this is largely due to its practical relevance in many domains, including text classification, media content tagging and bioinformatics, just to mention a few. The goal in MLC is to induce a model that assigns a subset of labels to each example, rather than a single one as in multi-class classification. For instance, in a news website, a multi-label classifier can automatically attach several labels—usually called tags in this context—to every article; the tags can be helpful for searching related news or for briefly informing users about their content.

Current research on MLC is largely driven by the idea that optimal predictive performance can only be achieved by modeling and exploiting statistical dependencies between labels. Roughly speaking, if the relevance of one label may depend on the relevance of others, then labels should be predicted simultaneously and not separately. This is the main argument against simple decomposition techniques such as binary relevance (BR) learning, which splits the original multi-label task into several independent binary classification problems, one for each label.

Until now, several methods for capturing label dependence have been proposed in the literature. They can be categorized according to two major properties: (i) the size of the subsets of labels for which dependencies are modeled and (ii) the type of label dependence they seek to capture. Looking at the first property, there are methods that only consider pairwise relations between labels [5; 6; 14; 19] and approaches that take into account correlations among larger label subsets [12; 13; 17]; the latter include those that consider the influence of all labels simultaneously [2; 8; 11]. Regarding the second criterion, it has been proposed to distinguish between the modeling of conditional and unconditional label dependence [3; 4], depending on whether the dependence is conditioned on an instance [3; 11; 13; 16] or describing a kind of global correlation in the label space [2; 8; 19].

In this paper, we focus on a method called classifier chains (CC) [13]. This method enjoys great popularity, even though it has been introduced only lately. As its name suggests, CC selects an order on the label set—a chain of labels—and trains a binary classifier for each label in this order. The difference with respect to BR is that the feature space used to induce each classifier is extended by the previous labels in the chain. These labels are treated as additional attributes, with the goal to model conditional dependence between a label and its predecessors. CC performs particularly well when being used in an ensemble framework, usually denoted as ensemble of classifier chains (ECC), which reduces the influence of the label order.

Our study aims at gaining a deeper understanding of CC’s learning process. More specifically, we address an issue that, despite having been noticed [4], has not been picked out as an important theme so far: Since information about preceding labels is only available for training, this information has to be replaced by estimations (coming from the corresponding classifiers) at prediction time. As a result, CC has to deal with a specific type of attribute noise: While a classifier is learnt on “clean” training data, including the true values of preceding labels, it is applied on “noisy” test data, in which true labels are replaced by possibly incorrect predictions. Obviously, this type of noise may affect the performance of each classifier in the chain.

More importantly, since each classifier relies on its predecessors, a single false prediction might be propagated and possibly even reinforced along the whole chain.

The contribution of this paper is twofold. First, we analyze the above problem of classifier chains in more detail. Using both synthetic and real data sets, we design experiments in order to reveal those factors that influence the effect of error propagation in CC. Second, we propose and
evaluate modifications of the original CC method that are intended to overcome this problem.

The rest of the paper is organized as follows. The next section introduces the setting of MLC more formally, and Section 3 explains the classifier chains method. Section 4 is devoted to a deeper discussion of the aforementioned pitfalls of CC, along with some first experiments for illustration purposes. In Section 5, we introduce modifications of CC and propose a method called nested stacking. An empirical study, in which we experimentally compare this method with the original CC approach, is presented in Section 6. The paper ends with a couple of concluding remarks in Section 7.

2 Multi-Label Classification

Let \( \mathcal{L} = \{\lambda_1, \lambda_2, \ldots, \lambda_m\} \) be a finite and non-empty set of class labels, and let \( \mathcal{X} \) be an instance space. We consider a MLC task with a training set \( S = \{(x_1, y_1), \ldots, (x_n, y_n)\} \), generated independently according to a probability distribution \( P(X, Y) \) on \( \mathcal{X} \times \mathcal{Y} \). Here, \( \mathcal{Y} \) is the set of possible label combinations, i.e., the power set of \( \mathcal{L} \). To ease notation, we define \( y_i \) as a binary vector \( y_i = (y_{i,1}, y_{i,2}, \ldots, y_{i,m}) \), in which \( y_{i,j} = 1 \) indicates the presence (relevance) and \( y_{i,j} = 0 \) the absence (irrelevance) of \( \lambda_j \) in the labeling of \( x_i \). Under this convention, the output space is given by \( \mathcal{Y} = \{0, 1\}^m \). The goal in MLC is to induce from \( S \) a hypothesis \( h : \mathcal{X} \rightarrow \mathcal{Y} \) that correctly predicts the subset of relevant labels for unlabeled query instances \( x \).

The most straightforward and arguably simplest approach to tackle the MLC problem is binary relevance (BR) learning. The BR method reduces a given multi-label problem with \( m \) labels to \( m \) binary classification problems. More precisely, \( m \) hypotheses \( h_1, h_2, \ldots, h_m \) are induced, each of them being responsible for predicting the relevance of one label, using \( \mathcal{X} \) as an input space:

\[
h_j : \mathcal{X} \rightarrow \{0, 1\}
\]

(1)

In this way, the labels are predicted independently of each other and no label dependencies are taken into account.

In spite of its simplicity and the strong assumption of label independence, it has been shown theoretically and empirically that BR performs quite well in terms of decomposable loss functions [3], including the well-known Hamming loss:

\[
L_H(y, h(x)) = \frac{1}{m} \sum_{i=1}^{m} [y_i \neq h_i(x)]
\]

(2)

The Hamming loss averages the standard 0/1 classification error over the \( m \) labels and hence corresponds to the proportion of labels whose relevance is incorrectly predicted. Thus, if one of the labels is predicted incorrectly, this accounts for an error of \( \frac{1}{m} \). Another extension of the standard 0/1 classification loss is the subset 0/1 loss:

\[
L_{ZO}(y, h(x)) = [y \neq h(x)]
\]

(3)

Obviously, this measure is more drastic and already treats a mistake on a single label as a complete failure. The necessity to exploit label dependencies in order to minimize the generalization error in terms of the subset 0/1 loss has been shown in [3].

3 Classifier Chains

While following a similar setup as BR, classifier chains (CC) seek to capture label dependencies. CC learns \( m \) binary classifiers linked along a chain, where each classifier deals with the binary relevance problem associated with one label. In the training phase, the feature space of each classifier in the chain is extended with the actual label information of all previous labels in the chain. For instance, if the chain follows the order \( \lambda_1 \rightarrow \lambda_2 \rightarrow \ldots \rightarrow \lambda_m \), then the classifier \( h_j \) responsible for predicting the relevance of \( \lambda_j \) is of the form

\[
h_j : \mathcal{X} \times \{0, 1\}^{j-1} \rightarrow \{0, 1\}.
\]

(4)

The training data for this classifier consists of instances \( (x_i, y_{i,1}, \ldots, y_{i,j-1}) \) labeled with \( y_{i,j} \), that is, original training instances \( x_i \) supplemented by the relevance of the labels \( \lambda_1, \ldots, \lambda_{j-1} \) preceding \( \lambda_j \) in the chain.

At prediction time, when a new instance \( x \) needs to be labeled, a label subset \( y = (y_1, \ldots, y_m) \) is produced by successively querying each classifier \( h_j \). Note, however, that the inputs of these classifiers are not well-defined, since the supplementary attributes \( y_1, \ldots, y_{j-1} \) are not available. These missing values are therefore replaced by their respective predictions: \( y_1 \) used by \( h_2 \) as an additional input is replaced by \( \hat{y}_1 = h_1(x) \), \( y_j \) used by \( h_{j+1} \) as an additional input is replaced by \( \hat{y}_j = h_j(x, \hat{y}_{j-1}) \), and so forth. Thus, the prediction \( y \) is of the form

\[
y = (h_1(x), h_2(x, h_1(x)), \ldots)
\]

Realizing that the order of labels in the chain may influence the performance of the classifier, and that an optimal order is hard to anticipate, the authors in [13] propose the use of an ensemble of CC classifiers. This approach combines the predictions of different random orders and, moreover, uses a different sample of the training data to train each member of the ensemble. Ensembles of classifier chains (ECC) have been shown to increase predictive performance over CC by effectively using a simple voting scheme to aggregate predicted relevance sets of the individual CCs. For each label \( \lambda_j \), the proportion \( \hat{w}_j \) of classifiers predicting \( y_j = 1 \) is calculated. Relevance of \( \lambda_j \) is then predicted by using a threshold \( t \), that is, \( \hat{y}_j = [\hat{w}_j \geq t] \).

4 The Problem of Attribute Noise in Classifier Chains

The learning process of CC violates a key assumption of supervised learning, namely the assumption that the training data is representative of the test data in the sense of being identically distributed. This assumption does not hold for the chained classifiers in CC: While using the true label data \( y_j \) as input attributes during the training phase, this information is replaced by estimations \( \hat{y}_j \) at prediction time. Needless to say, \( y_j \) and \( \hat{y}_j \) are not guaranteed to follow the same distribution; on the contrary, unless the classifiers produce perfect predictions, these distributions are likely to differ in practice (in particular, note that the \( \hat{y}_j \) are deterministic predictions whereas the \( y_j \) normally follow a non-degenerate probability distribution).

From the point of view of the classifier \( h_j \), which uses the labels \( y_1, \ldots, y_{j-1} \) as additional attributes, this problem can be seen as a problem of attribute noise. More specifically, we are facing the “clean training data vs. noisy test data” case, which is one of four possible noise scenarios that have been studied quite extensively in [20]. For CC,

---

1 This section is partly based on [15]
this problem appears to be vital: Could it be that the additional label information, which is exactly what CC seeks to exploit in order to gain in performance (compared to BR), eventually turns out to be a source of impairment? Or, stated differently, could the additional label information perhaps be harmful rather than useful?

This question is difficult to answer in general. In particular, there are several factors involved, notably the following:

- **The length of the chain**: The larger the number \( j - 1 \) of preceding classifiers in the chain, the higher is the potential level of attribute noise for a classifier \( h_j \). For example, if prediction errors occur independently of each other with probability \( \epsilon \), then the probability of a noise-free input is only \((1 - \epsilon)^{j-1}\). More realistically, one may assume that the probability of a mistake is not constant but will increase with the level of attribute noise in the input. Then, due to the recursive structure of CC, the probability of a mistake will be reinforced and increase even more rapidly along the chain.

- **The order of the chain**: Since some labels might be inherently more difficult to predict than others, the order of the chain will play a role, too. In particular, it would be advantageous to put simpler labels in the beginning and harder ones more toward the end of the chain.

- **The accuracy of the binary classifiers**: The level of attribute noise is in direct correspondence with the accuracy of the binary classifiers along the chain. More specifically, these classifiers determine the input distributions in the test phase. If they are perfect, then the training distribution equals the test distribution, and there is no problem. Otherwise, however, the distributions will differ.

- **The dependency among labels**: Perhaps most interestingly, a (strong enough) dependence between labels is a prerequisite for both, an improvement and a deterioration through chaining. In fact, CC cannot gain (compared to BR) in case of no label dependency. In that case, however, it is also unlikely to loose, because a classifier \( h_j \) will most likely\(^2\) ignore the attributes \( y_1, \ldots, y_{j-1} \). Otherwise, in case of pronounced label dependence, it will rely on these attributes, and whether or not this is advantageous will depend on the other factors above.

In the following, we present two experimental studies that are meant to illustrate the above issues. Based on our discussion so far and these experiments, two modifications of CC will then be introduced in the next sections, both of them with the aim to alleviate the problems outlined above.

### 4.1 First Experiment

Our intuition is that attribute noise in the test phase can produce a propagation of errors through the chain, thereby affecting the performance of the classifiers depending on their position in the chain. More specifically, we expect classifiers in the beginning of the chain to systematically perform better than classifiers toward the end. In order to verify this conjecture, we perform the following simple experiment: We train a CC classifier on 500 randomly generated label orders. Then, for each label order and each

\[^2\]The possibility to ignore parts of the input information does of course also depend on the type of base classifier used.

![Figure 1: Results of the first experiment: position-wise relative increase of classification error (mean plus standard error bars). The yeast-10 data set used here is a reduced yeast data set containing only the ten most frequent labels and their instances.](image1)

### 4.2 Second Experiment

In a second experiment, we use a synthetic setup that was proposed in [4] to analyze the influence of label dependency. The input space \( \mathcal{X} \) is two-dimensional and the underlying decision boundary for each label is linear in these inputs. More precisely, the model for each label is defined as follows:

\[ h_j(x) = \begin{cases} 1 & \text{if } a_{j,1}x_1 + a_{j,2}x_2 \geq 0 \cr 0 & \text{otherwise} \end{cases} \]

The input values are drawn randomly from the unit circle. The parameters \( a_{j,1} \) and \( a_{j,2} \) for the \( j \)-th label are set to

\[ a_{j,1} = 1 - \tau r_1, \quad a_{j,2} = \tau r_2, \]

where \( \tau \) is the level of attribute noise in the test phase. Then, due to the recursive structure of CC, the probability of a mistake will be reinforced and increase even more rapidly along the chain.

![Figure 2: Example of synthetic data: the top three labels are generated using \( \tau = 0 \), the three at the bottom with \( \tau = 1 \).](image2)
Obviously, the level of label dependence can be controlled with $\tau$, the second one (bottom) with $\tau = 1$ (low label dependence). Figure 2 shows two example data sets with three labels. The first one (pictures on the top) is generated with $\tau = 0$, the second one (bottom) with $\tau = 1$. As can be seen, the label dependence is quite strong in the first case, where the model parameters (6) are the same for each label. For the second case, the model parameters are different for each label. There is still label dependence, but certainly less pronounced.

For different label cardinalities $m \in \{5, 10, 15, 20, 25\}$, we run 10 repetitions of the following experiment: We created 10 different random model parameter sets (two for each label) and generated 10 different training sets, each consisting of 50 instances. For each training set, a model is learnt and evaluated (in terms of Hamming and subset 0/1 loss) on an additional data set comprising 1000 instances.

Figure 3 summarizes the results in terms of the average loss divided by the corresponding Bayes loss (which can be computed since the data generating process is known); thus, the optimum value is always 1. Apart from BR and CC, we already include the performance curve for the method to be introduced in the next section (NS); this should be ignored for now. Comparing BR and CC, the big picture is quite similar to the previous experiment. The performance of CC tends to decrease relative to BR with an increasing number of labels. In the case of low label dependence, this can already be seen for only five labels. The case of high label dependence is more interesting: While CC seems to gain from exploiting the dependency for a small to moderate number of labels, it cannot extend this gain to more than 15 labels.

5 Nested Stacking

A first very simple idea to mitigate the problem of attribute noise in CC is to let a classifier $h_i$ use predicted labels $\hat{y}_1, \ldots, \hat{y}_{i-1}$ as supplementary attributes for training instead of the true labels $y_1, \ldots, y_{i-1}$. This way, one could make sure that the data distribution is the same for training and testing. Or, stated differently, the situation faced by a classifier during training does indeed equal the one it will encounter later on at prediction time. Since then a classifier is trained on the predictions of other classifiers, this approach fits the stacked generalization learning paradigm [18], also simply known as stacking.

5.1 Stacking versus Nested Stacking

The idea of stacking has already been used in the context of MLC by Godbole and Sharawagi [8]. In the learning phase, their method builds a stack of two groups of classifiers. The first one is formed by the standard BR classifiers: $h^1(x) = (h^1_1(x), \ldots, h^1_m(x))$. On a second level, also called meta-level, another group of binary models (again one for each label) is learnt, but these classifiers consider an augmented feature space that includes the binary outputs of all models of the first level: $h^2(x, y') = (h^2_1(x, y'), \ldots, h^2_m(x, y'))$, where $y' = h^1(x)$. The idea is to capture label dependencies by learning their relationships in the meta-level step. In the test phase, the final predictions are the outputs of the meta-level classifiers, $h^2(x)$, using the outputs of $h^1(x)$ exclusively to obtain the values of the augmented feature space.

Mimicking the chain structure of CC, our variant of stacking is a nested one: Instead of a two-level architecture as in standard stacking, we obtain a nested hierarchy of stacked (meta-)classifiers. Hence, we call it nested stacking (NS). Moreover, each of these classifiers is only trained on a subset of the predictions of other classifiers. Like in CC, $m$ models need to be trained in total, while $2m$ models are trained in standard stacking.

5.2 Out-of-Sample versus Within-Sample Training

To make sure that the distribution of the labels $\hat{y}_1, \ldots, \hat{y}_{j-1}$, which are used as supplementary attributes by the classifier $h_j$, is indeed the same at training and prediction time, these labels should be produced by means of an out-of-sample prediction procedure. For example, an internal leave-one-out cross validation procedure could be implemented for this purpose.

Needless to say, a procedure of that kind is computationally complex, even for classifiers that can be trained and “detained” incrementally (such as incremental and decremental support vector machines [11]). In our current version of NS, we therefore implement a simple within-sample strategy. In several experimental studies, we found this strategy to perform almost as good as out-of-sample training, while being significantly faster. In fact, methods such as logistic regression, which are not overly flexible, are hardly influenced by excluding or including a single example.

5.3 A First Experiment

To get a first impression of the performance of NS, we return to the experiment in Section 4.2. As can be seen in Figure 3, NS does indeed gain in comparison to CC with an increasing number of labels: only if the labels are few, CC is still a bit better. This tendency is more pronounced...
in the case of strong label dependency, whereas the differences are rather small if label dependence is low.

To explain the competitive performance of CC if the number of labels is small, note that replacing “clean” training data \( y_1, \ldots, y_{j-1} \) by possibly more noisy data \( \hat{y}_1, \ldots, \hat{y}_{j-1} \), as done by NS, may not only have the positive effect of making the training data more authentic. In fact, it may also make the problem of learning \( h_j \) more difficult (because the dependency \( y_1, \ldots, y_{j-1} \rightarrow y_j \) might be “easier” than the dependency \( \hat{y}_1, \ldots, \hat{y}_{j-1} \rightarrow y_j \)). Apparently, this effect plays an important role if the number of labels is small, whereas the positive effect dominates for longer label chains.

### 5.4 Subset Correction

Our second modification is motivated by the observation that the number of label combinations that are commonly observed in MLC data sets is only a tiny fraction of the total number \( |Y| = 2^m \) of possible subsets; see Table 1, which reports the value \(|Y_D|/2^m\), where \( Y_D \) is the set of unique label combinations contained in the data \( D \), as the “observation rate” in the last column. Moreover, if a label combination \( y \) has an occurrence probability of \( \epsilon > 0 \), then the probability that it has never been seen in a data set of size \( n \) reduces to \((1 - \epsilon)^n\). Thus, by contraposition, one may argue that such a label combination is indeed unlikely to exist at all (at least for large enough \( n \)).

Our idea of “subset correction”, therefore, is to restrict a learner to the prediction of label combinations whose existence is testified by the (training) data. More precisely, let \( Y_S \) denote the set of label subsets \( y \) that have been seen in the training data \( S \). Then, given a prediction \( \hat{y} \) produced by a classifier \( h \), this prediction is replaced by the “most similar” subset \( y^* \in Y_S \):

\[
y^* = \arg \min_{y' \in Y_S} \ L_H(\hat{y}, y')
\]  

Thus, \( y^* \) is eventually returned as a prediction instead of \( \hat{y} \). If the minimum in (7) is not unique, those label combinations with higher frequency in the training data are preferred.

In principle, the Hamming loss could of course be replaced by other MLC loss functions in (7). Its use here is mainly motivated by the fact, that it is used for a similar purpose, namely decoding, in the framework of error correcting output codes (ECOC). As such, it has been applied in multi-class classification [2] and lately also in MLC [9, 7].

### 6 Nested Stacking vs. Classifier Chains

In this section, we compare NS and CC, both with and without subset correction, on real MLC benchmark data. As can be seen in Table 1, the data sets differ quite significantly in terms of the number of attributes, examples, labels, cardinality (number of labels per example) and the observation rate.

Logistic regression was used as a base learner for binary prediction in all MLC methods [10]. Unlike [13], we do not apply any threshold selection procedure: instead, we simply used \( t = 0.5 \) for deciding the relevance of a label. In fact, our goal is to study the behavior of CC and NS without the influence of other factors that may bias the results.

Since CC’s main goal is to detect conditional label dependence, we used example-based metrics for evaluation.

In addition to Hamming and subset 0/1 loss introduced earlier, we also applied the \( F_1 \) and Jaccard index defined, respectively, as follows (note that these are accuracy measures instead of loss functions):

\[
F_1(y, h(x)) = \frac{2 \sum_{i=1}^{m} [ y_i = 1 \text{ and } h_i(x) = 1 ]}{ \sum_{i=1}^{m} [ y_i = 1 ] + [ h_i(x) = 1 ]}
\]  

\[
\text{Jaccard}(y, h(x)) = \frac{\sum_{i=1}^{m} [ y_i = 1 \text{ and } h_i(x) = 1 ]}{\sum_{i=1}^{m} [ y_i = 1 ] + [ h_i(x) = 1 ]}
\]

The value for a test set is defined as the average over all instances. The scores reported in Tables 2 and 3 were estimated by means of 10-fold cross-validation, repeated three times. We used a paired t-test for establishing statistical significance on each data set.

### Table 4: The effect of subset correction in terms of statistical significance. The corresponding loss/accuracy values can be found in Tables 2-3. \( \uparrow \) (\( \downarrow \)) means that \( \text{NS}_{SC} \) (\( \text{CC}_{SC} \)) is significantly better (worse) than \( \text{NS} \) (\( \text{CC} \)) at level \( p < 0.01 \) (\( p < 0.05 \)) in a paired t-test.

<table>
<thead>
<tr>
<th>no.</th>
<th>( m )</th>
<th>Hamming</th>
<th>Subset 0/1</th>
<th>Jaccard</th>
<th>( F_1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>159</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>53</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>27</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>101</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>45</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>22</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>14</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Looking at the comparison between CC and NS (without subset correction) as shown in Table 2), the first thing to mention is the strong performance of NS in terms of Hamming loss (8 significant wins and 3 losses). In terms of their properties, the three data sets on which NS looses do indeed seem to be favorable for CC: Since slashdot, medical and genbase all have a rather low Hamming loss, the difference of error propagation is limited. Thus, the results are completely in agreement with our expectations.

For Jaccard and \( F_1 \), the picture is not as clear. In both cases, NS wins 6 times. Again, like for Hamming loss, NS
outperforms CC on data sets with many labels (bibtex, enron, mediamill) or a relatively high Hamming loss (yeast), whereas CC is better for data sets with only a few labels (image, reuters) or with high accuracy (genbase).

The picture for CC and NS with subset correction (denoted CC_{SC} and NS_{SC}, respectively) is quite similar (Table 3), although the performance differences tend to decrease in absolute size. On subset 0/1 loss, for which the original CC performs quite strongly and typically outperforms NS, the corrected version NS_{SC} even achieves 3 significant wins over CC_{SC}.

To analyze the effect of subset correction in more detail, Table 4 provides a summary of a comparison of Table 2 and Table 3. Interestingly enough, subset correction yields improvements on almost every experiment, regardless of the performance measure, and most of these improvements are even significant. More specifically, counting the number of significant wins, subset correction appears to be most beneficial for subset 0/1 loss and least beneficial for Hamming loss. In fact, for Hamming loss, subset correction loosens for data sets with only a few labels (reuters, scene, yeast and image) and a relatively high observation rate. Comparing NS and CC, the former seems to benefit even more from subset correction than the latter, except for Hamming loss, on which NS is already strong in its basic version. In terms of subset 0/1 loss, however, significant improvements can be seen on every single data set. In light of the simplicity of the idea, these effects of subset correction are certainly striking.

### 7 Conclusions

This paper has thrown a critical look at the classifier chains method for multi-label classification, which has been adopted quite quickly by the MLC community and is now commonly used as a baseline when it comes to comparing methods for exploiting label dependency. Notwith-
standing the appeal of the method and the plausibility of its basic idea, we have argued that, at second sight, the chaining of classifiers begs an important flaw: A binary classifier that has learnt to rely on the values of previous labels in the chain might be misled when these values are replaced by possibly erroneous estimations at training time. The error propagation is highly relevant, and that it may strongly impair the performance of CC. In order to avoid this problem, the method of nested stacking proposed in this paper uses predicted instead of observed label relevances as additional attribute values in the training phase. Our experimental study has shown that the problem of error propagation becomes an issue, namely on data sets with many labels or low (label-wise) prediction accuracy.

Our results have shown that the problem of error propagation is highly relevant, and that it may strongly impair the performance of CC. In order to avoid this problem, the method of nested stacking proposed in this paper uses predicted instead of observed label relevances as additional attribute values in the training phase. Our experimental studies clearly confirm that, although NS does not consistently outperform CC, it seems to have advantages for those data sets on which error propagation becomes an issue, namely data sets with many labels or low (label-wise) prediction accuracy.

There are several lines of future work. First, it is of course desirable to complement this study by meaningful theoretical results supporting our claims. Second, it would be interesting to investigate to what extent the problem of attribute noise also applies to the probabilistic variant of classifier chains introduced in [3]. Last but not least, given the interesting effects that are produced by the simple idea of subset correction, this approach seems to be worth further investigation, all the more as it is completely general and not limited to specific MLC methods such as those considered in this paper.


