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Chapter 1 

Introduction 

This report is devoted to the study of optimal control problems governed by partial differential equations. In an optimal control problem we have to minimize a functional which depends on two variables. The control variable, which will be denoted by u and the state variable, which will be denoted by y. The state and the control are related by some fu:nctional equation, where the control stands for some data of the equation and the state, which will be called associate state is the solution of the equation. In the problems here treated, for each control u there is a unique associate state, which will be denoted by Yu • Norm.ally we will choose the control in a family of admissible controls 1K, and we will have certain constraints on the state y EC. One of the first examples that come up is that of a control problem governed by an ordinary differential equation. Let f and g be functions, g : JR. x Rn x JR.ffl -t R, / : R. x JR'I x :JR"I -t JR.fl, lK c JR.ffl non empty and a a given initial state. We can formulate the control problem as: Find ye W1•00(0,T;R"), u e L00(0,T;JR.ffl) 
which minimize J(y, u) = 1

T 

g(t, y(t), u(t)) dt, 

where u(t) E lK for a.e. t E [O, T], 
y(O) = a, 

y(t) = f(t, y(t), u(t)) for a.e. t E [O, T], The optimal control theory started with the study of problems governed by ordinary differential equations, and still today this kind of problems is object of study. Basic 
9 



10 1. Introduction 
references about this topic are the books by Fleming (57], Pontryagin [73] or Cesari [40]. The range of applications of control problems is very wide. See for instance [58]. We will dedicate to control problems governed by partial differential equations. The reference point for the study of this kind of problems is the book by J. L. Lions [66). May be one of the most simple examples of control problems governed by partial differential equations is the so called linear-quadratic problem with pointwise constraints on the control and without constraints on the state Find y E £2(0), u E L00(n) which minimize J(y, u) = L ly( x) -yd( x)l2 d x  +; L u( x)2 d x  

where a� u( x) $ b for a.e. x En, 

-1:iy = u inn, y =0 on r. The problem becomes more complicated when we add constraints on the state. Control problems governed by partial differential equations for different kinds of constraints of the state have been studied. For instance, integral constraints, both inequali�y and equality constraints 
L ly(x)l'dx $ 6, L ly( x)I' = 6; pointwise constraints on a finite number of points y(x;)=c5; forj=l, . . .  ,n; pointwise constraints on an infinite number of points y(x) � c5 for all x E 0. Chapter 9 is devoted to the study for the numerical analysis of a problem with this kind of constraints. Another kind of constraints are the integral constraints on the gradient of the state 

L IVy(x)I' dx $ c5. 
This thesis is mainly devoted to problems with this kind of constraints. There are few results avalaible for problems with constraints on the gradient of the state. Casas and 



1.1. Notation 11 
Fernandez (29] treat a problem with constraints on the gradient of the state in which, due to the assumptions made, you can assure that the the solution is 01 , simplifying in an important way the difficulties that appear. Fattorini [53, 54] deals with control problems formulated in an abstract frame. The adjoint state equation is not a partial differential equation and must be understood in a formal way. Other of the difficulties that can be added to this kind of problem is considering that the equation that relates the control and the state is nonlinear. Control problems governed by quasilinear equations have been studied by Fernandez [56], Casas and Fernandez [24, 23, 25, 28, 26, 27, 30], Casas, Fernandez and Yong [32], Hu and Yong [60] or Casas and Yong [38]. In this thesis we study control problems governed by semilinear equations, both elliptic and parabolic. There is also bibliography about this topic. Let us cite here Lions [67], Bonnans [7], Bonnans and Casas [8, 9, 11], Casas [19, 20, 21, 22], Casas and Fernandez [29], Fattorini [55, 52], Yong [92}, Casas and Mateos [33], Hu and Yong [60], Raymond [75], Raymond and Zidani [78, 79], Unger [88] or Casas and Troltzsch [37]. Finally, we will say that the functional J can be more complicates than the above exposed. Usually J is a functional that depends both on the control and on the associate state. 
1.1 Notation 

We will introduce now the spaces we are going to use in this thesis. There exist many references where properties of these spaces can be found. See for instance [2, 70, 43, 68, 13, 86] among others. Let n be an open set of ]RN . We will denote n its closure and r its boundary. On this set we can define the function spaces C{!l) = {y: 0 � JR, continuous}, and for m E N = { 1, 2, ... }, cm(n) = {y: n � lR, such that a°y E C(O) for every multiindex lal � m}. For 1 � p � co 
where U(n) = {y: n � JR, Lebesgue measurable, such that IIYIILP(n)·< oo}, 



12 1. Introduction 
if 1 < p < oo and IIYIIL00(n) = sup ess{ jy(x)I : x En}. Remember that an element in a Lebesgue space is a class of functions that are equal in almost every point, i.e., but on a set of zero Lebesgue measure. Normally we will write a.e. to shorten almost every point. The Lebesgue measure of a set A will be denoted by IAI , We define the Sobolev norms on cm(fi) as 

if 1 < p < oo and 11Yllwm,00(n) = max {sup ess{j8Qy(x)I : x En}} . 
IDISm With this norms, the spaces cm(O) are not complete. We will denote 

where the bar indicates the closure in the sense of the Sobolev norm above defined. For 
p = 2, we will usually write 

W"'•2(0) = nm(n). Given u e (0, 1], we will say that the boundary of n is of class cm,<J [resp. cm] if there exist numbers a > O, /3 > 0, coordinate systems (xk1, Xk2, .. . , XkN ), short (xk, XJ;N ), k = 1, 2, . . .  , A, and functions b1c of class cm,u [resp. cm] in the closed N -1 dimensional cubes lx.1i:il < a, i = 1, 2, . .. , N - I, in such a way that every point x of r can be represented at least in one of these systems as x = (xk, bk (xk)). It is also supposed that the points (xk,XkN) such that xk E [-o,a]N-1, bk(xk) < x1cN < b,1:(xk) + f3 are inn, meanwhile the points (xA;, X1cN) such that xk E [-o, a]H-1, bk(xk) - f3 < X1cN < b1;(�) are out of fi (cf: Necas [72]). If the boundary is of class 0°,1 we will say it is Lipschitz. A rigorous definition of the Lebesgue spaces on the boundary using partitions of the unity and coordinate systems associated to a covering can be found in [72, pp. 82,83]. If n is of class cm, we can define the trace mapping for l < m 
l 'Y1 : cm(fi) -+ IT V(r) 

;=O 



'YlY = (Y, ;:, .. ·, !!) , 

1.1. Notation 13 

where n is the outer unitary vector normal to r. This mapping is extended in a continuous way to Wrnd1(0). The image of Wrnd1(0) by 'YI is 
'Yz(Wrn"'(O)) = II wm-j-!,p(r). 

j=O Normally we will write 'Y with no subindex for -y0• To define 'Y it is enough that r is Lipschitz. We define now W�,p(O) = {y E Wm.P (O) : 'Ym-1Y = 0, } with the same norm than Wrnd1(0). It is known that if r is Lipschitz, 
�(0) = {y E cm(O) : supp y C O is compact } 

and if we denote 
V(O) = n �(O), 

m2:; 1 then 
see Necas [72). The space of continuous and bounded functions on n is named Cb(n). Given a normed space X we will denote by X' its dual, i.e., the space of continuous and linear functionals on X. We define 

Given u E (0, 1) we define the Holder functions spaces as 
C0•11(s1) = {y E C(O) : sup lv(x) -y(x')I < oo} :z:,:z:'el'i Ix -x'l 11 The norm in this space is ly(x) -y( x')I IIYl lco,o-(n) = sup I , 111 :z:,z'Efi X -X 



14 1. Introduction 
For u = 1, 0°•1 (0) is named space of Lipschitz functions, and coincides with W1•00(0). Also 
We define the fractionary Sobolev spaces as follows. Let u E (0, 1). Let us take 

Irr (y) = r ly(x) -y(x')IP d x d x', ,p Jnxn Ix - x'IN+up and for s > 0 
where [s] is the integer part of s. The norm in this space is given by 

1 IIYl l w•,11(n) = (IIYl l�1,1,11cn) + L 1,-[,],p(G°y)P) ; lal=[11J We have the following result of continuous inclusion 
W'.P(O) c Lq(O) for q � N Np if N -sp > 0, -sp 

W'.P(f2) C C°•"(s'l) for O < � < s - N 
if sp - N > 0. 

p If I' is Lipschitz, the following inclusion is compact 
Given T > 0, we define the Lebesgue vector spaces, for 1 � T � oo as 

where 
L.,.(o, T; W'.P(n)) = {Y: (o, T) x n � R: IIYIIL.-co,T;w•,11cn)) < oo}, 

if 1 � r < oo and 
IIYIIL00(o,T:w•,P(n)) = sup ess {l l u(t, ·)l lw•,11(n): t E (0, T)} 



We can also define Sobolev vector spaces: 
1.2. Plan of exposition 15 

W1•.,.(0, T; W'.P(f2)) = { y E L-r(o, T; W'.P(f2)) such that :: E LT(O, T; W',11(0))} , 
where the derivative is taken in the distributions sense. We also define 

C([O, T], c0,cr(n)) = {y : (0, T] X n -t R :  l!Yllcc[o,T),CO,a(o)) < 00 }, 

where IIYl l c([O,T),Co,a-(n)) = sup l ly(t, ·)l l eo,acn) · 
tE(0,7') In this thesis, and if this does not lead to confusion, we will use the following shortening: L''(W'iP), L2(H1) ,  w1,-r{(W1JJ)') 1 L'(Lk(n)), D1(Lu(r)), and C(C0•6(0)) respectively for L7(0, T; W'"'(O)), L2(0, T; H1(!1)), w1,-r(o, T; (W1.P(fl))'), Lk(O, T; £#:(fl)), 

D,;(O, T; Lu(r)) y C((O, T] ; c0,e:(n)), for r, s, p, k, k, a, a y e  real numbers. We will also denote, as it is usual 
Given a metric space X, we will denote the ball of center x and radius r by Bx(x, r). As it is usual, we will write R� = {x = (x1 , • • • ,xN) E RN such that XN > O}. 
1.2 Plan of exposition 

The aim of this thesis is to study is to study the following control problems: 
Elliptic problem Let n be an open set in RN , r its boundary, A an elliptic operator and f, g and £ functions f : f2 X R.2 ---t R, g : f ---t JR, L : f2 X JR2 ---t ]ll Let 7"'1, ni be nonnegative integers and let 9; : n x R.N ➔ JR be functions for 1 :5 j :5 7"' + nc1. Our 

1numero de igualdades=number of equalities 
2numero de desigualdes=number of inequalities 
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first control problem is formulated a.s 

where 

Minimize J(u) = L L(x, Yu(x), u(x))dx, 

u E Uad = {u : n ➔ JR :  u(x) E Kn(x) a.e. X E  O} ' 
1 g;(x, Vyu(x)) d x  = 0, 1 $; j $; ni, 
1 91(:c, Vy,(x)) d x  S O, n; + 1 S j S n; + n,,, 

{ Ayu = f(X,Yu, u) inn anAYu = g on r, and Kn is a measurable multimapping with nonempty closed image in 1'(1R). 
Parabolic problem Let n be an open set in JRN, r its boundary and T > 0. Let us state Q = nx]0, T[ and E = rx]0, T[. Let A be an elliptic operator. Let us consider functions F : Q X JR -----+ R, G : E X JR X Ii -----+ Ii, L : n X lR -----+ R, f : Q X lR X lR -----+ R, g : E x JR x JR -----+ JR and y0 : n -----+ ll The control problem is the following: 

where 

min J(v) = 1
T L F(x,t,Yu) dx d t +  1T £ G(s,t,Yu, v) d s  d t  

(Pp) + la L(x, Yu(x, T)) dx v E Vaa = { v E L00(E) : v(s, t) E KE(s, t) for a.e. (s, t) E E} , 1 V zYu E C C (L.,.(0, T; .V(O)))N, 
ayu at + Ayv 

8uu 
8nA Yu( ·, 0) -

-

f(x, t, Yu) in Q, g(s, t, Yu, v) on E, Yo inn, KE is a measurable multimapping with nonempty compact image in 1'(1R) and C is closed convex and with nonempty interior subset of (Lr(o, T; .V(O)))N. 
We have decided to introduce a distributed control for the elliptic problem and a boundary control for the paraboiic case just to illustrate these two cases, since writing all the possible cases would have increased the length of the thesis. Nevertheless, after 
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the detailed study of these problems we will state results for other problems that can be treated following the same techniques. 
The plan of the work is the following: In the first part we study the equations that appear in the studied control problems. In Chapter 2 we make an study on regularity for linear equations. These results will be applied later to state the regularity both for the state and for the adjoint state. In Chapter 3 we study the state equations that govern the control problems. We show the continuity and differentiability relations between that state and the control. We also perform a sensitivity analysis of the state with respect to diffuse perturbations of the control. The second part constitutes the central kernel of the thesis. Here we study optimality conditions, both necessary and sufficient, for the control problems. In Chapter 4 we expose the properties of the functionals that appear in the control problems: The objective functional and the constraints. We study under what conditions they are differentiable and, since we expect to prove Pontryagin's Principle, we ,make a sensitivity analysis with respect to diffuse perturbations of the control. In Chapter 5 we expose Pontryagin's Principle. In Chapter 6 we introduce first and second order optimality conditions. Finally, in Chapter 7 we introduce a new type of second order conditions in which the Hamiltonian is involved. In every chapter we intercalate the elliptic and the parabolic case. In the third part we make a study of the numerical approximatioDB of the following control problem: Let O be an open set in ]RN , r its boundary, A an elliptic operator, Uo.a a subset of £00 (n) and L : n x JR2 --+ R. a function. Let g : s1 x JR --+ JR a continuous function. We formulate the optimal control problem 

where 
{ min J(u) = f L ( x, Yu ( x), u(x)) dx 

(P6) lo u E K  g (x,yu ( x)) $ 6 Yx E 0, 
{ Ay = f( x,y) + u  inn y = 0 on r 

(1.2.1) 

The topics about existence of solution and optimality conditions for this problem have already been treated by Casas in [18]. 





Part I 

Study of the equations 

19 
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In the first part of the thesis we study the equations that appear in the control 
problems we are going to deal with. This study is divided into two main parts. First, 
we make the study of linear equations, which will allow us to treat later the linearized 
state equation and the adjoint state equation . .  Finally, we will establish the properties 
of the mapping that relates the control and the state. 

In our case, since we are studying control problems with integral constraints on the 
gradient of the state, the study of equations (linearized and state equation) is very 
similar, since, grosso modo, we have to prove W1.P(0) regularity of the solution of a 
linear equation, for p E (1, oo). 

The second part is the study of the relation between the control and the state. In 
our case, for every control there exists a unique state. There exist studies for control 
problems where this is not verified. For instance, Casas and Fernandez (24] or Bonnans 
and Casas [8] study a multistate control problem. Abergel and Casas [1] study multistate 
control problems which appear in fluid mechanics. 

In our caBe, since we deal problems governed by semilinear equations, the functional, 
let us name it G, that relates the state y with the control u is nonlinear. We must prove 
that there exist a unique solution, that it is in the correct space and that it depends 
continuously on the control. In the second part of the thesis we obtain first and second 
order conditions. To do that we also study under what conditions G is 01 or 02 • If we 
write the functional that we want to to minimize as 

J(u) = F(Yu, u) = F(G(u),  u) , 

using the chain rule, we can prove that some of the properties of G are inherited by J. 
This is seen in detail in the second part of the thesis. 

Finally, to deal with the non convex case, we introduce a Taylor expansion based in 
diffuse perturbations of the control. The aim is to deduce a Pontryagin Principle. To do 
this, we use the Taylor expansions (Theorems 3.3.2 and 3.3.4) for the solution of the state 
equation with a remainder converging to zero in the norm of Lr(o, T; W1J>(O)) in the 
parabolic case and in the norm of W1"'(0) in the elliptic case (the norm corresponding 
to the state constraint). 

In order to state this result, in the parabolic case, we use the compact injection 
of LT (O, T; wi+e,p(n)) n w1,-r(o, T, (W1.P' (O))') in LT(O, T; W1JJ(0)) (see the proof of 
Theorem 3.3.4). To do that we have to establish regularity results in L.,. (O, T; wi+e,z,(n)) 
for the linearized state equation in section 2.2. 
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Chapter 2 

Regul�rity results for linear 

equations 

2.1 Elliptic equations 

In this section, we are concerned with the W1iP(fl) regularity of the solutions of Dirichlet and Neumann problems. This section comes to fill up the gap between some known results and counterexamples to this regularity. The aim is to deduce the existence, uniqueness and estimates in W1.P(fl) of the solution under minimal regularity assumptions on the coefficients of the main part of the elliptic operator and on the boundary of the domain. Continuous coefficients and 01 boundary is enough for this regularity. The case of a Lipschitz boundary is investigated too. Although the results exposed here are more or less known by the specialists in PDE, we have not found a clear reference for them. We introduce them here for completeness and clearness in the exposition. 
Introduction and main results Let n be a bounded open set in ]RN with boundary r and let us set 

N 
Ay = - L az, [ai;az;Y] ' 

i,j=l 

23 

(2.1 .1) 
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where the coefficients ai; belong to L00(!l) and satisfy 
N mJl{l l 2 :5 L as;(x){i{j :5 MJl {ll2 ve e ]RN and Vx E n. 

i,j=l 

(2.1.2) 
for some m, M' > 0. We also introduce a0 E L"(!l), a0(x) � 0 in n, where we choose r � Np/(N + p) if p > N, r > N/2 if N/(N - 1) :5 p :5 N and r � Np1 /(N + p1) if p < N/(N - 1), with p1 = p/(p - 1). For instance, if p > N, we can choose r= p/2. Let ID e w-1,,,(n), / e (w1,r,' (n)) ' with 1/p + 1/1' = 1 and 9 e w-¼,r,(r), with p E ( 1, oo). The purpose of this section is to study W1iP{!l) regularity for the solution of Dirichlet's problem { Ay + aoy = ID y = 0 and, assuming ao f=. 0, of Neumann's problem 

inn on r. 

inn on r. 

(2.1.3) 

(2.1.4) 
The existence, uniqueness and regularity of u in W1J>(!l) depends on the regularity of r and the coefficients as; and a0• If p � 2, we can reduce Dirichlet's problem to the case a0 = 0 and Neumann's problem to the case ao = 1: if p > 2, then, due to Lemmas 2.1.4 and 2.1.12, there exists a unique solution y e H1(n) n v• (n), where p• = oo if p > N, p• is any number in [1, oo) if p = N y  p• = Np/(N - p) if 2 :5 p < N. Therefore aoy E i:'-t',. (0). So, due to Sobolev inequalities, for Dirichlet's problem aoy E w-1,r,(O) and we can add -aoy to equation (2.1.2) and if we rename ID as Iv - a0y, we will have to solve the problem 

{ Ay = fv inn y = 0 on r. 
(2.1.5) 

And for Neumann's problem, we can replace / for / - a0y + y E (W1tP' (n))' and so we will have inn on r. 
(2.1.6) 
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For p < 2 the result is achieved by duality and transposition. It is known (Troianiello [87, Th. 3.16(iv)]) that if the coefficients Oi; are Holder continuous and the domain is of class 01•6, with O < 8 < 1, then W1.,,{fl) regularity of the solution can be assured, both for Dirichlet's and for Neumann's problem. It is also known (Serrin [81]) that if the coefficients are not continuous, this can fail. 
Example 2.1.1 Let n be the unit ball in RN , N > 1 and v(x) = x1( lxl .\ - 1) with .>t = ½ - N. We have that v E wt·r(O) for all r E [1, 2'ff.._1 ) and v ¢ W�.,,(O) for any 
p > 2;f_1 • Let us set a = 4JZ =�) and °'ij = Oi; + ( a - 1) j!j/ . Then coefficients °'i; are 
bounded and (2.1.2). holds. Now it is easy to check that v solves the following Dirichlet 
problem 

where 

{ Ay = In y = 0 inn 
on r, 

J ( ) - (a - l)(N - 2)x1 
D 

x - lxl2 . 
(2.1.7) 

Punction In is in Lq(O) for every q < N, therefore In E w-1,r,(O) for all p < +oo. 
This proves that the regularity fails for non continuous coefficients. 

On the other hand, we know that there exists a unique solution y in HJ (n) c wJ,r (0) 
to the previous problem. Since v ¢ HJ(O), then y -::/a v  and both are solutions in wJ•r(O) 
to (2. 1. 7), so we deduce that uniqueness Jails in this space. Our results come to fill up this gap between Troianiello's result and previous counterexample. We will see below that continuity of the coefficients is enough to obtain uniqueness and regularity. On the other hand, the 01•6 regularity of the boundary r assumed by Troianiello [87, Th. 3.16(iv)] can be relaxed. Indeed Theorems 2.1.1 and 2.1.3 state the W1.,,(0) regularity of the solutions of problems (2.1.3) and (2.1.4) assuming 01 regularity of r. Theorem 2.1.1 was established by Simader [82] and Jerison and Kenig [62] for Laplace operator, A =  -.6. and by Morrey [71, page 156). The question is whether the same result can be achieved just by supposing r to be .Lipschitz. Jerison and Kenig [62, Th. 0.5, 1.1, 1.3] answered this question for problem (2.1.3) in the case of Laplace operator, A =  -.6.. They proved that if the boundary r is Lipschitz, then we can only assure W1dl(f2) regularity for p� < p < P1, with P1 = 4+e(S1) if N = 2 and P1 = 3 + e(O) if N > 3, with O < e(O) � 1/2. Furthermore this result 
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is sharp. Indeed, in [62], it is proved that for any p > 4 if N = 2, or p > 3 if N � 3, there exists a Lipschitz domain O and a function JD E 000(0) such that the solution of (2.1.3)is not in W1iP(O). Theorem 2.1.2 extends [62] to the case of an elliptic operator A with continuous coefficients. It has also been proved (Dauge [47]) that if n is a convex polyhedrical domain (N < 3) and the coefficients of the operator are continuous, then y E wJiP(O), with 1 < p < oo for Dirichlet problem, and with 6/(3 + ./5) < p < 6/(3 - ./5) for Neumann problem. The continuity of the coefficients ai; is relaxed by Chiarenza [41] by assuming that ai; are bounded mean oscillation functions whose integral oscillation over balls shrinking to a point converge uniformly to zero. This is made for Dirichlet problem under 01•1 regularity of r In all the above cited references, except in [87], the symmetry of the operator A was assumed, ai; = a;i• We remove this assumption, which does not change the proof for Dirichlet problem, but it introduces some extra difficulties when dealing with Neumann problem; see Remark 2.1.3. Let us mention that the proof of regularity for Neumann problem is not carried out in [87]. There exist estimates in W1"'(0) for continuous coefficients which could lead to the results here introduced (cf. [3, Theorems 15.3',15.1"]), at least in the case of symmetric coefficients. Nevertheless, we have decided to include here the proofs, since we have not been able to find a detailed proof of the method, and we think that the case of non symmetric coefficients is interesting enough and it is not treated in the existent literature Let us state the theorems to be proved in this section. 

Theorem 2.1.1 If r is of class 01 and the coefficients Oi; E 0(0), then there exists a 
unique solution y E wJ.P(O) to Dirichlet's problem (2.1.5). Moreover, the estimate 

I IYl lwJ•,,(O) � Ollfn llw-1,,,(o) (2.1.8) 
holds, where O is a constant which only depends on p, the dimension N, the coefficients 
D.i.; and 0. 

Theorem 2.1.2 Ifr is Lipschitz and the coefficients ai; E 0(0) then there exist c(O) > 0 and a unique solution y E WJ'iP(O) to Dirichlet's problem (2.1.5) for all 17i. < p < pi, 
where P1 = 4 + c(O) if N = 2 y p1 = 3 + e(O) if N > 3. Moreover, the estimate 
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holds, where C is a constant which only depends on p, the dimension N, the coefficients a,; and 0. 

Theorem 2.1.3 If r is of class C1 and the coefficients ai; E C{O), then there exist a 
unique variational solution y E W1J>{fl) of Neumann's problem ( 2.1.6). Moreover, the 
estimate 

holds, where C is a constant which only depends on p, the dimension N, the coefficients 
a,; and 0. 

In this level of regularity the normal derivative has no sense ( cf. Lions y Magenes [68]). Let us precise what we mean with variational solution to the problem (2.1.6). 
Definition 2. 1.1 We shall call variational solution of (2.1.6) to the solution of the vari
ational problem 

(2.1.9) 
where 

N 
a(11, z) = 

,� J. a;;O.,yO,,,z + J. a,yz (2.1.10) 
is the bilinear form associated to the operator A and 'Y : W1J>' (n) ➔ WiJ>' (r) is the 
trace operator. 

In the previous theorems the dependence of the estimates with respect to the coefficients a,; is through m, M and their continuity modulus. 
Remark 2.1.1 Some authors have studied the case corresponding to data f and g, in 
the above problems, which are measures in n and r respectively; see, for instance, Casas 
{16} or Boccardo {6]. Since a measure in n is an element of (W1tP' (n))' and a measure 
on ·r  belongs to w-1/PJ>(r) for every p < N/(N - 1), then Theorems 2.1.1 and 2.1.9 
state the existence and uniqueness of solutions in W1J>(O) for every p < N/( N - 1), 
which is the classical result. 
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Dirichlet problem. Proof of Theorems 2.1.1 and 2.1.2 For the proof of Theorems 2.1.1 and 2.1.2 we shall use the following result, due to Stampacchia [84J. 
Lemma 2.1.4 Let us suppose p � 2. Then there exists a unique function y E HJ( O) n 
v• (0), where p* = oo ijp > N, p* is any number in [1, oo) ijp = N y  p• = Np/(N -p) 
if 2 < p < N, satisfying the equation (2.1.3). Moreover, the estimate 

I IYl lr,r,• (n) :$ Cllfn llw-1,,,(n) 

holds, where C is a constant which only depends on p, the dimension N, m, M and the 
measure of n. Notice that obviously also y E IJ'(O) and 

We shall also use the following lemma about operators with constant coefficients. 
Lemma 2.1.5 Let us suppose that the coefficients ai; of the operator A are constant for 
1 :$ i, j < N. If 

1.  r is of class 01 and 1 < p < oo or 

2. r is Lipschitz and p� < p < pi, where p1 depends on n, p1 > 3 if N = 3 and P1 > 4 
if N = 2, 

then there exists a unique function y E WJ".P(n) satisfying the partial differential equation 

Moreover, the estimate 

{ 
Ay = In 

y = 0 

in n 

on r. 

I IYl lwJ•,,(n) < Coll/nllw-1,,,(n) 

holds, where 00 depends on a,3, 0, N and p. 

(2.1.11) 

Proof. There is no loss of generality in assuming that aij = a;i• Then hypothesis ( 2.1.2) implies that A =  (<li;) is symmetric and positive definite, therefore there exists a real and regular matrix P such that A =  P pT_ Let T = p-1. Through a linear change of variable 
x = Tx 
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we can transform problem (2.1.11) into 

where y = Y O T-1 , iD = ID O T-1 y Sl = T(n). 
in n on an, (2.1.12) 

Applying Jerison and Kenig's result [62] we have that (2.1.12) has a unique solution 
y E Wci'"'(O) and that 
where C depends on p, N and on the Lipschitz constant of the boundary n. Undoing the change of variable we obtain that y E Wl"'(O) and the estimate 
holds D 

We are now ready to prove Theorem 2.1.1. 
Proof of Theorem 2.1.1. Thanks to the continuity of the coefficients, we know that for all c > 0 there exists p > 0 such that 

L l 0i;(x1) - ai;(x2)I < c Vx1,X2 E n, con [x1 -X2I < p. 
i,j=l 

(2.1.13) 
Let { c;}:=1 be a collection of open sets covering n, every set c; having a boundary of class 01 which leaves the interior of the set at one side of the boundary and its diameter is less or equal than p. Let us choose x, E c; a fixed point, and let {cp,}�=l be a partition of the unity relative to the covering. First let us consider the case p � 2. Let us take y E HJ(n) n LP(O)as in Lemma 2.1.4 and let us set Ya = cp,y, for 1 � s < µ. (2.1.14) 
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We have that y, verifies the equation 
N N A,y, = cp,fn - L a;.;(x)8zi'P,8a:,Y - L az; (a;.;(x)y8Zicp.,) -

i,j=l i,j=l 

L 8z1 [(a;.;(x,) - as;(x))8a:iy.,] in C' p 

y., = 0 on ac;, (2.1.15) where A, is the operator associated to the constant coefficients matrix (as;(x.,)). In the case N > 3, in a first stage we shall assume that 2N P < --. 
- N - 2 Lemma 2.1.4, the conditions imposed to p and the conditions on the support of cp., allow us deduce that 

N N cp,fn - L as;(x)8z;'P,811:,Y - L Oz; (as;(x)y8z.<P,) E w-1.P(n). 
iJ=l i,j=l Firstly, we have the inequality 

Also, thanks to Lemma 2.1.4, we have 
N N II L 8z; (a;.;Y8zicp,) l lw-1,,.(n) :5 L ll a;.;Y8a:,<P, l l v(n) < 

iJ=l i,j=l 

(2.1.16) 

(2.1.17) On the other hand, the conditions imposed to p imply that £2(0) c w-1,11(0) c H-1(0), the inclusions being continuous. Using the usual estimates in HJ(O) we have 
N N II L a;.;8z,'Pa0a:;Yl lw-1,P(O) < II L a;.;8a:.'P,8:i:;YIIL2(n) :5 

i,j=l i,j=l 

N 

L Il a;.; IIL00(n) II cp,l l w1,00(n) l l8.:i:; YIIL2(n) < 

i,j=l 

< C (ila;.;IIL00(n), l l 'P,l l w1,00(n)) IIYIIHJ(n) < (2.1.18) C (l la..;IIL00(n), l lcp,Jlw1,00cn)) llfnllH-1(0) < Cl l fn l lw-1,P(n) 
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Let us see that y8 E W1.P(f2) and that the estimate 

(2.1.19) 
holds. In order to prove this, let us introduce some notation. Given e e wJ.P(f2), we define Te as follows 

N Te(z) - < fDr.p,, z > + 1 L ai;(x)y(x)8x,r.p,(x)8xiz(x) 
n i,j=l 

N + L ,'!;. ai;(x )IJ,,; y(x )IJ,; rp,(x )z(x) 

N + L: ,'!;. (ai;(x,) - a;;(x)) IJ.,{(x)IJ,,,z(x). 
It is obvious that Te e w-1.P(fl) and by using Lemma 2.1.5 we deduce the existence and uniqueness of a solution ue e wJ,p(O) of the variational equation 
where a,(·, •) is the bilinear form associated to the operator A,. Moreover the following estimate holds IIYel lwJ•P(n) � Co ll Tel lw-1,P(O), where Co depends on l l ai;IILoo(n) , n and of p. Now using this notation and taking into account that the support of 'Pa is compact, equation (2.1.15) can be written in variational form as follows 

a,(y,, z) = T11. (z) Vz e wt.,, (0). 

The mapping e t--+ Ye is contractive. Indeed let us take 6, e2 E WJ"iP(f2) and y1 = Ye1 , Y2 = Ye2 • Then the following equality is satisfied 
From here we deduce 

(2.1.20) 



32 2. Regularity results for linear equations 
We have that 

N 

IT(, (z) - Ti, (z) I - I L, ;� (a,;(x,) - a;;(x)) a., (e,(x) - e,(x))B.,z(x) I 

which implies � t:N[[e1 - {2l l wJ•P(n) flzfl wJ·P'(n) ' (2.1.21) 

(2.1.22) Taking 0 < E < 2� min { l, 1/00}, from (2.1.20) and (2.1.22) we deduce the contractivity of the mapping e i--+ Ye· Therefore there exists a unique fixed point y of this mapping. On the other hand, in HJ(O) there is also a unique fixed point, which is necessarily y,. But y E wt,,,(n) c HJ(n) is also a fixed point, and therefore y = y,. Let us see now that the estimate (2.1.19) is satisfied. Using the continuity condition 
(2.1 .13) like in (2.1.21) and the choice of t:, we have that 

N 

II L 8ri:; [(fli;(x,) - fli;(x))8ziY,] l l w-1,,cn) � cNJly, llwJ•,.(n) < 
iJ=l 

< � min {1, 1/Co} IIY,l lwJ•"(n) · This inequality, together with (2.1.16), (2.1.17) and (2.1.18) leads to 
1 IIY,l lwJ•P(n) < 2IIY,l lwJ•P(n) + C (ll 0i; [IL00(n), ll'P,llw1,00{n)), n,p) l l/Dll w-1,P(n) • Let us note that l l 1,0, l lw1,oocn), depends on the size of the support of the function which depends on p, and this one depends on the modulus of continuity of the functions <Li; and of E, which, as said before, only depends on n, IIOi;IILoc(n), N and p. Once this estimate is got, adding all the y, up, we obtain the estimate {2.1.8): 

µ µ IIYl lwJ•10(n) = II L Y,l lwJ•P(n) � L IIY, l lwJ•,,(n) � µC[l/nllw-1,P(n), 
•=1 •=1 where the number µ of functions in the partition of the unity only depends on p, and therefore on n, l llli; IILoo(n), N, p and the modulus of continuity of the functions fli;, Let us suppose now that p > ;�2 if N = 3 or N = 4 and 

2N < < 2N N - 2 _ p _ N - 4 
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if N � 5. In this case, all the previous arguments remain valid, except the inequality 

2N (2.1.18).Instead of inclusions L2(0) C w-1.P(O) C n-1(n) we use now that LN-2 (0) C 
2N 1 2N 

w-1.P(O) c w-1,,v-2 (0) and the fact that u E W0 
•J'r-'I (0), as well as the estimates we have just obtained to get 

N 

N N 

II L Cli;(x)8:i:, 'Ps8z; Yllw-1,11(n) :5 II I: lli;(x)8:i:,'PsO:i:1YIIL�(n) :5 i,j=l i,j=l 

� lllli;(x)IIL00{n) l l'Psl lw1,aa(n) l l8z; YI IL�{n) < 
1,3=1 

C(llaij I IL""(O) 1 l l'Ps l lw1,00(0)) IIY l lw
:

·� (n) 
:5 

C(aij, l l'Ps l l w1,00cn) , P, N, O) II/Dl lw-1·�(0) 
:5 Cll/nl lw-1,P(O) · This process can be repeated taking p greater each time, and the result is proved for 2 < p < oo. Thus we have already proved that the mapping 

A : wJ-,p(n) ---+ w-1,p(n) is an isomorphism for p > 2, therefore its adjoint operator 
A• : wJ,p

' (n) ---+ w-1.,, (O) is also an isomorphism. This allows us conclude that the theorem is also valid for 1 < p < 2. D 
Proof of Theorem 2.1. 2. The proof is like the proof of Theorem 2.1.1, with two exceptions. The collection of open sets { c;}:=1 must be taken with Lipschitz boundaries. Moreover, the conditions imposed to p in the theorem imply that L2(0) c w-1.P(O) c H-1(0) and there is no need to impose additional conditions to p along the proof. D 

Neumann problem. Proof of Theorem 2.1.3 To make this proof we will first get estimates for a problem in the space and in the half space. We will use some of the ideas exposed in Grisvard [59, Section 2.3.2], although his methods can not be straightforward applied. We will denote by E the fundamental solution for the operator -a + 1. 
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Lemma 2.1.6 The convolution operator by E is continuous from Wk.P(JRN) to Wk+2.P(RN) 
for every integer k .  

Proof. It is well known that for every f E .V(lRN), E*f E W2.P(JRN) and there exists a constant satisfying (2.1.23) For k < 0 the proof is based in two facts: the first is that every / E Wk,p(JR.N) can be written as the sum of derivatives up to the l k/-th order of functions la of .V(R.N): 
I = L 8°/a 

0:51al:51kl and the norm of / in Wk.P(R.N) can be expressed in terms of the norms of the la in .V(R.N). The second is that l l 8°(E * /a)l lw1e+2,P(liN) $ C[IE * /al lw2,p(RN) for any multiindex O! of order less or equal than l kl, and thanks to (2.1.23) [IE * f a l/w2,P(RN) $ 
Gllfa l lLP(RN)· So we can estimate the Wk+2(]RN)-norm of E * J in terms of the .V(R.N)norms of the /0 and therefore in terms of the Wk,p(lRN)-norm of f. If k > 0 we only have to take into account that for any multiindex /3 = O! + 0!2 with 10!1 = k, l 0!2I = 2, [ laP(E * !)IILP(liN) = [[8°2 (E * 8°J)IILP(RN) · By the definition of the norm in W2iP, this quantity is less or equal then IIE *8° /l lw2,.P(JiN) and applying (2.1.23), this is less or equal than 01[8° /IILP(JiN) $ G[[fllw•,11(RN), □ 
Corollary 2.1.7 Let A =  (a;;) be a positive definite matrix of real entries, A > 0 and / E (W1iP' (lRN)) ' = w-1,p(lRN). Then there exists a unique solution y E W1,p(JR.N) of 
the equation 

Moreover, the estimate 

N - L a/lJJ (t1i;8/l),y) + AY = J in ]RN 

i,j=l 

IIYllw1,11(RN) $ Oll /l l (w1,P'(RN))' 
holds for some C depending on the coefficients of the operator, N and p .  

(2.1.24) 

Proof. If we rename /= f /A and b,; = (a,; + a;,)/(2')..), then (2.1.24) can be written 
N - L a/l); (b,;a/1),y) + y = J in  R.N 

iJ=l 
(2.1.25) 
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Since B = (bi;) is a symmetric positive definite matrix, there exists P regular such that 
B = P pT. We make the change of variable x = x and we define y = yo P and / = f o P, so (2.1.25) can be written 

-Ay + ii = J in JRN . (2.1.26) Since E is the fundamental solution of the operator -A + 1, then y = E * j E W1JJ( RN) is the unique solution of (2.1.26) and 
Uniqueness can be deduced by means of Fourier transform or taking into account the density of the space W1.P(RN) n H1 ( JRN ) in W1.P(RN). Undoing the change of variable, we get that y E W1.P( R.N) is the unique solution of ( 2.1.24) and IIYl]w1,P(RN) � OIIJl l ( w1,P'(JRN))' ' where O depends on p, N y ( �;). □ 
Now we are going to get some estimates in the half space. Let us start with problems involving only Laplace operator. We shall introduce some notation, following Grisvard [59, pp 97-105]. For every function f defined in �, j is its extension by zero to the whole space. 

ifx E �  else. 
With ON we denote Dirac's measure on the variable XN and o� its derivative in the distribution sense in R For any s > l/p and p > l, the mapping 
denotes the trace operator on the XN axis. For g E W'iP(R.N-l ), s < O, we define 
by 
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Let Fcp stand for the partial Fourier transform of cp in xi, . . .  , XN-1· 

Fcp = N-i e-,,.:i: cp(x')dx'. 1 L ·t , 
(21r)_2_ ]RN-1 

Lemma 2.1.8 For J E (W1JJ'(lR�)) ' there exists a unique variational solution y E W1"'(�) of Neumann problem 
in � on R_N-l x {O}. Moreover, the following estimate is satisfied : 

I IYl lw1,P(Ri> � Cll/l l(w1,P'(R�))' ' where C d epends on N and p. 

(2.1.27) 

Remark 2.1.2 Remember that all the time we are tal.king about the solution of a variational problem, and that the writing of the problem as a partial d ifferential equation is just symbolic, and allows us to keep a link in the notation with Dirichlet 's case. Proof Let us take a sequence offunctions /k in 'D(�) converging to / in (W1iP' (JR�))' and set 
We have that Wk E W1.,,(JRN) and 

l lwl lw1,P(RN) � Cl li1c l lw-1,P(JRN) = Cll/k l l (w1,P' (�))' " Now let us define, for XN > 0 
Clearly in JR! 

= /k + 0 = /k and since Wk E W2J"(R�) we can write (2.1 .28) 

(2.1.29) 
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Now (2.1.28) and (2.1.29) lead to 
Moreover 
and hence 

f (Vy,i: V z  + y,i:z) =< J,,1, z > \/z E W1 iP' (.lRf). 
JIFl.f. 

IIY1cllw1,P(lll�"} :5 Cl l /1i:l l (w1,p'(Rf.))' · 

(2.1.30) 

From the continuity of the convolution, we deduce that w,i: = E * f1c ➔ w = E * J in W1.P(R.N), and consequently, y,i: ➔ y in W1.P(JR!), with y(x',xN) = w(x',xN) + w(x', -xN ). Now it is easy to pass to the limit in (2.1.30) to deduce that y is the variational solution of (2.1.27). Uniqueness comes from the density of W1•P(�) n H1 (�) in W1.P(JR!). □ We give now a key result to deal with Neumann's problem when the coefficient matrix is non symmetric. It is a result for a problem with oblique derivative. The same problem has been considered by Grisvard in [59], where he proved W2.P-regularity of the solution for a. more regular datum. Lemma 2.1.9 For g E w-1/P.P(JRN-l)  and mi, • • •  , mN E R.1 mN =/:- 0, there exists a 
unique variational solution y E W1.P(�) of the problem 

{ -6.y +y = 0 
i:, mj8:i;;'IJ = g 
j=l 

Moreover, the following estimate is satisfied: 

on R,N-l x {O} 
[l11llw1,1t(IFl.f) :5 C[lglfw-1/P,P(IFI.N-1) 

for some constant C depending on N, p and the coefficients m3. 

(2.1.31) 

Proof. Notice that for functions in W1.P(�), and 1 :5 j < N - 1, 8:i;1y(x', O) = (8z/YNY)(x') E w-1/P.P(R.N-1 ) .  Therefore the variational solution of {2.1.31) is the solution of the variational problem 



38 2. Regularity results for linear equations 
We are going to adapt some of the ideas in Grisvard [59]. For that purpose we take a sequence of functions 9n E w1-1/.PJJ( JRN-l) with 9n ➔ g in w-1/.PJJ( RN-l ). Let us study the variational equations 
I (V Yn V z  + YnZ) + E m; < Or1:;Yn, 'YNZ >= -1- < 9n, 'YNZ > Vz E W1"'' (�). 

J I,RN . 1 fflN fflN + J= ( 2.1.32) These equations can be written as in � 
on ]RN-l X {O}. 

Thanks to Grisvard [59], we know that each of these equations has a unique solution Yn E W2"'(�), and that it can be explicitly represented by means of Fourier transforms as ( 2.1.33) where 
ka = p-1bFgn, kf = p-lp_bFgn, 

b = (mNP- + � im;e;) -l 
J=l and 

P- = -i✓l + lle1i2 • We want an estimate of the W1JJ( �)-norm of Yn in terms of the w-1111"'( JRN-l )-norm of 9n, so that we can take the limit in ( 2.1.32). Lemma 2.3.2.5 in Grisvard [59] implies that kf e w-1/11,p( JRN-1 ) and 
l lkfl lw-1/p,p(]RN-l) $; Cllunllw-1/p,p(]iN-l)• Applying Lemma 2.3.2.2 in Grisvard [59), with s= -1/p, we get that kf ® 8N E W_1,,,{1RN) 

( 2.1.34) 
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and 
llki @ oNllw-1,P(JaN) $ Cllkillw-1/p,J>(JRN-l) • 

Lemma 2.1.6 implies that 

and that 
I IE * (ki @ ON) llw1,p(]RN) < Cllki @ oN llw-1,p(lRN) -

So putting together (2.1.34), (2.1.35) and (2.1.36) we have that 

I IE * (ki ® 0N) llw1,p(]RN) � Cllun l lw-l/P,P(RN-1) · 

(2.1.35) 

(2.1.36) 

(2.1.37) 

In the same way, using Lemmas 2.3.2.5 and 2.3.2.2 in Grisvard [59] we have that 

ko E w-1/P.P(JRN-l ), 

l lk8llw-t/p,p(]RN-l) < Cllunllw-1/p,p(]RN-l) 1 

k0 ® ON E w-1.P(JRN) 

and 
l lk8 ® oN l]w-1,p(]RN) < Ollk�llw-1/p,J>(RN-l) •  

Following again the same method than for kf, we get 

and 

Therefore 

and 

But 

so 

(2.1.38) 

(2.1.39) 
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and 
{2.1.40) 

To see that E * (k0 ® okr) E W1.P(�), we just have to prove that its derivatives 
belong to .D'(JRi).  For 1 :5 j :s; N - 1 we can write 

and then, using Lemmas 2.3.2.5 and 2.3.2.2 in Grisvard and Lemma 2.1.6 we have that 

and 

8:,;; ko E w-l/J)Jl (RN-l ) ' 

J l8:i:jkollw-1/p,J1(RN-l) :s; Cll9n l lw-1/.11,P(JllN-l) '  

8:,;j ko ® ON E w-1,p(RN ), 

I I8:i:; ko ® ON llw-1,p(lllN) :s; Cl18:i:; ko llw-1/.11,J1(lllN-l), 

E * (8x1 ko ® ON) E W1Jl(JRN) 

HE * (8x;ko ® ON) llw1,J1(RN) :s; CIIYnl lw-1/p,Jl(RN-l) • 

And therefore we have that 

and 

(2.1.41) 

(2.1.42) 

To get 8ZN [E * (ko ® okr )] e .D'(:Ri) and an estimate of its norm in terms of the 
norm of Un in w-1/.PJ1(1[{N-l ), we can write 

N-1 
8ZN [E * (kg ® ohr)] = 8!i [E * (ko ® ON)] = E* (ko®ON) -L 8!: [E * (ko ® ON)] in � 

j=l 

since E is an elementary solution of -fl. + °I and k0 ® ON is a distribution with support 
on RN-l X {0}. We already know that E * (ko ® ON) E V'(RN) and an estimate of 
its no� in terms of l lun l lw-11.11,.11(lllN-1) (indeed, we know that it belongs to W1.P(JRH)). 
Taking into account (2.1.41) and writing for 1 :s; j :s; N - 1 
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we have that 
and l l o!, [E * (k� @  dN )] IILP(RN) � Cllunl lw-1/p,p(JlN-1)• So finally we have that 
and 

y 

l l 8zN [E * (k� ® d� )] l l v(R1) � Cl l unl l w-1/p,P(JaN-1 ) · Putting together ( 2.1.40), (2.1.42) and (2.1.43), we have that 
E * (k� ® 6�) E W1"'(�) 

Now from (2.1.33), (2.1.37) and {2.1.44), we deduce that 
IIYnl lw1,P(li1) < Cl l unllw-l/p,f>(RN-1) •  

(2.1.43) 

(2.1.44) 

Now we can take y the limit of Yn in W1sP(Ri), and pass to the limit in equation (2.1.32). Thus we obtain that y is a variational solution of our problem. Uniqueness follows again from the density of W1"'(R�) n H1(�) in W1tP(�). □ 
Corollary 2.1.10 For f E (W1JJ' (�))', g E w-1/.P.P{RN-t) and mi, • • •  , mN E R, mN I, 0, there exists a unique variational solution y E W1s.P(� )  of the problem 

in � 

on RN-I x { O}. 
Moreover, the following estimate is satisfied: 

where C depends on N, p and the coefficients m;. 
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Proof. Thanks to Lemma 2.1.8,we know that there exists a unique variational solution v E W1JJ(R�) of 

This function satisfies 
{ -.6.v + v _-

0
J in � 8zNV on JRN-l x {O}. 

(2.1.45) Then we have that 'YNV E w1-1/.PJJ(RN-l ), and for 1 � j < N-1, 8z;'YNV E w-l/PJJ(JRN-l) and 11az;'YNVilw-1/P,P(]iN-l) � llv l lw1,P(lii)· Thanks to Lemma 2.1.9 we can solve the problem 
{ -6.w + w  = 0 

N N-1 � m;8z; w = g - � m;8z1 ( 'YNV) 
We have that w E W1JJ{�) and that 

on ]RN-l X {O} 

I I  w l lw•••(Ri) :<; C ( l l9 I I  w-•J••(RN-•) + 1 1  � m;B,; 'YN• I I w-•i••(RN-•)) 

Using this inequality with (2.1.46) and (2.1.45), we get 

(2.1.46) 

[ l w [[w1,P(]Rf) < C ( l l !ll(w1,P'(li�))' + l[g l fw-1/p,p(liN-1)) . (2.1.47) We have that y = v + w E W1JJ(�) is the solution of our problem, and from (2.1.45) and (2.1.47) it is easily deduced that the required estimate is satisfied. D 
Corollary 2.1.11 Let A =  (a,;) be a positive definite matrix of real entries, A > 0 and / E (W1JJ' (JR�))'. Then, there exists a unique solution y E W1i.P(�) of the variational 
equality 

(2.1.48) 
Moreover, the estimate l l ul lw1,P(lif) � Cl l/ l l (w1,p'(lif))' ' (2.1.49) 
holds, where C is a constant depending only on p, m, MI A and N 
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Proof. If we call 8 = ( bi;), bi; = ( ai; + a;i)/( 2>..), and we rename / = / / .X, then our equation can formally be written 

/ in � 
{2.1.50) on JRN-l x {O}, 

where 11 = (0, . . .  , 0, l)T. Notice that A11 does not belong to JRN-l x {O}. The matrix 8 is symmetric and positive definite, so there exists a regular matrix P such that B = ppT_ If we write T = p-1 and make the change of variable :c = Tx, then 
(2.1.50) in transformed into 

j in � 0 on T( JRN-l X {0} ), 
where y = yoP and j = foP. Notice again that since T is regular TA11 't T( RN-l x {O}). Let us take an orthogonal matrix Q such that QT( JRN-I x {O}) = JRN-l x {O} and 
QTRf_ = �. If we call x = Qx, y = y o  Q-1 and j = j o Q-1 , we get .the equation 

{ -�ii + ii = i in 1lf_ V TyQTAn = 0 on JRN-l x {O}. (2.1.51) 

Again since Q is regular QTAll (/. JRN-l x {O}. If we call m =QT.All, this means that mN -:f. 0 and we are under the conditions of Corollary 2.1.10. Therefore there exists a uniqu� variational solution ii e W1tP( JRf_) and 
Undoing the changes of variable, we get that there exists a unique variational solution y E W1tP( Jlf_) of {2.1.48) and it satisfies the estimate (2.1.49). □ 
Remark 2.1.3 Let us note that the bound ary cond ition o/(2.1.51) is red uced to 811:Nii = 0 on RN-l x {O} whenever the matrix A= ( ai;) is symmetric. In such a case Lemma 2.1.9 is not need ed to establish 2.1.11, the proof being much simpler and carried out just by applying Lemma 2.1. 8. 



44 2. Regularity results for linear equations 
Now we are ready to prove Theorem 2.1.3. In what follows we shall denote IN = 

f +go-y and we have that fN E (W1.P' (n)) '. Then ( 2.1.9) can be written in the following way. 
a(y, z) = (/N, z) 't/z E W1,p' (fl). ( 2.1.52) We shall use a result analogous to Lemma 2. 1.4; see Troianiello [87] and Stampacchia 

[84) for the proof. 
Lemma 2.1.12 Let us suppose p > 2. Then there exists a unique variational solution y E H1(0) n .D'0 (n) satisfying the equation ( 2.1.4). Moreover, the estimate 

( 2.1.53) 
holds, where C is a constant which only d epend s on p, the d imension N, m, M and the measure of n. Notice that obviously also 

Proof of Theorem 2.1.9. First let us consider the case 2 � p < +oo if N = 2 and 
2 � p � 2N/(N - 2) if N > 3. Let y E H1 (0) n.D'(fl) be as in Lemma 2.1.12. The plan of the proof is as follows 

1. We take a collection of coordinate systems of r and a subdomain of n, as well as a partition of unity relative to this collection. Then equation ( 2.1.52) is studied on each of these domains. 
2. A �ange of variables is made in order to have a problem with continuous coefficients in a rectangle. Furthermore we know that the support of the solution intersects at most one of the sides of the rectangle and it is "far away" from the others. 
3. We "freeze" the coefficients, so that we have a problem with constant coefficients in a rectangle. The support of the solution may be either in the interior of the rectangle or just intersecting one side as before. 
4. We extend the problem to the whole space or to the half-space and solve it. 
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Since the boundary oHl is of class C1, there exist (cf: Necas [72]) numbers a >  0, f3 > 0, coordinate systems (x1c1 , X1c2, . . .  , X1cN ), shortly (x1;, X1cN ), k � 1, 2, . . .  , A, and functions b1c of class C1 in the N - 1 dimensional closed cubes lx1ci l � a, i = 1, 2, . . .  , N - 1, in such a way that each point x in r may be represented at least in one of these systems like x = (x1;, b1c (xk)). It is also supposed that the points (x1;, X1cN) such that xk E [-a, a]N-1, b1c(xk) < X1cN < b1c(x1;) + /3 are inn, while the points (xk, X1cN) such that x1; e [-a, aJN-1 , b1c(x1;) - /3 < x1cN < b1c(xk) are out of n. For each k = 1, 2, . . .  , A let us denote G1c = { (x�, b1c(x�;) + t), x� E (-a, a)N-t, O < t < /3}, and let us take an open set GA+i c GA+l c n such that { G1 , . • •  , GA, GA+i} is a covering by open sets of the closure of n. We also choose { ¢1, . . .  , ¢A, ¢A+t} a partition of unity relative to this covering. 
Taking 

and 
N N 

< !,, z >=< ,p,f N, z > -L . . � za;,a,,,ya,, ,;,,+ L . . � a.,11a., ,;,,a., z 'lz E W1
.,, ( G,) 

it is easy to check that Y1c verifies the equation 
Using Lemma 2.1.12, assumptions on p established above and arguing as in relations (2.1.16)-(2.1.18), we get that f1c e (w1Jf (GA:)) '. Notice that the support of both Y1c and f1c are "far away" of the part of the boundary of G1c which does not intersect r. 

Step 2. Now we are going to make a change of variable in order to transform the domain G1c in a rectangle. For k = 1, 2, . . .  , A let us define J1c : G1c --+ n, = (-a, +a)N-l x (0, f3) by 
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J" is a 01 diffeomorphism. The function zk(x) = YA:(x', bk(x') +·xN) satisfies the variational equation ak(Zk, z) =< It z > 't/z E w1

,J1' ('R), where f!Jt E (W1JY ('R) )' is the transformed of /1c by the change of variable and 
ak(zk, z) = L V zk(DJA:)A(DJ"fV zTIJacJ;1

1 + L zA:zl JacJ;1 1 , 
where A is the matrix ( aij). The bilinear form ak has continuous coefficients and it is coercive in H1('R). We shall denote the coefficients of ak by at and a�. By construction we know that ZA: E 
H1('R) n .V('R) and that its support intersects one of the sides of 'R, and it is ''far away" from the others. Let us prove that z" E W1J1('R,) and that the estimate (2.1.54) 

For G A+l we do not need to make any change of variable. In this case the support of 
uA+i is in G11.+1• 

Step 3. This part of the proof is analogous to that of Dirichlet's case. Using (2.1.13), we take again a covering by open sets of diameter less or equal than p, { C!•'} :=1
. These sets are squares for k = 1, 2, . . .  , A or have a 000 boundary for k =A + 1. We choose a point x11:,, E C!•'. We also take a partition of unity relative to that covering { C,OA:,a}�=l' We take z1c,a for 1 ::5 s :5 µ like in (2.1.14) and so we have that Zk,a satisfies the variational equation 

where 
and 

Tt(z) - < !N, 'P•,•• > + L,t a�(x)z(x)O,;,p,,,(x)8.,z(x) + 

Lfi a�(x)8.,z,(x)O,,,p•�(x)z(x) + 
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for any e E W1tP( 'R,). For k= A +  1 the previous relations hold by replacing 'R, for GA+i• 
Step 4. Notice that thanks to the properties of the supports of Zk and lfJtc,a, only two cases can appear: • First case: the support of Z1c,a is inside c:,a. • Second case: the support of Zk,a intersects one side of c;,a and is ''far away" from the others. Taking E = RN in the first case and E = R! in the second one, we have that z1c,a E 

H1(E) n V'(E) and satisfies the following variational equality 
where a1c,,(zk,a,z) = T::,, (z) 't/z E W1,p'(E), 

a1c,a(z, v) = L a�;(Xk,a) 1 aZizaziV + a�(x1c,a) 1 zv. 
iJ=l E E Using Corollaries 2.1. 7 y 2.1.11 we deduce the existence of a unique solution ze e W1tP( E) of a1c, ,(ze, z) = T{ (z) Vz E w1.v (E) for every { E W1tP( E). As in the proof of Theorem 2.1.1 we can show the contractivity of the mapping e ➔ ze for p small enough. Therefore there exists a unique fixed point of this mapping, which is zk,s• So we have z1c,a e W1tP('R,) and z1c,, satisfies estimate ( 2.1.54). So the proof can be concluded adding up all the z1c,a, undoing the change of variable, and adding up all the Yk· Once again, arguing as in the proof of Theorem 2.1.1, the result can be extended for all p > 2N/(N - 2) and by duality to every 1 < p < 2. □ 
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2.2 Parabolic equations 

In this section we study the regularity in L,,.
(O, T; W1+e.P( !l)), e � O of the solution of a parabolic problem with Neumann boundary condition. The purpose is to deduce regularity L,,.

(O, T; wi+e,11(!1)) of the solution under minimal assumptions on the regularity of the coefficients of the main pa.rt of the operator and on the boundary of the domain. As in the elliptic case, continuous coefficients and 01 boundary are enough for this regularity if c = 0. If c > 0, Holder continuous coefficients and a 01+€ boundary will be needed. 
Introduction 

Let n be an open, bounded, and connected set of lllN Again we will denote r the boundary of n. Let T be a positive real number. Let us take Q = Ox]O, T[ and E = rx]O, T[. We introduce the elliptic operator 
N Ay = - L 8z1 (a.;(x, t)8z,Y) . 

i,j=l 

The purpose of this section is to study regularity results in L,,. ( 0, T; wi+e,11(0)) of the solution of the problem 8y + Ay 
8t 8y 

8nA 

y(•, O) 

-- j in Q, 

g on E, (2.2.1) 

0 inn. 
In this section, whenever it does not lead to confusion, we shall use the following shortening: LT(W",11), L2(H1),  W1•,,.( (W1.P)'); Lk(Lk(n)), LiT(D'"(I')) ,  and C( c0,e (n)) respectively for LT(O, T; W".P( !l)), L2 ( 0, T; H1(0)), W1,,,. ( o, T; (W1,11( f2))'), Lk(O, T; Lk(n)), 

Lu(o, T; Lu(r)) and C([O, T]; c0,e ( 11)). There exist in the literature various results related to this. To make the exposition more simple, and since most of the references are related to Dirichlet's problem, we will 



consider in this introduction Dirichlet's problem 
8y 

+ Ay at 
y 

y(O) 

- I 
- 0 
- 0 

in Q on E 
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(2.2.2) in 11 X {0} 
The results we are looking for are related to maximal regularity results in the space L"" ( 0, T; W1.P( f2) ( L"" ( W1.P)-MRR to shorten): 

"The mapping A that relates f with the solution y of the equation ( 2.2.2) is 
continuous from Lr ( o, T; w-1.P(n)) into Lr ( o, T; Wl,p( O))nw1,r ( o, T; w-1.P( O)). " 

As it is explained in Theorem 2.2.1, this regularity result is closely. linked to this other 
"The mapping A that relates f with the solution y of ( 2.2.2) is continuous from Lr ( o, T; I!(O)) into L"" ( O, T; W2iJ1( f2) n wti11(n)) n w1,r( o, T; V(n)) . "  

We will refer to it as maximal regularity result in L"" ( W2.P) ( Lr ( W2.P)-MRR to shorten). There are some references for this kind of results: If the boundary of n is of class C2, the ope�ator is in non divergence form and OiJ (x, t) E C(Q), then L"" ( W2iP)-MRR can be found in Schlag [80] or Ladyzhenskaya, Solonnikov and Ural'tseva [64] for p = -r, Dore and Venni (48] or Amann [4] for p =/: -r but a;J independent of time. For a;J dependent of time, a Lr{W2.P)-MRR can be found in for r of class 04 in Von Wahl [90]. Amann announces at the end of Chapter IV of [4] that other results will appear in the second volume of his monography [5]. Labbas and Moussaoui in (63] establish a Lr ( W2iP)-MRR supposing that r is of class 02, a;J (x, t) E C(Q), ��; E LO()(Q), y aiJ( x, t) = a1 ( x)a2(t) if i = j, aiJ = 0 else. In Cannarsa and Vespri [14] a L'7' ( W2.P)-MRR is established for n = ]RN , with bounded coefficients ai,;( x, t) E C(Q), fJaij}:•t> E C(Q). Let us see that a L'7' ( W1iP)-MRR can be deduced from a L.,. ( W2.P)-MRR by duality, transposition and interpolation 
Theorem 2.2.1 If the mapping A which associates the solution y of ( 2.2.2) to f is 
continuous from Lr ( o, T; V(n)) to LT ( 0, T; W2iP( f2) n wJ.P(n)) n W1•.,. ( 0, T; V{n)) then A is also continuous from LT ( 0, T; w-1,p(n)) to LT ( 0, T; wJ.P(n) )nw1,r {O, T; w-1.P( O)). 
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Proof. Let us consider the parabolic equation 

8y -- + Ay at 
J in Q 

y - 0 on I: 

y(T) 0 in n x {T} 

(2.2.3) 

From the continuity assumption on A, one can easily deduce that the mapping L which 
associates the solution y of (2.2.3) with f is continuous from LT' (Il

) into LT' (W2iP' n 
Wl,11') n w1,T' (IJ") .  Now we suppose that / belongs to LT((W2.P' n wJ,p')') . We can 
define the solution to (2.2.2) by the so-called transposition method in the following way: 

We say that y E LT(IJ') is a solution of (2.2.2) (when f E LT((W2JJ' n Wl,p')') ) if 

y = L*f (2.2.4) 

(where L* is the adjoint operator of the operator L above defined), that is 

( 81{) }q y(- 8t 
+ A'{))dxdt = (!, '{)) Lr((wa,vnwJ•,.,)1)xL'"' (W2,v(n)nwJ•111

) 
(2.2.5) 

for an '{) E LT' (w2iP' n wt•") n w1,,-' (V''). 
Since L is continuous from LT' (V1 to LT' (W2JJ' n wJ-JJ') , then L* is continuous from 

LT ((W2JJ' n wJ-,p')') to LT (V') . 
Observe that LT(V') may be identified with a subspace of LT((W2JJ' n wtiP')') and 

that if f E LT(ll') then A/ = L• f. 
Therefore L • is a continuous operator from LT ( V) +LT ( (W2JJ' n W J-,11' )') = LT ( (W2.P' n 

wt•P')1) into LT(IJ') . It is also continuous from LT(l.J') into LT (W2iP' n wJ-JJ') . 
Therefore L • is a continuous operator from 

into 
[LT (V) , LT(w2,11' n wJ-,p')] 112 = LT (wJ-,p) , 

(where [· , ·h12 is the complex interpolation functor of exponent 1/2). 
By using Triebel [85, Theorem 1.11.3] and with the identity 



we obtain 
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[LT(ll), LT((w2,p1 n wJ,p')')h12 = LT(w-1.P). 

Therefore L• (or A) is a continuous operator from LT(W-1.P) to LT(WJ.P). 
Now if y is a solution of (2.2.2) we can write 

for every r.p E wJ.rl (0). Since y E LT(WJ.P) it follows that the vector distribution !! 
belongs to LT(W-1"') and satisfies 

The proof is complete. D 

The aim of this section is to get a regularity result in LT(W1.P) with continuous 
coefficients and a C1 boundary. Under these conditions it is impossible, to our knowledge, 
to obtain a result in Lr (W2.P), and therefore the previous theorem is unappliable. The 
only similar result we have found in the literature is of Vespri [89, Theorem 3.1]. 

The technique we use is that of perturbation of the constant coefficient case, and we 
apply it directly to deduce LT(Wl+E,11) regularity. 

Preliminary estimates 

We suppose that ,,. E (1, oo) and p E (1, oo) are given fixed throughout the section. 
We now state some hypotheses. 

• The boundary r is of class C1•1 for some O < € < 1. 

• The coefficients a;; belong to C([O, T]; C0
•
1(0)) and satisfy 

N 

mll{ll2 $ L °'1;(x, t)!,{; $ Mll!ll2 for all { E R.N and all (x, t) E Q 
i,j=l 

for some m, M > 0. 
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Recall the following regularity results. Assume that the boundary r is of class C2• Set ai; = ai;(x, t) and Ay = - E:=1 8a;; ( ai;8:i:;Y), where ( x, t) is any point in Q. Then the mapping that associates J with the solution y of 

8y - A 

- + Ay - J in Q, at 8y 
8n.4. 

0 on E, 
y(·, 0) - 0 in n, is continuous from Li:1 ( Lk1 (0)) into LT (W1+£11J1) when one of the following conditions is satisfied 

ck N 1 1 N 1 -0 < - < - + - + - - - - -=-, if k1 $ p and k1 $ r, 2 2p T 2 2k1 k1 
Ck N l N -

0 < 2 < 2P + 2 - 2k1 
, if k1 $ p and k1 > r, 

ck 1 1 1 -O < - < -+ - - -=- if k1 > p and k1 $ r, 2 T 2 k1 '  0 < ck < 1, if k1 > p and k1 > r. 

(2.2.6) 
(2.2.7) 
(2.2.8) 
(2.2.9) For non homogeneous boundary data, the m�pping that associates g with the solution y of 8y in Q, - + Ay - 0 at 

8y g on E, 
8nA 

-
y(•, O) - 0 inn, is continuous from D11 ( Lu1 (r)) into LT (w1+i ... ,1,1) when one of the following conditions is satisfied: 

cu N 1 N - 1  1 0 < -2 < -2 + - - 2 - :;-, if 0-1 $ p and u1 $ r, p T 0"1 0"1 
cu N N - l  0 < 2 < 2P - 20-1 

, if 0-1 < p and u1 > r, 
cu 1 1 1 0 < - < - + - - - if 0-1 > p and u1 $ r, 2 2p T U1 ' 

1 
0 < cu < -, if <71 > p and &1 > T. p 

(2.2.10) 

(2.2.11) 
(2.2.12) 

(2.2.13) The previous regularity results may be proved by using the same techniques as in [77, Prop. 3.2]. 
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In all what follows c > 0 is given fixed, strictly less than min( €, 2/r, 2/p), and less or equal than min( cu, ck), where cu, ck are chosen as in ( 2.2.6)-(2.2.13). We make the following hypotheses on k1, k1, 0'1, C11. • The pair (k1, k1) satisfies one of the conditions ( 2.2.6)-(2.2.9) and 
N I 2k + ..- < 1. 

1 k1 
• The pair (<11, 0-1) satisfies one of the conditions ( 2.2.10)-( 2.2.13) and 

N - 1  1 1 -- + - < -20-1 0'1 2 · 

( 2.2.14) 

( 2.2.15) 
Remark 2.2.1 Cond itions (2.2.14) and (2.2.15) are need ed to prove Propositions 2.2. 7 and 2.2.9. A regularity result in £7 (Wl+e"') for the linearized state equation is proved in Proposition 2.2.7. We first establish some preliminary estimates. 
Proposition 2.2.2 Assume that the bound ary r is of class 02 • Set °'i; = Cli;(x, t) and Ay = - E�=1 8a:J (a;;8a:iY), where (x, t) is any point in Q. Let j be in L'1 (Lk1 (n)) and 
g be in L171 (L01 (r)). Then the weak solutzon y to the equation 

8y - A 

- + Ay - f 8t 8y 
8nA. g 

y(•, O) - 0 

in Q, on E, inn, ( 2.2.16) 

( 2.2.17) 
where C d epends on n, T, c, k1, ki, ui, and u1 but is ind epend ent of the point (x, t). Proof. The proof may be performed by using estimates on analytic semigroup as in [77, Proposition 3.2]. Observe that the conditions linking k1, k1, <11, and e11 , with p, r, ca and ck are needed to prove the above estimate. D 
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Proposition 2.2.3 Suppose that the bound ary r is of class C2, and d efine the coefficients °'i; as in Proposition 2.2.2. Let lbe in (L7(Wi;,q)nL2(Q))N, with min(p, N!f➔-26) ::;; q $ p. Then the weak solution y to the variational equation 

- f y :: dx d t  + f t ai; 8aY8z/P d x  d t  = f j. V ,/J d x  d t  
}q }q 1,3=1 }q for all r/J E C1 (Q) such that </J(T) = O, belongs to L7(Wl+£,q) n L2(H1) and satisfies IIYIILT(Wl+•,9)nL2(H1) $ CIJ/llcLT(W"•V)nL2(Q))N l where C is ind epend ent of (x, t) E Q and of q E [min(p, N!f+2e ),p]. Proof. The estimate in L2(H1),  when f belongs to (L2(Q))N is classical. Let us prove the estimate in LT(W1+E,q). From maximal regularity results for equations with regular coefficients, we deduce that the mapping j i---+ y I (where y I denotes the solution to the equation) is continuous from LT(W1•q) into LT(W2•q), and from L7(Lq(O)) into L7(W1•q) (see [89]) . Moreover the constant in the corresponding estimates may be chosen independent of q E [min(p, N!f+2i;),p]. Since (LT(W2,q), LT(W1,q))i;,q = L7(Wl+E,q) (see Triebel [85], or Daners and Medina [46]), the result follows by means ofreal interpolation. □ 

Proposition 2.2.4 Suppose that the bound ary r is of class 02, and d efine the coefficients aij as in Proposition 2.2.2. Let f be in L2(Q), and let y be the weak solution in 
L2(H1) to the variational equation 

-1 Y: d x d t +  f t  ai;8-:r:iY8z, ¢, d x d t =  f f</J d x d t 
Q }qiJ=l }q for all ¢, E C1{Q) such that ¢,(T) = 0. If p $ 2, then IIYIILT(wi+•,,,)nL2(Hl) $ Cll!IIL2{Q) • If T $ 2 and p > 2, then 

with q = N!f➔-2£ . If r > 2 y p > 2, then 
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for any q > 2 satisfying � + ½ < � + ¼ + ½ - !· Moreover, in the above estimates, the 
constants C are independent of (x, f) E Q. 

Proof. If p $ 2, using estimates on analytic semigroups, we can prove that y belongs to Lr(Wl+s,2) for every ,,. � 2 such that 1/2 < 1/r + 1/2 -c/2. Since c < 2/-r, y belongs to Lr(wi+s,2) for every ,,. � 2. If r $ 2 and p > 2, then y belongs to L2(W2•2) .  In this case, the estimate follows from Sobolev embeddings. The last case can also be treated by using estimates on analytic semigroups. □ 

Proposition 2.2.5 Suppose that the boundary r is of class 03, and define the coeffi
cients <Li; as in Proposition 2.2.2. Let f be in L.,.(Ws•9) n L2(Q), with min(p, N!f+2e) $ 
q $ p. Then the weak solution y to the variational e.quation 

- f y 88
¢, dx dt + f t ai;8a:;Y 8a:;<P dx dt = f f ¢, 

dx dt 
jQ t jQ i,j;l }Q 

for all </) E C1{Q) such that </)(T) = O, belongs to Lr(wi+e,q) n L2 (H1) with q = ;!:q if 
q < N, q = p if q � N, and satisfies IIYIIL'"(Wl+•.�)nL2(H1) $ CII/IIL'"(W••q)nL2(Ql, 
where C is independent of (x, t) E Q and of q E [min(p, N!f+26),p]. 

Proof. Using real interpolation, as in the proof of Proposition 2.2.3, we can first prove that IIYIIL'"(W2+•,,,)nL2(H1) $ CII/IIL'"(W"•")nL2(Q)• We conclude with Sobolev embeddings. □ 

Lemma 2.2.6 Let c < € < e. For all q e [min(p, N!f+2e),p], all a E C{[O, T]; C0•1(0)), 
all y E LT(ws,q), ay belongs to LT(Ws•9), and l l ayl lL'"(W•,ql $ Cll all ac[o,T];co,1(ml lYIIL'"(W"•qh 
where C does not depend on q E [min(p, N!f+2e),p]. 

Proof. Using the definition of the norm in Lr (W6
•9) ,  with straightforward calculations we obtain 

II 1 1.,. = 1T (1 la(x, t)y(x, t) - a(x', t)y(x', t) 19 dx dx') r/q d ay L'"(W•,v) 
I ' ln+eq 

t 
o nxn x - x 
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< C IT ( r la(x, t) - a(�', t) lq ly(x, t)lq dx dx') r/q dt - lo lnxn Ix -x'leq Ix -x'ln+(e-e)q 

+c (
T ( f la(x', t)lq ly(x,t) -y(x',t)lq dx dx') r/q dt 

lo lnxn Ix -x'ln+eq · 
< CllallCc""'Cnnm"¾en (L l< -x'�+(Hl<) •I• J.

T (L ly(x, t)l'dx) •I• dt+CllallG'cQ) IIYIIL'(w,,,> ·  The proof is complete. □ Once stated these auxiliary estimates, we are now ready to write the needed regularity results for the study of the equations involved in the control problem. Let us start with the main result of this section. 
Proposition 2.2.7 Let a be in L'1 (L't1 (n)), b be in Dh(Lo-1 (r)), J be in L.i:1 (£k1 (n)) 
and fJ be in L'11 (L171 (I')). Then the solution y in L2(H1) n C([0, T]; L2) to the equation 

satisfies the estimate 

: +Ay + ay J in Q, ay + by fJ on E, 
8nA 

y(•, 0) - 0 in n, 

(2.2.18) 

( 2.2.19) 
where C only d epends on n, T, A and an upper bound /or l l allL•i (LAii (O)) + )lbl lL'1 (L"1 (r)) • 

Proof Due to (2.2.14) and (2.2.15), first notice that y E L00 (Q) (see Casas, Raymond and Zidani [35]), and that 
(2.2.20) 

Therefore it is sufficient to consider the case where a = 0 and b = 0. We now suppose that we are in this case. To prove {2.2.19), when the coefficients Clij E C([0, T]; 01(0)), we use a technique of freezing coefficients as in Vespri [89, Theorem 3.1]. Up to Step 3, we suppose that the boundary r is regular. Step 1. 
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First we prove an estimate in L,.(We.P). From Ladyzenskaja et al. [64, Chapter 3, Theorem 5.1], we know that the weak solution to (2.2.18) belongs to L2 (0, T; H1(0)) n 

C([O, T]; L2(0)), and satisfies 
(2.2.21) 

Choose r and r, such that f + 1;e = }, and f + 1-;/ =¼, where € is an exponent strictly greater than c. Since l ]YIIL"(L•(n)) :$ CIIYIILoo(q) and [Lr(n), W1•2(S'l)]e Y we"'(S'l), from 
(2.2.20) and (2.2.21), and by interpolation it follows that 

Step 2. For any p > 0, let O = t1 < t2 < . . .  < t1c < . . .  < tx = T be a regular subdivision of 
[O, T] , such that t1c - t1c_1 = l(p) and 
Let { c;} �=l be a collection of open sets of class 000

, of diameter less or equal than p > 0 such that 
-

µ n c u,=10;, and let { <p,}:=1 be a partition of unity subordinate to this covering. Let 'I/J1c be the continuous function on [O, T], affine on each interval [t1c, t1c+1], which is equal to 1 on t1c and O on t; if j 'I, k. For a given fixed point x, E c;, set 
a:j = ai;(x,, t1c) y Ya1c(x, t) = ¢1c(t)<p,(x)y(x, t) for 1 :$ s < µ, 1 � k < K. (2.2.22) 

Let us fix 1 :$ k :$ K and 1 � s :$ µ. For every e E L2(H1) , define the operator T[' by 
Tf"(</,) = l 'I/J1c<i0af </J d x  d t  + h 'I/J1c<p,g¢, d s  d t  

N N 

+ l ,i, • • � a,1yO,.cp,O,,if> d z d t -l ,j,· .� ao;iJ,.yiJ,,cp,if, d z d t  
+ f <p,y8!1c ¢, d x d t + lt1i+1 f t (a:: - ai;)8:,:J8zi t/J d x d t, 

}q t11-1 le: iJ=l 
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with the convention t0 = t1 = 0 and tK+l = tK = T. For every { E L2 ( H1) , let z( {) be the unique solution in L2{H1) to the variational equation 

N -1 z a: d x  d t  + 1 L a:;a/1Jiz8/IJ;'P dx d t  = Tt'( <I>) 
Q Q i,j=l 

( 2.2.23) 
for all ¢> E C1 ( Q) such that </,( T) = O. Observe that z( Ya1c) = Yak• Let us prove that, if p is small enough, then the mapping { 1-t z( {) admits a fixed point in LT ( Wl+e,pi) n L2 ( H1 ), where Pl = min(p, N!:+2e). Due to Lemma 2.2.6, if e E LT ( W1-rE.P1) n L2 ( H1), then 
E�1 ( atj - a;;)8:z:J belongs to LT ( we,111 ) n L2 ( Q) for all 1 � j � N. Notice that 
'I/J1ccp,j belongs to £k1 ( L1c1 ( S1)), 'I/J1ecpag belongs to L«h ( L0

1 ( r)). Due to step 1 and Lemma 2.2.6, 'I/J1e E�1 °'i;Y8:z:,cp, belongs to L-r ( w1:,p) n L2 ( Q) for 1 � j < N. Also observe that 'I/J1e EZ.=i °'i;O:z:,YO:z:; '.Ps belongs to L2 (Q), and cp,y� belongs to L00 (Q). From Propositions 2.2.2 to 2.2.4, it follows that z( {) belongs to Lr ( wi+e,111) n L2 ( H1) for all { E LT( Wl+e,pi ) n L2 ( H1).  On the other hand, due to Proposition 2.2.3 and to Lemma 2.2.6, it follows that 
N l 1z( 6)-z( {2HILr(w1+•,Pl )nL2(H1) � C L  l l ( a:J-0-i;)( 8:z:J1-8:z:,{2)IILr(w•,P1)nL2(]t11-1,t.1s+1[XCj) 

i,j=l 

< C ( mBJCi,;llatf - °'i;( t1e, ·)l lco,,(C;) + m8JCi,;l 1a;;( t1e, ·) - a;;( ·)l lc([t11_1,t.1s+il;Co,,(cm) ·IIV 6 -V 6llcLr(w•,P1)nL2(Q))N 
< C( /-i + P)l 1V {1 -V {2 l l cLr(w•,P1)nL2(Q))N, for some € E]e, e[. Therefore, for p small enough, the mapping { ➔ z( {) is a contraction in LT ( Wl+e,p1) n L2 ( H1).  Since the solution z of the equation 

for all </> E C1 ( Q) such that </,( T) = 0, is unique in L2 ( H1) and is equal to Yale, this fixed point is Yale• From the equality y = Ef:1 E�=tY,1c, it follows that y belongs to L.,. ( Wl+e,11i ). 
Paso 9. If p = Pi the proof is complete. Otherwise, we set P2 = %!;1 if p1 < N, and P2 = p if P1 > N. We repeat Step 2. We want to prove that the mapping { 1-t z( {) admits a fixed 
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point in LT(Wl+e,p:i) n L2(H1) . Due to Lemma 2.2.6, if e E LT(Wl+£.P2) n L2(H1) , then 
E!1(atJ - ai;)Bz,{ belongs to L.,.(WtiP2) n L2(Q) for all 1 :::; j :::;  N. Since y belongs to Lr(Wl+e,1,11 ) , "Pie EZ=l Uri;8:z:iY8z/P, belongs to L.,.(WtiP1) n L2(Q), and due to Sobolev inequalities, 'r/J1c E!1 °'i;Y8:z:,'P, belongs to L.,.(we,1,12) n L2(Q) for 1 :::; j :::; N. As before 'r/J1ccp,j belongs to L'�1 (L1c1 (f2)), 'r/J1erp,g belongs to £a-:i (D'1 (r)), and cp,y� belongs to L00(Q). From Propositions 2.2.2, 2.2.3 and 2.2.5,it follows that z({) belongs to LT(Wl+£,p2) n L2(H1) for all e E L.,.(w1+•tP2) n L2(H1 ) .  We conclude by proving that the mapping { i--+ z({) is a contraction in L.,.(Wl+•.P2) n L2(H1) for the same p as in step 2, and that y belongs to L.,.(Wl+eJJ2). Repeating this argument a finite number of times, we finally prove that y belongs to L.,.(Wl+e,11) and that 

I IYI ILT(w1+•.p> s cc11/11L,l{L"l (n» + llnllL"l (La-1crn)-

obseroe that the first iteration of Step 2 ( with p1} is different from the second one. Indee.d, for the first iteration we only know that "Pie EZ=i Uri;8:z:,Y8:z:J 'P, belongs to L2(Q), and we 
use Proposition 2.2.4, For the second iteration of Step 2, we know that "Pie E�=l ai;8z,YOz;'Ps 
belongs to L.,.(Wt.Pi) n L2(Q), and we use Proposition 2.2.5. 

Step 4. If the boundary r is of class c1,t, by making a change of variable in the variational formulation of equation (2.2.18), the equation can be reduced to an equation similar to (2.2.18)but with a regular boundary. Due to steps 1-3, the corresponding solution belongs to L.,.(Wl+e,11). By making the reverse change of variable, we can prove that the solution to equation (2.2.18) satisfies ( 2.2.19). □ 
Suppose now that the regularity assumptions on r and the coefficients are replaced by • The boundary r is of class C1 . • The coefficients ai; belong to C(Q) and satisfy 

N mll{l l2 
:::; L Oi;(x, t)eiej < Ml l {l l 2 for all e E ]RN and all (x. t) E Q 

i,j=l for some m, M > 0. In this case, we can adapt the proof of Proposition 2.2. 7 to establish the following result. 
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Proposition 2.2.8 Let a be in Lk1 (L1c1 (0)), b be in LiT1 (D

71 (r)), j be in Lk1 (Lk1 (0)) 
and g be in D71 (L01 (I')) .  Then the solution y in L2(H1) nC( [0, T]; £2(0)) to the equation 

satisfies the estimate 

: + Ay + ay J in Q, 
8y + J.,,, 

A � (2 2 24) 8nA 
"El - g on L,' • • 

y(•, O) - 0 in 0, 

(2.2.25) 

where C only depends on 0, T, A and an upper bound for l lal lL,1 {L"i (n)) + l lbl lL"1 (Lo-1 (r)) . Proposition 2.2.9 Let a be in Lk1 (Lk1 (0)), b be in Lu1 (Lu1 (r)), j be in Lk1 (Lk1 (0)) , g be in D11 (Lu1 (r)) and ( be in L'l'(W1JJ). Then the solution y to the equation 

satisfies the estimate 

: + Ay +  ay /( in Q, 
8Y + by _ g( on E, (2.2.26) 

8nA 
y(•, O) - 0 in 0, 

(2.2.27) 

where C only depends on 0, T, A and an upper bound for l la1 iL;;1 (L"i (n)) + l lbl lL"1 (La-1 (r))· 

Proof. For simplicity we only treat the case where k1 :5 p, k1 :5 r, o-1 :5 p, and 
u1 < r. The other cases can be treated in a similar way. Notice that }( belongs to L1(Lk) with i = -f; + ¼ and ½ = 11 

+ �-;,P if p < N, every 
k < k1 if p = N, and k = k1 if p > N. Due to condition (2.2.14) satisfied by k1 and k1, we can verify that 

N 1 N 1 1 - + -=- < - + - + -. 
2k k 2p r 2 We can also verify that g( belongs to Lu(Lu(r)) with ¼= J

1 
+ ¼ and ¼ = ;

1 + ,%:[jP if p < N, every u < u1 if p = N, and u = u1 if p > N. Due to condition (2.2.15) satisfied by 0-1 and 0-1, we can verify that 
N - 1 1 N 1 

2,T" + -=- < - + -. 
u O' 2p T 
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Therefore, if a = 0 and b = 0 we can prove that y belongs to Lr(W1.,.,), and that the estimate ( 2.2.27) is satisfied. For a in L'1 (Lk1 ) and b in L'h (Lcr1 ), (2.2.27) can be proved 
by a fixed point argument as in the end of the proof of Proposition 2.2.10. □ 
To deal with the adjoint state equation for control problems governed by parabolic equations, it is necessary to give it a sense. Consider the following equation. 

-
8cp + A*cp - div ff in _Q, 8t 8

r.p ... ... on E, (2.2.28) 
8nA• 

- _,,, .  n 
cp(·, T) - 0 inn, where ii is the outward unit normal to r, and ij is supposed to be regular. (As usual A* denotes the formal adjoint of A.) By definition, a function cp E £1 (W1•1) is a solution to (2.2.28) if, and only if, 

(2.2.29) 
for ally E C1 (Q) such that y(O) = 0. The variational equation (2.2.29) is still meaningful if ff belongs to Lr(Q) for some r > 1, even if the normal trace ij • n is not defined. For simplicity, we still continue to write the variational equation (2.2.29) in the form (2.2.28), even if the writing ij · n may be abusive when ij is not regular. In the rest of the section k2 , k2, if 2 , u2 and II are constants satisfying N 1 N - 1  1 1 2k + -=-- <_ 1, -- + - < -, and 11 > 2 

2 k2 2u2 a-2 - 2 - (2.2.30) 
where kf ( resp. kt, u{, an is the conjugate exponent of k1 ( resp. k1 , 0"1 , &1) ,  We also suppose thatk1 , ki, a-1 , and u1 satisfy the following additional conditions 

k > Np' and > (N - l)p' 'f -'  < N 1 - Np' - N + p u1 - (N '- l)p' - N + p 1 P • 

Proposition 2.2.10 Let a be in L'1 (Lk1 (n)), b be in Dh(Lcr1 (r)), F be in £k:i(£k:i(n)), ij be in (Lr' (IJ''))N, G be in L�(Lcr:i(r)) and L be in D'(n). Then there exists a unique 
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r.p e v·' (W1.P') + L2(H1) satisfying the equation -or.p 

+ A*cp + ar.p - F + div ii in Q, 
at 8 _:t_ + br.p G - ii. n on E, 

onA• 

and the following estimate hold8 

r.p(· , T) - L in n, 

(2.2.31) 

ll 'PIIL.-'(w1,,.,)+L2(Hl) 5 C( l l 11l l cL.-'(LP'))N + IIFIIL,2(L•2 (n)) + I IGIIL.t2(L--11(r)) + IILIIL"(n)), 
where C depends only on n, T, A and an upper bound for llal l L,1 (L•i cnn + l lbl l L"1 (L .. 1 (r)) • 

Moreover, if y is the solution to equation (2.2.18), the following Green formula is 
satisfied 

1 cp (: + Ay + ay) dx dt + l 'P ( 8�A 
+ by) ds dt = 

l F'ydx dt -i ff· Vy dx dt + J. Gy "8 dt + lo ½(T) dx. 

Proof. We first consider the case where .F = 0, i., = 0, and G = 0. 

(2.2.32) 

If a = 0 and b = 0, and if the coefficients of the operator A are regular and independent of time, the existence of cp E LT' (W1#) satisfying (2.2.31) can be obtained using duality techniques, interpolation and maximal regularity results as in Vespri [89, Theorem 3.3] and references therein. The passage from regular to continuous coefficients (also depending on time) for A may be performed by localization and a fixed point theorem as in (89, Theorem 3.1]. The case a � 0 and b � 0 may be deduced from the previous one by using a fixe� point argument. Indeed, observe that if e E L'"' (W1.P') then { E LT' (u·) , {11: E LT' (Il(r)), where p'* = p' N/(N-p') and f) = ((N-l)p')/(N-p') if p' < N, p* and f) are any real in 
(1, +oo) if rl � N. Since a E L'�1 (Lk1 (n)), b E L'71 (D11 (r)), we verify that ae E Lr(Lr) and �IE E L•(L'(r)), where 1/f = l/k1 + 1/'r', 1/r = 1/k1 + 1/p'., 1/s = 1/ii1 + 1/r' and 1/s = 1/c,1 + 1/f). Using (2.2.14) and (2.2.15), it follows that N 1 N 1 1 N - 1  1 N 1 

2r + f < 2p' + r' + 2 and 2s + "i < 2p' + r · Suppose that l/k1 � 1/p' - 1/p'• and 1/c,1 > 1/p' - 1/ f). In this case, the mapping that associates the solution 'Pe of the equation 
-a:e + A•tpe . div 77- ae in Q, :::. = -ff· n - he on E, 'Pe(·, T) = 0 in n, 
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with { is affine continuous from v·' {W1JJ') into itself. Using-this property, we can prove that { ➔ 'Pe is a contraction in L.,.1 (0, t; W1JJ') for t small enough. The estimate in 
Lr ( W1iP') may next be deduced by a standard technique. If I/k1 < I/ti - 1/p'* or 1/u1 < I/p' - 1/ {J, the above fixed point method may be performed by replacing k1 by min(k1, (I/ti - l/tl•)-1) ,  and a1 by min(a1, (1/tl - I/{J)-1) .  Consider the case where F, L, and G are different from zero. The equation 8cp A 8cp � A - at + A*cp + acp =F in Q, O'nA• + bcp = G on r:, cp( •, T) = L inn, 
admits a unique solution </) satisfying 
(see (64]). The Green formula is true for regular functions y, and it follows from a denseness argument. D 





Chapter 3 

Study of the state equations 

In this chapter we will study the non linear equations that relate the control and the state in the control problems studied in the second part of the thesis.Results on existence and uniqueness of the solutions are established, and also the continuous dependence of them with respect to the control. Under extra assumptions we prove first and second order differentiability of the solution with respect to the control. Finally we make a Taylor expansion of the state with respect to diffuse perturbations of the control. This is needed when the set of controls is not convex In this case it is not necessary to suppose differentiability conditions with respect to the control. In this chapter, unless we specifically state another thing, n will denote an open bounded and conected subset of JRN, whose boundary r is of class 01. 

3.1 Elliptic equations 

Let A an elliptic operator of continuous coefficients of the form (2.1.1) ( page 23), p > N, ao E .LPl2(0), f a  function / :  n x R.2 -----+ JR and g: r ➔ R, g E .v-1 (r). Let us consider Uad = {u : 0 ➔ JR : u(x) E Kn(x) a.e. x E 0} , where Kn is a measurable multimapping with non empty and closed image in 1'( JR). 
65 
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Theorem 3.1.1 Let us suppose that f : n x (JR x JR) ---+ JR is Caratheodory function, 
decreasing monotone in the second variable and such that 

EO - for all M � 0 there exists a function "PM E .Vl2(n) such that lf(z, t, u(x)I :5 "PM (x) 
for a.e. x En, for all ltl < M and for all u E Uaa, 

Then, for all u E Uad there exists a unique variational solution Yu E W1"'(0) of the 
problem 

and a constant Cu .. d such that 

in n 

on r. 
(3.1.1) 

Moreover, if {u;}�1 C Uad and u;(x) ➔ u(x) a.e. x E n with u E Uad, then YuJ ➔ Yu 
in W1.P(0). 

Proof Let us take u E Uad• First we will suppose that there exists ¢ E £Pl2(0) such that lf(x, y, u(x))I :5 ¢(x) for all y E JR and almost all X E n. Let us show first that there exists a solution. Let us define F :  L2(0) ➔ L2(0) such that F(z) = y if and only if 
{ Ay + aoy -BnAY J(x, z, u) 0 in n on r. 

Since p > N, there exists a solution Yz = F(z) E H1 (0) and IIF(z) IIHWl) :5 cJ]¢1iLP,2(n) · From the compact inclusion HJ(O) c L2(0) we have that F is a compact operator from L2(0) into L2(0), and due to Schauder's fixed point theorem, there exists a solution y E HJ{n) of (3.1.1). Uniqueness follows from the monotonicity of f in the second variable. Let us see that the solution is bounded. Let us talce k > 0. We define 
y - k  if y > k  Yk = 0 if -k < y :5 k y + k if y < -k. 
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We have that Y1c E H1(0) for it is the composition of a function in H1(0) -with a Lipschitz function. Moreover Y1c has the same sign than y. Using all this and that where Y1c =I- 0, we have that the partial derivatives of Y1c coincide with those of y, and that 
In U.OYlcY1c d x  :$ In aoYY1u we have that ml 1Y1cl l �1cn) :$ a(y1c, Y1c) < a(y, Y1c) < a(y, Y1c) -i (J(x, y, u(x)) - f(x, 0, u(x))Y1c d x  

= i J( x, 0, u( x))Y1c d x  :$ 11/( x, 0, u( x))III,P/2(n) IIY1cl l 1,P1Cri-2>cn), where a( •, •) is the bilinear form associated to the operator and is defined in ( 2.1.i0) ( page 27). Using the continuous inclusion of W1.P' (0) in y/CJ'-2) (0) we have that ml lY1cl l �1(n) :$ CIIY1cl lw1,p' (n)· Now we follow with the normal procedure. Set A1c = {x E n :  jy( x)I > k} On the right hand we have 
then 
And on the left hand 

IIY1cl l H1(n) � IIY1cl l L&{n) = IIY1cl l L&(Ar,) Take now h > k. In Ah, we have that IY1cl > h - k, and moreover IIY1cl l  -2lL > 
LN=2'(A1c) IIY11:IIL&(A,.)- Since 

we have 
or what is the same: 
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Now we may apply the Lemma of Kinderlehrer-Stampacchia, taking into account that 2N/(N-2) > 0 and that the conditions imposed on p imply that {2-r/)N/( p'( N-2)) > 1, and we have that !AA:] = 0 for all k > d ,  with d a constant that only depends on n, N, p, and 1 1/( x, O, u( x))ll v12(n)· Then y E L00 (0) and 

IIYIIL00(n) :5 d. The regularity W1sP( O) of y follows immediately from Theorem 2.1.3 and the inclusion £Pl2 (0) C (W1.P' ( O)) '. Let us suppose now that there does not exist necessarily a function 1/J that bounds / independently of y, but that EO holds. In that case we may define 
J;(x, y, u(x)) = 

f(x, j, u(x)) if y > j  f( x,y, u( x)) if -j < y :5 j 
f(x, -j, u(x)) if y < -j. We have that /; is decreasing monotone in the second variable and that 1/( x, y, u(x) I :5 1/J;( x) for almost all x E n with 1/J; E £Pl2 (0). Therefore, there exists a unique Y; E W1 .P( O) such that 

{ Ay; + aoy; = !;( x,y;, u) inn 
811AYj = g On r. Moreover, IIY;IILoo(n) < d for all j. Thus, for j > d, J;( x, Y;, u( x)) = J( x, Y;, u( x)) and we have that Y; is the solution of ( 3.1.1). From the monotonicity of f respect to y we deduce the uniqueness of the solution Yu of ( 3.1.1) in W1•P(O), which implies Yu = Y; for all j > d. From Theorem 2.1.3 and the inclusion £Pl2 (0) c (W1iP' (0) ) ', we get, for M � 

IIYullL00(n) 

IIYul lw1,P(n) :5 Cl l 'i/JM l lvt2(n) · But as we have seen before, the norm in DX> ( O) of Yu is bounded by a constant which only depends on n, N, p, and 11/( x, 0, u( x))l l v12cn) · Hence, we can find an M big enough and such that if we denote Cu.,,J = Cll1/JM ll v12cn) , we have that 
IIYullw1.,,(n) :5 Cua.d " Let us take now u;(x) ➔ u( x) a.e. x E n. From the previous bound condition, we have that there exists y E W1iP( O) such that Yu; � y weakly in W1tP( O),and therefore Yu; ➔ y uniformly. Thus, using EO and the dominated convergence theorem, 
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J(x,yu1 , u3) -+ J(x,y, u) in I,P/2(0) and, when we pass to the limit in the equation, necessarily y = Yu · Subtracting the equations that satisfy Yu; and Yu and applying Theorem 2.1.1, it follows immediately that Yu; -+ Yu in W1.P{O). □ 
Theorem 3.1.2 Suppose that El - f :  n x lR2 -+ lR is of class 01 respect to the second and third variables, f(· , O, 0) E Vl2(n), for all M > 0 there exist a constant CM > 0 and a function VJM e vt2(n) 

such that 
1 :� (x, t, s) I < CM and , :� (x, t, s) I  � VJM(x) 

if lt l, i s l � M for a.e. x E n, and 

for. all ( t, s) E lR2 and a. e. x E n. 

of 

oy (x, t, s) � 0 

Then, for all u E L00(0) there exists a unique solution of the state equation 

{ Ayu + aoYu = f (x, Yu, u) in n 011AYu = g on r. 
(3.1.2) 

and the mapping G : L00(0) -+ W1.P(fl) that relates the control to the state, given by 
G(u) = Yu, is of class 01 . If u, h E L00(n) Yu = G(u) and zh = G'(u)h, then zh is the 
solution of { of of Az + aoz = 8y (x, Yu, u)z + ou (x, Yu, u)h 

011AZ = Q 

in n 

on r. 
(3.1.3) 

Proof. Observe that the assumptions in this theorem are enough to deduce for every u E L00(fl) existence and uniqueness of a solution in W1.P(fl), Yu satisfying (3.1.1), just applying Theorem 3.1.1. Therefore, the mapping G is well defined. To check that G is 
of class 01 , we take 

with the norm 
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let us define now the function F : V(A) x L00 ( Sl) -+ IJ'l2 ( Sl) x v-1 (r), F(y, u) = (Ay + a0y - f(x,y, u), 8,..Ay - g). The .assumptions on f imply that F is of class 01 . Moreover 8:; (y, u)z = (Az + a0z - � (x, y, u)z, 8nAz) ia. an isomorphism from V(A) into J7l2(Sl) x v-1(r) due to Theorem 2.1.2. Taking into account that F(y, u) = 0 if and only if y = G(u), we can apply the implicit function theorem (see for instance [15] or Zeidler [93]) to deduce that G is of class 01 and satisfies that 

F(G(u), u) = 0. From this equality, derivating, ( 3.1.3) is deduced. □ 
Theorem 3.1.3 Suppose that the assumptions in cond ition El of the previo'UB theorem hold and that E2 - f is of class 02 respect to the second and third variables and for all M > 0 there exists 1PM E .Vl2( Sl) such that 

l �� (x, t, s) I  + 1 ::y(x, t, s) I + l �(x, t, s) I S VJM(x) if ltl, Is l  S M for a.e. x E n. Then the mapping G is of class 02, and if we take h1 , l"2 E L00 ( Sl), z, = G'(u)h, and 
z12 = G"(u)[h1 , h2], we have 

in n 

on r. ( 3.1.4) Proof. Notice that the assumptions of this theorem are enough to deduce for every u E L00 (n) existence and uniqueness of sol11:tion in W1.P( fl) of Yu satisfying ( 3.1.1), just applying Theorem 3.1.1. Therefore, the mapping G is well defined. Let us introduce again the space V(A) and the mapping F just like in the proof of Theorem 3.1.2. The 
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properties of the derivatives of f imply that F is_ of class 02 • Moreover, :: (y, u) is again an isomorphism from V(A) into Vl2(n) x v-1(r). Taking into account that F(y, u) = 0 if and only if y = G(u), again we can apply the implicit function theorem to deduce that G is of class 02 and that satisfies that 

F(G(u), u) = 0. From this equality, derivating twice, (3.1.4) is deduced. D 
3.2 Parabolic equations 

Set T, Q, E y A, p, r, k1 , k1, a1 , &1 as in Section 2.2, with the coefficients of the operator A of class C([0, T]; C(O)). Let us take f, g, y0 functions, f : Q x JR ----? 1i, g :  E x JR x JR ----?  JR y Yo : n ----? 1i, y0 e D'°(f2) n W1JJ(f2). We are going to study the parabolic equation By +Ay - f( t ) x, ,Y at 8y 
8nA· 

- g(s , t, y, v) 

in Q, on E, 
y(·, 0) - Yo in 0. For every v we will denote by Yv the solution of the equation (3.2.1). Suppose that 

(3.2.1) 

Pl - For ally E JR, /(·, •, y) is measurable in Q. For almost all (x, t) E Q, /(x, t, •) is of class 01 in R. The following inequalities are satisfied: 
lf(x, t, O) I < M1 (x, t), 

where 00 e JR, 'f'/ is a decreasing function from JR+ into JR+ , and M1 e Lii1 ( Lk1 ( n)) . For all y, v E 1i, g(•, ·, y, v) is measurable on E. For all v E JR and almost all 
(s, t) E E, g(s, t, •, v) is of class 01 in Ill For almost all (s, t) E E, g(s, t, •) and g� ( s, t, ·) are continuous in 1R2 • The following inequalities hold: 

lg(s, t, O, v) I < N1 (s, t) + lv l , 
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Then we have 
Theorem 3.2.1 For every v E L00{E) there exists a unique Yv E LT(W1iP) n Gb(Q\O x 
{O}) solution of {3.2.1). Moreover, the mapping <I>, given by <I>(v) = Yv is continuous 
from La(E) into LT(W1.P) n Gb(Q \ 0 x {O}) for any N + 1 < ct <  oo. Proof. Taking into account Proposition 2.2.8, the proof may be performed as in Casas, Raymond and Zidani [35], or Raymond and Zidani [78, 79]. □ Giving enough differentiability assumptions on the functions involved, we can assure that <I> is differentiable. 
Theorem 3.2.2 Suppose that Pl holds and 

P2 - For a.e. (s, t) E E, g(s, t, •) is of class C1 and the following inequality holds. 

(3.2.2) 
Then the mapping <I> : L00 (:E) ➔ LT(W1"'(0)), given by <I>(v) = Yv is of class C1. 

Moreover, if v, h E £00 (:E), Yu = <I>(v) y zh = <I>'(v)h, then Zn is the solution of 8zh 8/ 
1 fJt + Azh - f)y (x, t, Yv)zh in Q, 

:: : (s, t, Yv, v)zh + : (s, t, Yv, v)h on E, (3.2.3) 
zh(· , 0) - 0 in 0. Proof. From the previous theorem, we have that the mapping is well defined an is continuous. We are going to act as in the elliptic case to see that it is of class C1• For that purpose set 

V(A) = { y E £'1'{W1iP) :  8tY + Ay E L.i:1 (Lk1 (0)), 8nAY E L01 (£Cr1 (r)), y(O) E £00(0)} . The mapping F :  V(A) X £00(:E) -t L'1 (Lk1 (0)) X L'h (LO'l (r)) X L00(0) F(y, v) = (Bty + Ay - /(·, y), OnAY - g(•, y, v), y(O) - Yo) is of class C1• Moreover, 
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is an isomorphism from V(A) into Lk1 (Lk1 (0)) x D11 (Lu1 (r)) x L00(n). (This follows immediately from Proposition 2.2.8 and the discussion about the exponents in the proof of Proposition 2.2.9). Since F(y, v) = 0 if and only if y = �(v), we have that F(�(v), v) = 0. Applying the implicit function theorem, we obtain that � is of class 01 and derivating, we get the expression (3.2.3). □ If we also make the following extra assumptions on the regularity of f and g, we can prove that the mapping that relates the state and the control is of class 02• P3 - For a.e. (x, t) E Q, f(x, t, •) is of class 02 and the following inequality holds. 

l
a21 

. I 8y2 (x, t, y) $ M1 (x, t)1J( lyl ). (3.2.4) For a.e. (s, t) E E, g(s, t, •) is of class 02 and the following inequality holds 
1 8

2
g I 1 a2

g I 1 8
2
g I 002 (s, t,y, v) + oy2 (s, t,y, v) + ov8y(s,t,y, v) < (N1 (s, t)+ l vl )1J( lyl ), (3.2.5) 

Under these assumptions, we can prove that the mapping that relates the control and the state is of class 02• 

Theorem 3.2.3 Suppose that Pl, P2 and PS hold . Then the mapping 4> : L00(E) ➔ L7(W1iP(O)) is of class 02. Moreover, if we take h1, h2 E L00(E), Zi = G'(v)hi y z12 = G"(v)[h1, h2 ], we get OZ12 8/ a2J lit + Az12 - 8y (x, t, Y11)z12 + 8y2 (x, t, Yu)z1z2 in Q, 

on E, inn. {3.2.6) 
Proof. Define V(A) and F(y, v) as in the proof of the previous theorem. Now assumption P3 allows us assure that F is of class 02 • Since %(Y, v) is an isomorphism, the implicit function theorem lets us assure that � is of class 02• Derivating twice, we obtain expression (3.2.6). □ 
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3.3 Sensitivity of the state with respect to diffuse 

perturbations of the control 

To establish Pontryagin's principle for the problems of page 16, we must state another kind of Taylor expansion, based on diffuse perturbations of the control. Now it is not necessary to suppose differentiability of the involved functions with respect to the control, and we only suppose that they are C1 with respect to the state. 
3.3.1 Elliptic case Let A be the elliptic operator introduced in Section 3.1, p > N, a0 E V/2(0), / a function / :  S1 X R.2 ---+ R. and g :  r ➔ lR, g E v-1 (r). Let us start with the following lemma. 
Lemma 3.3.1 For all p E (0, 1), there exists a sequence of measurable sets E; c n such that 
and lim !XE• = 1 weakly* in £00(0), 

k:-+O p P 
(3.3.1) where XE; i.s the characteristic function of the set E!. 

Proof. There exist two different proofs of this important lemma in the literature. 
A constructive one, due to Casas [22] and one by Raymond and Zidani [78] which uses Liapunov's convexity Theorem. □ Let us take Uod = {u : S1 ➔ lR :  u(x) E Kn(x) a.e. x E 0} , where Kn is a measurable multimapping with non empty and closed values in 'P( lR). 
Theorem 3.3.2 Suppose that EO (page 66) holds and that ES - f : n x lR x Ii ➔ R. is C1 respect to y, continuous respect to u and measurable respect to x, for all M > 0 there exists CM > 0 such that 
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if ltl :5 M for all u E uad and a.e. X E  n, and 

of 

8y 
(x, t, u(x)) :5 0 

for all t E JR, all u E Uad and a.e. X E  n. 

Then for all p E (0, 1) and all ui ,  u2 E Ua.d there exists a measurable set Ep c n such 
that 

and 

where 

and 

in n \  Ep 

in Ep, 
Yl = Yu1 ,  

Az + aoz = oy (x, Yi, u1)z + f (x, Yi, u2) - f (x, Yi, u1) 

{ 
8/ 

On.AZ = 0 

Proof Set (E!)k as in Lemma 3.3.1 and set 

and 

Ylc = y 1o p u,. 

We have the following equation 

where 
{ Ae! + aoe; + a!e:. = 1: + h! 

OnAe; = Q 

inn on r, 

in n 

on r. 

(3.3.2) 
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__;;_ __________________ _ 

and 1: = (11 
� (x, Yi + 0(y! - Y1) , u!) d(J - � (x, Y1, u1)) z 

h! = ( 1 - txE:) (f (x, Yi, u1) - I (x, Yi, u2)) . We may write e; = {!•1 + {f2
, where 

{ A{'•' + a e•·· + •'{"•' 
p O p p p 

a e1c,i 
flA p and { A{'•' + a {',2 + a'{',2 

p O p p p 

a. e1c,2 
flA p Due to Theorem 2.1.3 

We will denote (; the solution of 

-
-

-
-

{ A(; + ao(; + a(: - h! 
8nA,: - Q where 
8/ 

a = - 8y (x, Y1, u1). 

1: 
0 

hie 
p 

0 

inn on r, 

inn on r. 

inn on r, 

The operator 7 that relates (, the solution in W1sP(n) of 
{ A( + ao( + a( = h in n 8n.A( = 0 On r, 

{3.3.3) 

with h is continuous from (W1JI (n))' into W1.P(n) (regularity Theorem 2.1.3). Since the injection from £00 (n) into (W1.P' (n) )' is compact, 7 can be considered a compact operator from £00 (0) into W1.P(n). From {3.3.1) it follows that lim h! = 0 weakly in IJ'l2(n), 
k➔oo and hence 
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So for all p E (0, l) there exists k(p) such that 

Notice that 

77 

(3.3.4) 

and, for Theorem 3.1.1 and the continuous injection from W1tP(Q) into C(n), we have that 
Therefore 
and 
Obviously 

lim ylc(p) = Yl in C(n). 
p➔D p 

{ A({!(P),2 - (:(Pl) + ao({!(p),2 - (!(P)) + a;(P) (e:(p),2 - (!(P)) -8nA (e;
(p),

2 
- ,:(p)) -

and 
If we write 

(a - a;<P))(!(P) 0 

� 1 1e:(p),l l lw1,1>(n) + 11e;(p) ,2 
- ,:(p) l lw1,.P('1) + 1 1,:(p) l lw1,.P(n) , taking into account (3.3.3), (3.3.5), (3.3.4), (3.3.6) and (3.3. 7), we have that 

Let us take hence Ep = E!(P) We have that rp = p(,;<Pl and (3.3.2) holds. □ 

(3.3.5) 
(3.3.6) 

in n on r, 
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3.3.2 Parabolic case Let us suppose T, Q, E y A, p, r, k1 , k1, 0-1 , o-1 as in Section 2.2. We will suppose some adttional regularity for the problem introduced in Section 3.2- We will suppose that the boundary r is of class C1H' and the coefficients of the operator A are of class 
C{[O, 71; c0,t( fi)), for some O < € < 1. Set f, g, y0 functions, f : Q x JR -+ JR, g : E x JR x JR -+ IR y Yo : 0 -+ JR, Yo E Loc, ( 0) n W1"'( 0). Due to the regularity and continuity results, we are now ready to establish Taylor expansions for the state. For a proof of the following lemmas see for instance [22] or [78]. 
Lemma 3.3.3 For p E (0, 1)1 there exists a sequence of measurable sets E; C E su�h 
that 

lim !XE• = 1 weakly-* in Loc, ( E), 
/i:➔oc, p p 

where XE; is that characteristic function of the set E!. 
(3.3.8) 

Remark 3.3.1 Now1 with IE!I we denote the Lebesgue measure on E1 and not on JRN x R.1 because all the measures would be zero if not Set 
Vad = {v E L00(E) : v( s, t) E KE ( s, t) for a.e. ( s, t) E E} ,  where KE is a measurable multimapping with non empty, compact values in P( JR) 

Theorem 3.3.4 Suppose P1 holds. Then for all p E ( 0, 1), and all vi, V2 E Vad, there 
exists a measurable set Ep C E  such that 

and 
(3.3.9) 

where 
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and 8z 

f;(x, t, Y1)z in Q, - +Az -8t oz g�(s, t, Y1, v1)z + g(s, t, Y1, v2) - g(s, t, Yi, v1) on .E, 8nA 
-

z(•, 0) - 0 in O X  {0}. Proof. Let us prove (3.3.9). Take a sequence (E;)1c as in Lemma 3.3.3. Define 
v!(s, t) = { vi -�n E.E 

k\ 

E; , Y! = Yv: and e; = 
y; -:- Yi - z. 

V2 lll p p 

The function e; satisfies equation 

with 

and 

ae: + Aek + a"ek 8t P P P  
a�; + b1ce1c 8nA P P  

e;(•, o) 

-
-

1; gk + hie 
p p 

0 

in Q, on .E, 
in n, 

a!(x, t) = -/41 
f;(x, t, (Y1 + O(y! - Y1))) dfJ, 

!; = (-f;(x, t, Y1) - a!)z, 

b!(s, t) = - fo1 g�(s, t, (Y1 + fJ(y! - Y1)), v!) d(J, 
g; = ( -g�(s, t, Y1, v1) b!)z, 

Denote by e;•1 the solution of 
a1;.1c,1 
_P_ + Aek,l + a"ek,l 

at p p p 

aek,1 
_P_ + f}..ek,1 OnA p p  

e;•1(•, 0) 

- 1; in Q, 

g: on E, 
- 0 in n, 
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by !;•2 the solution of 

and by (! the solution of 

ae1c,2 _P_ + Aek,2 + akek,2 
at p p p ae,,.,2 _P_ + lf.elc,2 

DnA P P  e:·2( •, o) 

ac1c 
_P + A(1c + a(k 8t p p ac1c 

_P + b(lc 
8nA P 

(!(·, 0) 

-
-

0 in Q, 
- hk 

p on E, (3.3.10) 

0 inn, 
0 in Q, h1c on E, p 

(3.3.11) 

0 inn, 
where a(x, t) = -f;(x, t, Y1 (x, t)), and b(s, t) = -g�(s, t, Y1 (s, t), vi(s, t)). From (3.3.10) and (3.3.11) it follows that: 

a(e;•�- (;) + A(e;,2 _ c;) + a!(e!•2 _ (!) a(e;,2 - C!) 
+ lf.(e1c,2 - c1c) 

8nA P P P 

(e:·2 - c:H·, o) 

-
--

(a - a:)(; in Q, 
(b - b:)(; on E, 0 inn. 

Due to Propositions 2.2.8 and 2.2.9, e;•1, e;,2 and ,: belong to L7(W1JJ) and the following estimates hold: 
(3.3.13) where the constants 01 and 02 do not depend on k. The operator 7 that relates (, the solution in L7(Wl+•JJ) n W1•7((W1.P')') of 

: +A( + a( 8( + b( DnA 

((·, 0) 
- 0 in Q, 

h on E, (3.3.14) 0 inn, 
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with h, is continuous from £<ii (Ltr1 (r)) into £1'(wl+e,r,) n W1•,.( (W1.P')'). The continuity in L,. (Wl+e,p) follows from Proposition 2.2. 7. With equation (3.3.14) we prove that ( belongs to W1•'7'( (W1tP')'), and the corresponding estimate follows from the estimate in L1'(Wl+e,p), in a similar way as is done at the end of the proof of Theorem 2.2.1. Since the injection from wi+e,p(O) in W1.P(O) is compact, (see Grisvard [59]), then the injection from LT(Wl+e,p) n W1·,.( (W1JJ')') en L,.(W1.P) is compact (see Simon, [83, Corollary 
4]). So T can be considered a compact operator from D'1 (Lrr1 (r)) into L1'(W1"'). From 
{3.3.8) it follows that lim hie = O weakly in £<Fl (£Cll (r)), 

k➔oo p and hence 
So for every p E (0, 1), there exists k(p) such that 
Notice that lim v!(p) = v1 in IP(E) for any a < oo. 

p--+O Therefore, due to Theorem 3.2.1, we have that 
Relation (3.3.16) implies that 
and 

� ,:(p) = 0 in L11 (Llc1 (n)), �g:(p) = 0 in D'ii (Ltr1 (r)), 

With (3.3.12), (3.3.13), (3.3.15), (3.3.17) y (3.3.18), we obtain 
lim l l {!(p) IIL'"(W1,ii) = 0. 
p-+O 

(3:3.15) 

(3.3.16) 
(3.3.17) 
(3.3.18) 

(3.3.19) 
Set Ep = E:(P) _ We have that rp = JJe!(Pl. Then (3.3.9) follows from (3.3.19). □ 





Part II 

Optimality Conditions 

83 

... 
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This part of the thesis, which is its kernel, is devoted to the study of first and second order optimality conditions for the treated control problems. For first order conditions, two main ways exist. Deduce an Euler-Lagrange equation in case the set of controls is convex or to show that Pontryagin's Principle holds in case it is not convex. Euler-Lagrange conditions will be deduced from general results for abstract optimization problems. Nevertheless Pontryagin's Principle requires an study more adapted to control problems. In this case the key is in doing an adequate Taylor expansion for the state, as it was done in Chapter 3, and for the functional, based in appropriate perturbations of the control. In our case we use diffuse perturbations. We will also study in this part second order conditions for problems with a finite number of state constraints and a convex set of admissible controls First we will apply results for abstract optimization problems. In this case we just have to see that under the assumptions imposed, our control problems verify the conditions in the abstract theorems. The assumptions to be verified for a result on necessary conditions are not specially difficult. It is when we deduce sufficient conditions when the proof becomes more complicated. The abstract results are due to Casas and Troltzsch [36]. In that paper it is also explained how to apply it to various control problems and the difficulties that appear. They remark that the regularity of the adjoint state becomes sometimes the main difficulty to deduce sufficient conditions. We must give strong enough regularity conditions on the derivatives of the func�ions in the objective and the restrictions to obtain a regular enough adjoint state. Finally, we establish second order conditions that involve the Hamiltonian. 





Chapter 4 

Functionals involved in the control 

problems 

In this chapter we study the functionals involved in the control problems. We establish, under adequate assumptions, properties of continuity and differentiability. The goal is to satisfy the assumptions of a theorem about optimality conditions for genera.I optimization problems. For problems with a non convex set of admissible controls, we establish a Taylor expansion of the functional with respect to diffuse perturbations of the control. The purpose in this case is to establish optimality conditions in the form of Pontryagin's principle. 
4.1 Differentiability properties 

4.1.1 Elliptic case 

We will suppose again that n is of class C1
, r its boundary, A an elliptic operator with continuous coefficients of the form (2.1.1) (page 23), p > N, a0 E £Pl2(0), / a function / :  0 X 1R2 ---+ JR and g : I' ➔  JR, g E v-1 (r). 

Theorem 4.1.1 Suppose that the assumption on 01 d ifferentiability of f El (page 69} hold s and that L : n x JR x JR ➔ JR is a function 
E4 - measurable in x and of class C1 in the second and third variables and that for all 

87 
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M > 0 there exists 'I/JM E L1 (n) such that IL(x, O, 0) I :5 'I/JM(x) for a. e. x E n and 

1 :(x, y,u) I + 1 :(x, y, u) I  :5 'I/JM(x) 

if IYI, lul :5 M for a.e. x E n. 
Then, the functional J : L00(!l) ➔ JR, given by 

J(u) = L L(X, Yu, u)dx 

is of class 01
• Moreover, for all u, h E L00(!l) 

, r 
(
aL af 

) J (u)h = 
ln au (x, Yu, u) + 'Pou au (x, Yu, u) h dx 

( 4.1.1) 
( 4.1.2) 

where Yu = G(u) (G(u) defined as in Theorem 9.1.2) and <,Oou E W1rP' (n) is the unique 
solution of the problem { * 8/ aL 

A <,O + ao<p = 8y 
(x, Yu, u)� + 8y (x, Yu, u) 

OnA• <,0 = Q 

where A• is the adjoint operator of A 

A*<p = - t _i_ (a;i(x) o<p ) . 
. . 1

8x1· OXi 
a..:,= 

in n 

on r, 

Proof. Consider the function F0 : 0( 11) x L00(f2) ➔ JR defined by 
Fo(Y, u) = k L(x, y(x), u(x)) dx. 

{ 4.1.3) 

Due to the assumptions on L it is straight to prove that F0 is of class 01 . Now, applying the chain rule to J(u) = F0(G(u), u) and using Theorem 3.1.2 and the fact that W1•11(f2) c 0( 11) we obtain that J is of class 01 and 
, r 

(
aL aL 

) J (u)h = 
J
n 8y (x, Yu, u)zh + 8u (x, Yu, u)h dx, 

where zh = G'(u)h and is given by ( 3.1.3}. Let us take now <,Oou solution of ( 4.1.3). The assumptions made on the derivatives of f and L and Theorem 2.1.3 assure us that 
'Pou E W1rP'(n). We can therefore apply Green's formula and deduce ( 4.1.2) from the previous equality. □ 
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Theorem 4.1.2 Suppose that the assumptions on the d ifferentiability on f Et (page 69} and E2 {page 70) and on L E4 (page 87} hold . Suppose also that E5 - L is of class C2 in y, u and for all M > 0 there exists ¢M E L1(.0)1 such that 

1 :�(x, y, u) / + 1:U�(x, y, u) I + 1 ::�{x, y, u) [ $ ¢M(x) if IYI, lu l $ M for a.e. x En. Then, the functional J :  L00(.0) ➔ JR is of class C2 and for all u, hi, h2 E L00(.0) J"(u)h1 � = 

({Pf {Pf {}2f 
)] +'Pou 8y2 (x, Yu, u)z1z2 + ayau (x, Yu, u)(z1h2 + z2h1 ) + 8u2 (x, Yu, u)h1h2 d x  ( 4.1.4) where Yu = G(u) (G(u) d efined as in Theorem 9.1.2}, 'Pou E W1"'' (.0) is the unique solution of problem (4.1.3) and Zs = G'(u)hi, i = l, 2. Proof. Consider again the function F0 : 0(0) x L00(.0) ➔ JR defined by 

Fo(Y, u) = L L(x, y(x), u(x)) dx. Due to the assumptions on L it is straight to prove that F0 is of class 02• Now, applying the chain rule to J(u) = F0(G(u), u) and using Theorem 3.1.3 and the fact that W1.,,(!1) c 0(0) we obtain that J is of class 02 and the formula (4.1.4) for the second derivative. D 
Theorem 4.1.3 Suppose that the assumptions on 01 d ifferentiability of f in Et (page 69) hold and that for all l $ j $ n11 + n;, 9; : n x JRN ➔ JR is a function E6 - measurable in x, of class C1 in the variable Tl (TJ d enotes the variable for the grad ient) and there exist a constant C > 0 and a function ¢1 E IJ'1 (f!) such that 

l: (x, 11) I < 01111p-l + ¢1 (x) for a.e. X E  !1. 
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Then for all 1 $ j $ nd + ni, the functional G; : £00(0) ➔ R, given by 

G;(u) = la g;(x, Vyu(x))dx, 

is of class C1 Moreover, for all u, h E £00(0) 

Gj(u)h = la C.O;u:� (x, yu, u)h dx  

where Yu = G(u), 'P;u E W1"'
1 (0) is the unique solution J the problem 

{ A•t,0;u + aoc.o;u = � (x, Yu, u)cp;u - div (: (x, Vyu)) in 0 

8nA• 'Pju = Q On r, 

(4.1.5) 

(4.1.6) 

(4.1.7) 

Proof. It is enough to consider the function of class C1 F'; : W1"'(0) ➔ lR defined by 
F;(Y) = L g3(x, Vy(x)) dx. Taking into account Theorem 3.1.2, we know that Yu E W1"'(0). Moreover, due to assumption E6, 

8g · 
-8 

1 (x, Vyu) E IJ" {O); 
1/i therefore, Theorem 2.1.3 can be used to deduce that <,O;u is well defined and belongs to 

W1,p' (0) . Derivating F';, using the chain rule · and making an integration by parts, we obtain expression ( 4.1.6) for the derivative. □ 

Theorem 4.1.4 Suppose that the assumptions on the differentiability off E1 (page 69) 
and E2 {page 70) and of 9; E6 hold. Suppose also that 

E7 - 9; is of class C2 with respect to 1/ and there exist a constant C > 0 and a function 
'I/J2 E y/CP-2) (0) such that 

l !;; (x, 11) 1 < Cl11IP-2 + ¢2(x) a.e. x e .n. 

Then for all 1 $ j < nd + ni, the functional G; : £00(0) ➔ lR is of class C2. Moreover, 
for all u, h1 , h2 E £00(0) 

GJ(u)h1h2 = L [vT Z2 8;:: (x, Vyu)Vz1 

(a2f a2J a21 )] +c.o;u ay2 (x, Yu, u)z1z2 + ayau (x, Yu, u) (z1h2 + z2h1) + au2 (x, Yu, u)h1h2 dx ( 4.1.8) 
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where Yu = G( u), 'P;u E W1.P' (0) is the uni(J'IJe solution of problem (4.1.7) and Zi = G'( u)hs, i = 1, 2. Proof. The function F; : W1.P( f2) ➔ JR defined by 

F;(y) = L g;( x, Vy( x)) d x  
is of class 02• Derivating with the chain rule, we obtain expression ( 4. 1.8) for the second derivative. Assumption E7 assures us that the second derivative of g; with respect to the gradient of the state belongs to £P/(Jl-2> (n), and assumption El assures us that the gradient of Zi is in .V'( O), and hence the integral is well defined. The second term of the integral must be understood as the duality product in W1.P' (n), because, since .LPl2 (0) c (W1.P' ( O)) ', due to E2 this is well defined. □ 
Remark 4.1.1 Remember that the solution of equation (4.1.7) must be interpreted in the variational sense ( N 

) V'{)ku 81/) 8 J f L a;i( x)-8 . ( x)-8 . ( x) + ao( X)'Pku( x)'I/J( x) d x  = f -a ( x, Yu, u)'Pku( x)'I/J( x) d x  Jn iJ=l x, x, }0 y 

for all ¢ E W1,,,(0). 
4.1.2 Parabolic case Set n, r, T, Q, E and A, P, T, k1 , k1 , 0'1, &1 as in Section 2.2, with the boundary r of class 01 and the coefficients of the operator A of class O( [O, T]; 0( 0)). Set /, g, y0 functions, / : Q x JR ----+ JR, g : E x JR x JR ----+ JR, F : Q x JR ----+ JR, G : E x JR ----+ JR and Yo : n ----+ JR, Yo E £00 (0) n W1,,,(0). Take k2, k2, 0'2, 0'2 and 'V as  in section 2.2. To show that the functional 

J( v) = 1
T L F( x,t,Yv) d x  d t + 1T i G( s,t,Yv, v) d s  d t +  L L(x,y11 ( x,T)) dx 

is of class 01, we will use the following assumption. 
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P4 - for all y ER, F(· ,  •, y) is measurable in Q. For a.e. (x, t) E Q, F(x, t, •) is of class 01 in R. The following estimates hold: 

where M2 E Lii2 (LA:2 (f2)). 

For all y, v E R, G(·, y, v) is measurable in E. for all v E lR and a..e (s, t) E E, 
G(s, t, •, v) is of class 01 en R. For a.e. (s, t) E E, G(s, t, ·) and G�{s, t, ·) are continuous in R.2 • The following estimates hold: 

where N2 E La2 (L0'2 (r)). 
For all y e R, L(·, y) is measurable in n. For a..e. x E n, L(x, ·) is of class 01 in R. The following estimates hold: 

P5 - G(s, t, v, •) is of class 01 en R. The following estimate holds: 

where N2 e L1 (E). 
Theorem 4.1.5 Suppose that the assumptions on f and g, Pl and P!J-and the assump
tions on F, G and L P4 and P5 hold. Then the functional J : L00(E) ➔ lR is of class 01 . Moreover, for all v, h E L00{E) 

where Yv = �(v) is the solution of the equation (3.2.1), cpav E LT' (W1iY) + L2(H1) is the 
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unique solution of the problem 

8F 
8y (x, t, y") in Q, 

8<p 8g 8nA• - 8y (s, t, Yv, v)<p on E, 
8L <p( •, T) = By (x, y(T)) in 0, 

Proof Consider the function F0 : L,.(W1.P(f2)) x L00(E) ➔ 1R defined by 

(4.1.9) 

Fo(Y, v) = la
T i F(x, t, y) d x  dt + 1

T k G(s, t, y, v) ds dt + i L(x, y(x, T)) d x  
Due to the assumptions on F, G and L it is straight to prove that F0 is of class C1

• Now, applying the chain rule to J(v) = F0('1>(v), v) and using Theorem 3.2.2 we have that J is of class C1 and 
J'(v)h = 1T i a;; (x, t, y)zh d x  dt + 1T L �� (s, t, y, v)zh ds dt+ 

IT I 8G I 8L Jo Jr 8v (s, t, y, v)h ds dt + Jn {)y (x, y(x, T))zh(T) dx where zh = 4.>'(v)h and is given by {3.2.3). Let us take now ({)OTJ solution of (4.1.9). The assumptions made on the derivatives of /, g, F, G and L and Proposition 2.2.10 assure us that ({)ou E L.,., (W1sP' (0)) + L2(H1) and that we can apply Green's formula to deduce the expression for the derivative from the previous inequality. □ To get a twice differentiable functional, we will suppose that P6 - F(x, t, y) is of class 02 en y and there exists 'tj;1 E L1 (Q) such that 
for a.e. (x, t) E Q. 
G(s, t, y, v) is of class C2 in y and in v and there exists 'tj;2 E L1(E) such that 
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for a.e. (s, t) E r:. 

L(x, y) is of class 02 in y and there exists 1/)3 E L1(0) such that 
j � (x, y) I ::; t/Ja(x)11(lyl) for a.e. X E 0. 

Theorem 4.1.6 Suppose that P1-P6 hold. Then, the functional J : L00 (E) ➔ JR is of 
class 02 • Moreover for all v, h1 , h2 E L00(E) 

J11(v)h1h2 = 

f ({PG 82G £PG 
) 

= }r; Bt/2 (s, t, Yv, v)z1z2 + 8yBv (s, t, Yv, v) (z1h2 + z2h1) + 8v2 (s, t, Yv, v)h1h2 ds dt+ 

r (£Pg £Pg £Pu ) + }E 
'Pov {)y2 (s, t, Yv, v)z1z2 + oy8v (s, t, Yv, v) (z1h2 + Z2hi) + 8v2 (s, t, Y11, v)h1� ds dt, 

where Yv is the solution of the equation (3.2.1), cp°" is the solution of (4.1.9) and Zi is 
the solution of (3.2.3) respectively for hi, i E {1, 2}. 

Proof. Consider F0 as in the proof of the previous result. Due to the assumptions on 
f, g, F, G and L we have that F0 is of class 02 . Applying the chain rule and Theorem 3.2.3, we obtain that J is of class 02 and the expression for its second derivative. □ Finally we are going to state adequate differentiability conditions for the constraints. In Problem (Pp) of page 16 we define 

C = { f E L.,.(V)N : 1
T 

(; (L g;(x, t, f)dx) dt = 0 if 1 ::;  j � ni, 

1
T 

(; (L g;(x, t, /Jdx) dt ::; 0 if n; + 1 ::; j � ni + nc,} , where (;: JR ➔  JR and g; : Q x R,N ➔ JR are functions. 
Example 4.1.1 Ifwe hadan inequality constmint with (1(s) = s.,.IP-8/T andg1(x, t, f) = 
If - gd(x, t) I", with 8 E R.  and gc, E L.,.(LJJ)N given, the constraint would be 

T � 1 (L IVY - gci(x, t) l"dx) " dt < 8, 
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We are interested in differentiability properties of 

Suppose that P7 - (;(s) is 01 and 9;(x, t, 77) is of cla.ss 01 in 77 and there exist a constant O > 0 and 
a function 1/J E Lr' (.V'') such that 

l(; (s) I $ Olsl �-i and I: (x, t, 11)1  $ 0111111-1 + 1/;(x, t) 

for a.e. (x, t) E Q. The we have the following result. 
Theorem 4.1.7 Suppose that P1, P2 and P7 hold. Then for all j, the functional G; : 
L00(E) -+ lR is of class 01 . Moreover, for all v, h E L00(E) 

G.1(v)h =  h 'P;v:� (s, t, y11 , v)ds dt, 

where Yv is the solution of equation (3.2.1),. 'P;v E LT' (W1.J1') + L2(H1) is the unique 
solution of the problem 

-div (,1 (L 9;(x, t, V iYv)dx) t (s, t, V :z;Yv(x, t)) in Q, 
a�:. - : (s, t, Yv, v)cp - div ,; (L U;(x, t, V z(Yv))d x) : (s, t, V zYv(x, t)) . n 

<p(· , T) -
8L 8y (x, y(T)) 

Proof. Consider the function of cla.ss 01 , F; : Lr(W1"'(n)) ➔ lR defined by 
F;(Y) = 1T (; (L U; (x, t, V zY)d x) d t. 

on E, 

in n. 
(4.1.10) 
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So we have that G; = F; o cf}, and due to the chain rule, G; is of class C1• Now, taking into account Theorem 3.2.2, we can assure that Yv E L7(W1"'(!l)), and due to P7, we have that 
Therefore, we can use Proposition 2.2.10 to deduce that '{}jv is well defined and belongs to Lr' (W1.P' (n))+L2(H1) .  Derivating F;, using the chain rule and making an integration by parts, we obtain the expression for the second derivative of G;(v). □ 
Example 4.1.2 Let us resume Example 4.1.1, with g,1, = 0 to simplify the writing. In this case 
and 

T z: 

F1(Y) = 1 (L JV :,;yJ"dx) p dt - 8 

Ft (y)z - [ [ ( J.: iv .ul'd,,r -, J.: i v  ,ul ,_.V ,yV ,zdx] d t. 
To prove that the constraints are of class 02, we make the following assumption. PB - (;(s) is 02 and g;(x, t, rJ) is of class C2 in rJ and there exist a constant O > 0 and a function ,p e Lr/(7

-
2) (Vl<.P-2)) such that 

l(;'(s)J � OJsJ :;-2 and I ::1 (x, t, rJ) I � OJ11l "-2 + 'f/;(x, t) 

for a.e. (x, t) E Q. Now we can state the following result. 
Theorem 4.1.8 Suppose that Pt, P2, P9, P7 and PB hold . For all j, the functional G; : £<Xl(E) -+ IR is of class 02 • Moreover, for all v, h1, h2 E £00(.E) 

Gj( v)h,h, -f [½ (L g;( x, t, V ,y.)d ,:) L 8::,v,z, dz L 8::,v.z, d z] d t+ 
J.

T [ (j (L Y;(x, t, V ,y,,)dz) L V ;  z, � (x, t, V .y,)V .z,dz] d t+ 
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r ( {Pg a2g a2g ) + J.E 'P;v ay2 (s, t, Yv, v)z1Z2 + ayav (s, t, Yv, v)(z1h2 + z2h1) + av2 (s, t, Yv, v)h1h2 ds dt, 

where Yv is the solution of the equation (3.2.1), 'P;v E LT' (W1•11
1
) + L2(H1) is the solution 

of (4.1.10) and Zi is the solution of (3.2.3) respectively for �, i E {1, 2}. 

Proof The function F; : L'T ( W1,11(0)) ➔ lR defined by 
F;(Y) = 1

T (; (la g;(x, t, V :Y)d x) dt 

is of class C2• Derivating and using the chain rule, we obtain the expression for the second derivative of G;( v). The assumptions made assure us · that the integral is well defined. D 
Example 4.1.3 Resume examples ,4..1.1 and 4.1.�. We have that 

P,'(11 )z,z. = [ [ (L IV ,11l'dz) 'i-• L IV .111•-2v ,yV .z,dx L IV .u1•-2v ,yV .z,dz] dt+ 

[ [ (fn /V,y/'dx) 'i-' fn vf z. {IV,11/'4V,11V;u + 1v.111•-21N) v.z,dx] dt, 

where IN is the identity matrix N x N. 

4.2 Sensitivity of the functionals with respect to dif ... 

fuse perturbations 

4.2.1 Elliptic case Take again O of class C1 ; r its boundary; A an elliptic operator of continuous coefficients of the. form (2.1.1) (page 23); p > N; a0 e Yl2 (0); f :  n x R.2 --+ lR; g: r ➔ JR, g E v-1 (r); L :  n X R X  R ➔ R and 9;: n X R.N ➔ R for 1 � j � ni + ne , To establish Pontryagin's principle for Problem ( Pe) of page 16, we must establish another kind of Taylor expansions, based on diffuse perturbations of the control. Now we need not suppose differentiability of the involved functions with respect to the control. 
Theorem 4.2.1 Suppose that the assumptions on f EO (page 66), Ea (page 74) and on 
O; E6{page 89) hold. Suppose also that L : n x (:R x R.) ➔ R. is a 
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....;;..._ ____________ _ 

EB - Caratheodory function, of class C1 in the second variable and for all M > 0 there 
exists ¢M E L1 (0) such that IL(x, 0, u(x))I $ "PM(x) for all u E Uad and a.e. x e 0 
and 1 :(x,y, u(x))I $ 1/JM(x) 
if IYI $ M for all u E uad and a.e. X E  n. 

For every p E (0, 1) and every u1, u2 E Ua.a let us take Ep, up, Yp and z as in Theorema 9.9.2. 
Then for every p E (0, 1) and every u1 , u2 E Uad we have that 

and 

where 

and 

f:lJ = L : (x, Yi, t1.1 )z dx + L (L(x, Yi, t1.2) - L(x, Y1 , t1.1)) dx 
/:::,.G; = L 8:; (x, Vyi)V z dx 

Remark 4.2.1 Notice that !:::,.G; I- Gj{u1)u2, because z I- G'(u1)u2, 

Proof Using the definitions of Ep, up, Yp y z given in Theorem 3.3.2 we have that J(up); J(ui) - f:lJ = L (11 : (x, Yi + 6(yp - Yi), up)d(J - : (x, Yi, u1)) z dx-
-L ( 1 - txE,) (L(x, Yi, u2) - L(x, Yi, u1)) dx and due to Lemma 3.3.1 this quantity converges to 0. Also G;(up) - G;(ui) f ( [1 9; 9; ) p - !:::,.G; = ln la 077 (x, Vy1 + 6(Vyp -Vy1))d6 - ar, (x, Vy1) V z  dx 

and due to the growing properties imposed on 9;(rJ) in E6 and (3.3.2), this quantity converges to 0. The proof is complete. D 
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4.2.2 Parabolic case 

Set n, r, T, Q, E and A, P, T, k1 , k1 , 0"1 , &1 as in Section 2.2, with the boundary r 
of class 01+' and the coefficients of the opera.tor A of class C([0, T]; 0°•1(0)), for some 
0 < € < 1. Set /, g, y0 functions, / :  Q x JR --+ R, g :  E x JRx JR --+ R, F: Q x R. --+ R, 
G :  E X  ]R --+  ]R and Yo : (2 --+ R, Yo E £<Xl(n) n W1JJ(O). Set k2 , k2, 0'2, &2 and 11 8S 

in Section 2.2. 
Consider problem (Pp) of page 16. 

Theorem 4.2.2 Suppose that assumptions Pl and P4 hold . For all p E (0, 1) and all 
v1 , v2 E Voo let us take Ep, vp, Yp and z as in Theorema 9.9.f Then, for all p E (0, 1), and all v1 , v2 E Vad we have that 

(4.2.1) 

where 
ll.J = l F�(· ,Y1)z d x  d t +  h G�(·,Y1, v1)zd s d t+ L L�(- , y1(•, T))z(• , T) dx 

+ h (G(s, t, Y1, v2) - G(s, t, Y1, v1)) d s  d t. 
Proof. Using the definitions of Ep, up, Yp and z given in Theorem 3.3.4 we have that 

J(vp) - J(v1) 1 (1
1 

'
( ( )) 

n '( )
) p 

- ll.J = Q 
O 

F11 x, t, Yi +  0 Yp - Y1 d u  - F11 x, t, Y1 z d xd t+ 
+ h (1

1 

G�(s, t, Y1 + O(yp - Y1), vp)d 9 - G�(s, t, Y1, v1)) z d sd t+ 
+ L (11 

L�(x, Yi + O(yp - Y1))d 9 - L�(x, Y1)) z d x-
h ( 1 - 1) XEp 

(G(s, t, Y1, u2) - G(s, t(y1, u1)) dsdt. 

Due to Lemma 3.3.3 we can take limits and verify (4.2.1). D 





Chapter 5 

Pontryagin's principle 

The main result of this chapter is a Pontryagin for problems (Pe) (page 16) and (Pp) (page 16). In the last years there has been a growing interest in Pontryagin principles for control problems governed by partial differential equations wit pointwise or integral state constraints. Among others, we can cite Casas [22], Fattorini [52, 54], Bei Hu and Yong (60], Li and Yong [65], Raymond and Zidani (78], Casas, Raymond and Zidani [35] . The proofs of Theorems 5.1.1 and 5.2.1 are based in Ekeland's variational principle. To obtain an approximate Pontryagin principle corresponding to the optimality conditions deduced from Ekeland's variational principle, we use the method of diffuse perturbations, as in the articles of Raymond and Zidani [78) or Casas, Raymond and Zidani (35]. 

5. I Elliptic case 

Consider problem (Pe) of page 16. Let us take again n of class 01 ; r its boundary; 
A an elliptic operator of continuous coefficients of the form (2.1.1) (page 23); p > N; ao E v12(n); / : n x lR2 -:-+- lR; 9 : r ➔ JR, 9 E v-1 (r); L : n x lR x R ➔ R and 9; : 0 X R.N ➔ R, for 1 ::; j ::; n, + ne , Define the Hamiltonian H : n x 1R4 � JR as 

H(x, y, u, rp, v) = vL(x, y, u) + rpf(x, y, u). 
Pontryagin'a principle holds 

101 
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Theorem 5.1.1 Let ii. be a solution of (Pe) ,  Suppose that the assumptions on f EO 
{page 66) and E9 {page 74), on 9; E6 {page 89) and on L EB (page 98) hold. Then 
there exist real numbers ii, '>-.;, j = 1, . . .  , nd + 1li not all zero and junctions y E W1d1(f2), 
cp E W1

,11' (0) such that 

and for a.e. X E n, 

{ 
Ay + aa� = f(x, y(x), u(x)) 

8nAY = 0 
in n 

on r, 

of ( - -) - + _{)L
( 

- -
) 

n�
d 

\ d' (
8g; 

( 
v-)) 

{} 
X, y, u <{) V

{J 
X, Y, U - � Aj lV ..Q.... X, y 

y y 3=l vq 

H(x, y(x), u(x), cp(x), ii) = min H(x, y(x), k, cp(x), ii) . 
kEKn(a:) 

Proof. We define Ekeland's distance on the set Uad as 

(5.1.1) 

(5.1.2) 

in n 

on r, 
(5.1.3) 

We have that (Uad, dE) is a complete metric space and that convergence in (Uad, dE) 
implies pointwise convergence in n. 

Let us define the penalized functional 

where for all a E Ii 

Consider the problem 

a+ = { 
a if a > 0, 

0 if a �  0. 
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The solution of our original problem u is a ;b--solution of (Pn). Jn is continuous for Ekeland's distance, so, due to Ekeland's variational principle [50], there exists Un E U0,,, such that 
and (5. 1.4) Take any u E Uod. Due to Theorems 3.3.2 and 4.2.1, for all p E (0, 1) there exists a measurable set Ep c fl such that 

and 
where 

IEpl = pjfll , Yp = Yn + PZn + Tp, with lim !llrp llwi,P(O) = 0, 
p-+O p 

J(up) = J(-un) + p6.r + o(p) 

Up = { Un inn \ Ep u in Ep, 
in fl on r, 

6.r = l: (x, Yn, Un)Zn dx + l (L(x, Yn, u) - L(x, Yn, Un)) dx and 
for 1 < j ::; n. + n,,,. Due to (5.1.4) 
But 

(5.1.5) 
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and thus 
5. Pontryagin's principle ---=-------------------

Jn( un) - Jn( up) :5 _!_ IOj. P n We are going to take limits when p tends to zero this expression to obtain an integral approximate Pontryagin principle. Jn( un) - Jn( up) _ �(Un) - J!( up) _ P - p( Jn( un) + Jn( up)) -
[(J(Un) - J(u) + �)+J 2 - [(J(up) - J(u) + �)+r 

= -=-----------!:----- ---=-+ p( Jn( un) + Jn( up)) 

Let us see what happens when p ➔ 0 term by term. 

where 
and 

[ (J(un) - J(u) + �)
+ r - [ (J(up) - J(u) + �)+r AP - _..!:._ ______ ___:!__.,,_ _____ _, - AP. AP - - 1 2, p( Jn( un) + Jn( up)) 

Af = (J(un) - J(u) + �)+ - (J(up) - J(u) + �)+
, p 

A� = (J(un) - J( u) + �)+ + (J(up) - J(u) + �)
+ Jn( un) + Jn( up) Due to the continuity of J we have that 

limAP = (J(un) - J(u) + �)
+ p➔O 2 Jn(Un) We will call this quantity vn. To take the limit in Af we have to take into account the sign of J(Un) - J(u) + �- If J(Un) - J(u) + � > 0, then for all p small enough we have that J(up) - J(u) + � > 0 and hence 

Af = J(un) - J(up); p due to ( 5.1.5), this quantity converges to -/::,.JR. If J(Un) - J(u) + � :5 0 then vn = 0. Moreover, for all p we have that IAfl is uniformly bounded: We know that for any pair 
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of real numbers t1 and t2 we have that ltt - tf I $ l t1 - t2 i •  Therefore, and using (5.1.5) we have that IAfl $ IJ(un) - J(up)I $ IA.I"! + l o(p)I , 

p p a.nd therefore IAf I is bounded independently of p. So in any case we can write 
Secondly, for 1 $ j $ n,, we have that G;(un)2 - G;(up)2 

.,_ G;(un) - G;(up) G;(un) + G;(up) p(Jn(Un) + Jn(up)) - P -- • Jn(un) + Jn(up) and this quantity converges to ->.;AG'], where 
>.� = G;(un) 
3 Jn(un) In a similar way, if f&i + 1 < j $ n, + n11 we can assure that 

being in this case 
So we have that 
and hence n,+n.i l -11nt::,.;n - L >.'JAG'] < -1n1. 

j=l n If we write the first term explicitly we have that 
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Let us take 'Pn. the approximate adjoint state, which satisfies the equation 

Integrating by parts and using the definition of Zn, we obtain 
inn 
on r. 

And therefore, we have an approximate Pontryagin principle in integral form: 
for all u E Uad· Now, since 

n.,+n.d 

1/n.2 + L >-'12 = 1, 
j=l we can take subsequences that converge to real numbers ii and >.;, 1 � j � ni + na, obviously not all zero. These satisfy (5.1.1). We also have that Un ➔ ii pointwise, and therefore, due to Theorem 3.1.1 Yn ➔ y in W1"'(0), and therefore uniformly, so 'Pn. ➔ r.p in w1J"' (0), and we can take the limit to obtain Pontryagin's principle in integral form: 

L (vL(x, y, ii) + q;J(x, fi, ii)) dx � L (vL(x, fi, u) + cpf(x, fi, u)) d x  
for all u E Uaa· The pointwise form of Pontryagin's principle is deduced now as in [78, page 1875] □ 
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In the same way we can prove Pontryagin's principle for boundary control. Consider the problem 

where 

1 Minimize J(v) = h l(s, Y11, v)d s, v E Vad= {v: r -+ JR :  v( s) E Kr( s) a.e. s E r} ,  1 g;(x, Vyu ( x)) d x  = 0, 1 � j � fii, 
z Y;( x, Vy.( :,;)) d x  � 0, n, + 1 � j � n, + n,,, 

inn 
on r, and Kr is a measurable multimapping with non empty and closed values in 'P( JR). Let us define the boundary Hamiltonian H : r x lR4 -+ R, as 

H(s, y, v, t.p, v) = vl(s, y, v) + cpg(s, y, v). 
Theorem 5.1.2 Let v be a solution of ( P�). Suppose that f E £Pl2 (n); g: rxRxli -+ JR is a measurable function on r, of class 01 in the second variable, continuous in the third variable and for all M > 0 there exist "PM E .v-1 ( r) and CM > 0 such that [g(s, 0, v(s))I $ '1/JM(s), 
for all [t i < M, v E Vad and a.e. s E r; l :  r x JR x JR -+  R is a measurable function· on 
r, of class 01 in the second variable, continuous in the third variable and for all M > 0 there exists "PM E L1 ( r) such that l l( s, 0, v(s))I � "PM( s), 

a.e I ay ( s, t, v( s))I � "PM( s) 
for all [t i $ M, v E Vad and a.e. s E r. Suppose also that E6 (page 89} hold s. Then there exist real numbers ii, X;, j = 1 ,  . . .  , nd + fii not all zero and functions fi E W1dl( fl), q; e W1•P' (!l) such that 

X; > 0 fii + 1 � j < ni + nd, X; l g;(x, Vy( x)) d x  = 0, 
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and for a.e. s E r, 

on r, 

n;+n4 _ (8 . ) A*ip + ao<p - - � >.;div ::, (x, V y) 
� _ 8g 

( 
_ -) 

_ + _ 
8£ ( _ -) Un.A• cp - By 81 y, V cp 11 oy 8 1 y, V 

inn 
on r, 

H(s, y(s), v(s), rp(s), ii) = min H(s, y(s) , k, rp(s), ii). 
keKr(a) 

5.2 Parabolic case 
Set n, r, T, Q, E and A, p, r, ki, k1, cr1 , at as in Section 2.2, with the boundary r of class ci+i and the coefficients of the operator A of class C( [O, T]; C0•6(S1)), for some 0 < € < 1. Set f, g, Yo functions, f : Q x It ---+ R, g : E x  R.x JR ---+ R, F : Q x lR ---+ R, G : E X JR ---+ JR and Yo : f2 ---+ R, Yo E L00(n) n W1J'1(f2). Set k2, k2, 0'2, 0"2 and 11 as in Section 2.2. Consider problem (Pp) in page 16. For the parabolic problem we are not going to considet only. the case with a finite number of gradient state constraints, but we will deal with the more general constraint V zY E C, where C is a closed, convex with non empty interior subset of (LT(O, T; ll(O)))N · Let us define the boundary Hamiltonian as 

H1;(s, t, y, v, cp, 11) = 11G(s., t, y, v) + cpg(s, t, y, v) 

for all (s, t, y, v, cp, 11) E I' X [O, T] X 1R4. In the following theorem, we establish Pontryagin's principle. 
Theorem 5.2.1 Suppose that Pl and P,4 hold. If v is a solution of the control problem (Pp) in page 16, then there exist rp E LT' (W1.P

1
) + L2(H1 ),  ii E JR+, and j E (LT' (ll1

) )
N, 
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such that 

and 

(/, ii) cl (o, o), 
l ( z  -V zY)f < 0 for all z E C, 

8ip + A* _ a I ( t _) _ - ot cp - {)y x, , Y cp 

8ip 8g _ _  _ 
-a - -a (s, t, y, v)cp 

nA• Y 

cp(·, T) 

8F ... ii ay (x, t, y) + div / in Q, 

ac ... .  
- ii {)y (s, t, fj, v) - J .  n 

8L - ii ay (x, y(T)) 

on E, 

in n, 

(5.2.1) (5.2.2) 

(5.2.3) 

HE( s, t, y(s, t), v(s, t), cp(s, t), ii) = min HE(s, t, jj( s, t), v, cp(s, t), ii) (5.2.4) 
vEKE(a,t) for a. e. (s, t) in E. Proof. Let us define Ekeland's distance in llad: 

The space ( Vad, d E) is a complete metric space, and convergence in (VGd, d E) implies convergence in L0(E) for any a <  oo. Consider the penalized functional 

where de(·) is the distance in ( L.,. ( IJ'))N to the set C, defined by 
dc(z) = inf l lz - 'Pll (L.,.(L11))N . 

'{)EC The functional de(·) is Lipschitz, convex and Gateaux differentiable for all z ¢ C, and in those points 
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Consider the problem ( Pn) : min Jn ( v). 

tJEV...i With such an election, v is a �-solution of ( Pn)- Theorem 3.2.1 and assumption P4 imply that Jn ( v) is continuous for Ekeland's distance. So, due to Ekeland's variational principle, there exists Vn E Vatt such that 
( 5.2.5) 

Take v E V00• Due to Theorems 3.3.4 and 4.2.2, for all p E (0, 1), there exists a measurable set Ep C E  such that 

and 
where 

and 

0 

g(s, t, Yn, v) - g(s, t, Yn, Vn) 
Zn(·, 0) - 0 

Relations ( 5.2.5) and {5.2.6) imply that 

in Q, on E, inn, 

( 5.2.6) 
( 5.2.7) 
( 5.2.8) 

(5.2.9) 
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We have 
Jn(vn) - Jn(vp) _ �(vn) - J�(vp) 

P P (Jn(vn) + Jn(vp)) 

[ (J(vn) - J(v) + ;!t)
+ r - [ (J(vp) - J(v) + ;!t)

+ r 
= -=-----------,-------:-=-,,..-=c------,-----,-c--- --=--+ 

P (Jn(vn) + Jn(vp)) 

dc(Vyn)2 - dc(Vyp)2 

P (Jn(Vn) + Jn(vp)) 
From (5.2.8) it follows that 

with 

. [ (J(vn) - J(v) + �)+r - [ (J(vp) - J(v) + �)+r N hm 
( ) ( )) 

= -vnAJ , 
p➔O p Jn(Vn + Jn Vp 

(J(vn) - J(v) + �)+ 

Vn = 
Jn(vn) 

(5.2.10) 

With (5.2.7) , and the properties of the distance function de(·), we may write 

where 

lim da(Vyn)2 
- dc(Vyp)2 

= lim da(Vyn) - da(Vyp) da(Vyn) + da(Vyp) = 
/HO p (Jn(vn) + Jn(vp)) p➔O P (Jn(vn) + Jn(vp)) 

= l 1: - VZn dx dt, 

{ 
da(Vyn) ( ) 'f d .... J. ( ) 

Vda Vyn 1 Vyn 'SI= C, 
fn = n Vn 

0 if not no. 

(5.2.11) 

To deduce an approximate Pontryagin principle, we introduce the approximate ad
joint equation. Due to the assumptions made on the derivatives of the functions that are 
involved in the problem and to the regularity result of Proposition 2.2.10, there exists a 
unique 'Pn E LT' (W1iP') + L2{H1) satisfying 

8rpn • 8/ ( ) -{}t + A 'Pn - By X, t, Yn 'Pn 

8<pn 8g 
-
8 

- A., (s, t, Yn, Vn)'Pn 
nA• v11 

'Pn(· , T) 

in Q, 

8G .... Vn By (s, t, Yn, Vn) - fn · fl on E, 

in n. 
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With Green's formula {2.2.32) of Proposition 2.2.10 we have that 

r & , ...  r oo 
}q 

11n {}y (x, t, Yn)Zn dx d t  - }q 
f · V Zn d x  d t  + JE lln {}y (s, t, Yn, Vn) d s  d t+ 

f 8L Jo 11n 8y (x, Yn(T)) dx = 

= l 'Pn ( a�n + Azn - � (x, t, Yn)Zn) d x  d t+ 
+ L 'Pn ( ;�: - : (s, t, Yn, Vn)Zn) ds dt 

= L 'Pn (g(s, t, Yn, v) - g(s, t, Yn, Vn)) ds dt. 

Taking the limit when p tends to zero in ( 5.2.9), with ( 5.2.10), ( 5.2.11) and the previous Green formula, we obtain the approximate Pontryagin principle: 
L (11nG(s, t, Yn, Vn) + 'Pn9(B, t, Yn, Vn)) ds dt � 

( 5.2.12) 
Notice that 11� + IIJ: 11,L .. ' (LP' ))N = 1. Thus there exists subsequences, still indexed by 
n, such that ( vn)n converges to 11, and u:)n converges weakly to f in (LT' (V))N. If 
11 > 0 then ( 5.2.1) holds. Otherwise, using that liID.n➔oo l l/:llfL.-' (Y'))N = 1, and that the interior of C is non empty, we can show that f =f:. 0 in a standard way ( see [78], for instance). We know that there exists a ball BL .. (LJ>)N (z, p) c C, with p > 0. Take 
Zn E BL .. (L")N (0, p) such that 

... Since z + � E C, from the definition of In and the definition of subdifferential in the sense of convex analysis (see for instance [45]), we have that 
l 1: · (z+ � -Vyn)dx d t  � o. 

Taking the limit we obtain that 
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which proves f =/:- 0. Condition (5.2.2) holds due to the definition of subdifferential of the convex functional 
de(·) .  With ( 5.2.5), we can show that (Yn)n converges to fi in Cb(Q \ n x {O}). With the assumptions made and with Proposition 2.2.10, we prove that (<iOn)n converges in 
L71 (W1.P') + L2(H1) to the solution cp of (5.2.3). Taking into account the convergence results for (Yn)n, (vn)n, (rpn)n, ( vn)n, we can pass to the limit in (5.2.12) when n tends to infinity, and obtain an integral form of Pontryagin 's principle. 

l (vG(s, t, ti, v) + cpg(s, t, ti, v)) ds dt � l (iiG(s, t, ti, v) + cpg(s, t, y, v)) ds dt. 

for all v E Vaa-Pointwise Pontryagin's principle can be now deduced as in [78, page 1875]. The proof is complete. □ 
Some extensions In this section we have only treated of bounded boundary controls. The treatment of unbounded controls can also be done as in [78], but this implies some technical difficulties. We refer to [78] for such extensions. All the results could be performed for distributed controls, with no important changes in the proofs. To illustrate these remarks, consider the control problem corresponding to: • the state equation: 8y &t + Ay + f (x, t, y, u) 8y 

a + g(s, t, y, v) 
nA y(•, 0) 

- 0 in Q, 

- 0 on E, 
- Yo inn, (5.2.13) 

with u E Uaa C Lq(Q), v E Vaa C Lu(E), q > N/2 + 1 and u > N + 1. The control sets Uad and Vad are defined as follows. 
Uaa = { u E Lq(E) : u(x, t) E Kq(x, t) for almost all (x, t) E Q} , 
l'ad = {v E Lu(E) : v{s, t) E K1:(s, t) for almost all (s, t) E E} ,  
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where Kq and KE are measura�le multimapping with nonempty compact values in 1'(R.). • the cost functional: 

J(Yuu, u, v) = 1T In F(x, t, Yuu, u) dx dt + 1T i G(s, t, Yuu, v) ds dt + l L(x, Y=(x, T)) d x, 
• the state constraint: 

!,

T 

(L IV zY - Y•l'd x) </p d t  � 5, 
where 9d is a given function in (L7(.V))N. We define the distributed and the boundary Hamiltonian function by 

Hq(x, t, y, u, cp, v) = 11F(x, t, y, u) - cpf(x, t, y, u) 

for every (x, t, Y, u, cp, v) E n X [O, T] X R.4, 

Hr;(s, t, y, v, cp, v) = 11G(s, t, y, v) - cpg(s, t, y, v) 

(5.2.14) 

(5.2,15) 

for every (s, t, y, v, cp, v) Er x [O, T] x R.4. With some modifications on the assumptions Pl and P4 on f, g, F and G (we should suppose that f y F depend on the control u and give the adquate growing conditions on u), we can prove the following result. 
Theorem 5.2.2 If (y, u, v) is a solution to the control problem, then there exists q; E Lr (W1J'1'), ii E JR+ , p, E IR,+ such that 

(ii, p,) #- {0, 0), 

P, (1
T 

( IV:i:17 - 9d l11dx)'1"1' dt - 6) = 0, 8(() + A - + t' ( t - -) -- 8t cp II X, , y, U cp -
a -� + g�(s, t, y, v)q; 

(()(· , T) -

vF;(x, t, y, fl) + µdiv f in Q, iiG�(s, t, fi, v) - p,f- n on E, 
iiL�(x, y(T)) in n, 

(5.2.16) 

(5.2.17) 

(5.2.18) 
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1 = (L IV:,;y - Ydl" dx) �-
l (IV:,;jj - Yd111-2(V:,;y - Yd)) ,  

Hq(x, t, jj(x, t), u(x, t), <p(x, t), v) = min Hq(x, t, y(x, t) , u, <p(x, t), v) 
uEKQ(z,t) 

for a.e. (x, t) en Q, y 

H"E(s, t, y(s, t), v(s, t), <p(s, t) , v) = min HE(s, t, y(s, t), v, <p(s, t), iJ) 
11eKi:(s,t) 

for a.e. (s, t) en E. 



, 



Chapter 6 

First and second order conditions 

In this chapter we state first and second order conditions for the studied control problems. Similar theorems for problems with a finite number of pointwise or integral constraints on the state have been studied for instance in [37]. The same theorems can not be directly applied for problems with an infinite number of state constraints (for instance. ly(x)I :5 6 in 0). In [10] first order conditions for this kind of problems can be found. 
6.1 Conditions for abstract optimization problems 

In this section we introduce some results about optimality conditions for abstract optimization problems that have been obtained by Casas and Troltzsch [36]. Let us take (X, B, µ) a measure space. Consider the following optimization problem 
(Q) 

Minimize J ( u) u E Uaa = {u  E L00(X): ua(x) $ u(x) $ ub(x) for a.e. x E X}, 
G;(u) = O, 1 :5 j $ Tii, 

G3(u) < 0, fii + 1 :5 j $ Tii + ntt where Ua, ub E L00(X) and J, G3 : L00(X) --t R. are given functions, 1 $ j $ fii + ntt. Moreover, for u E L00{X) and A = {A;)J!.ind E r•+nd let us define the Lagrangian of the problem as 
n;+nd .C(u, A)= J(u) + L A3G3(u) 
j=l 

117 
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First order necessary conditions Suppose that u is a local solution of (Q), i.e., there exists a real number p > 0 such that for all admissible point of (Q), with l [u - ullLoo(x) < p, we have that J(u) $ J(u). Under this assumption, we can deduce first order necessary optimality conditions satisfied by u. For a proof see, for instance, Clarke [44]). 
Theorem 6.1.1 Suppose that J and {G;}7:!:1nd are of class 01 in a neighborhood of u. 
Then there ezist real numbers Ao, {X;}7!:1n" not all zero such that 

ni+nd 

(..XoJ'(u) + L .X;G,1(u), u - u) � 0 for all ua < u � ub. 
j=l 

( 6.1.1) 
( 6.1.2) 

Obviously, if ..\0 = 0, equation ( 6.1.2) does not give us much information. In this case, it is said that the optimality conditions are in non qualified form. Under extra assumptions, we can assure that Ao =/:- 0 {and therefore, rescaling, that Ao = 1). In finite dimension it is typical to impose the condition of independence of the gradients of the active constraints. This condition must be a bit stronger in problems with an infinite number of constraints ( the bound conditions on u). We will establish the following regularity assumptions that grants the qualification of the optimality conditions. Take Io = {j $ Tii + na I G;(u) = O} the set of indexes corresponding to the active constraints. We will also denote the set of non active constraints with 
J_ = {j � Tii + na I G;(u) < O}. For all c > 0, we denote 

We make the following regularity assumption 
{ 3�ii: 0 and { h;_};�10 C L00 (X), with supp h; c X�a , such that Glu.)h; = Oi;, z, J E /0, We have that 

{6.1.3) 
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Theorem 6.1.2 Suppose that (6.1.3) and the assumptions of Theorem 6.1 .1 hold. Then 
the conclwions of that theorem remain valid with >.0 = 1. 

Proof. Suppose Ao = 0. Take p > 0 small enough in such a way that u0 = ii -P Li>ni,iEio h; belongs to Uad.• Using the regularity assumption (6.1.3) 
{ 0 ifj < ni (Gj(u), (u0 - ii)) = -p if j > � and j E lo. 

Moreover, we know that if j > � then X; � 0, and that if j e L, then X; = 0. Therefore, using (6.1.2) and these considerations, we have that 
n,+nr1 0 < L X;Gi(u)(uo - u) = L X;Gi(u)(uo - u) = - L X;p < 0, ;=1 ;>n,, ;elo ;>n1, ;e10 Thus, if j > n; then X; = 0. Suppose now that j :5 �, and take a p > 0 small enough in such a way that u;- = ii - ph; and u;+ = ii +  ph; belong to Uad.• We have that for i :5 � 

and 
Hence 

n1+nr1 o :5 L X;G�(u)(u;- - u) = -pX; 
i=l and 

n,+nr1 O :5 L X,G�(u)(u;+ - u) = pA;, 
i=l and we have that X; = 0. We have shown that X; = 0 for 1 < j :5 n; + nd., This contradicts that fact that not all the multipliers are zero, so Ao =/:- 0, and rescaling we can take >.0 = 1. □ Notice that we can write (6.1.2) as 8£ Bu (ii, >.)(u - ii) > 0 for all u0 :5 u < u6• (6.1.4) 
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Second order necessary conditions We summarize in this section the main results for optimization problems of [36]. Since we want to give second order optimality conditions useful for the study of the control problems (Pa) of page 16 and (Pp) of page 16, we need to take into account the two-norm discrepancy; for this topic see Joffe (61] and Maurer (69]. We will have to impose additional conditions on the functionals J and G1 , 
(Al) There exist functions ¢, "Pi E L2(X), 1 :5j :5 11.i +nd, such that for all h E L00(X) 

J'(u)h = L ¢(x)h(x)d x and G1(u)h = L t/J;(x)h(x)d x, l :5 j :5 71.i + nd, (6.1.5) 
(A2) If { h,1:}�1 c L00(X) is bounded, h E L00(X) and h1c(x) ➔ h(x) for a.e. in X, then 

�+� �+� [J"(u) + I; .X;G1(u)]h� ➔ (J"(a) + L .X;G1(a)]h2
. 

j=l i=l If we define 
ni+nd d (x) = ¢,(x) + L .X;'l/J;(x), 
i=l then 

From (6.1.4) we deduce that 
0 for a.e. x E X  such that u0(x) < u(x) < ub(x), d (x) = > 0 for a.e. x e X such that u(x) = u0(x), 1 :5 0 for a.e. x e X such that u(x) = u,.,(x). Associated with d we define 

x0 = {x e X :  l d {x)I > O}. 
Given { .X;}1:!:1nd by Theorem 6.1.2 we define 

C� ={h e L00(X) satisfying (6.1.12) and h(x) = O a.e. x E x0}, 

(6.1.6) 

(6.1.7) 
(6.1.8) 

(6.1.9) 

(6.1.10) 
(6.1.11) 
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with 
Gi(u)h � 0 if j > 141 G;(u) = 0 and X; = O; 
h(x) = { > 0 if ii(x) = ua(x); � 0 if u(x) = ub(x). 

(6.1.12) 

In the following theorem we state second order necessary optimality conditions. 
Theorem 6.1.3 Suppose that (6.1.3), (Al) and {A2) hold , {A;}7!.1nd are the Lagrange multipliers satisfying (6.1.1) and (6.1.2), with Xo = 1, and J and {G;}.1�1nd are of class 02 in a neighborhood of ii,. Then the following inequality holds: 

(6.1.13) With a slightly stronger assumption than (A2) we can prove a slightly stronger necessary condition than that in Theorem 6.1.3. To do this, let us first introduce the set C�,L2(x) = {h e  L2(X) satisfying (6.1.12) and h(x) = 0 a.e. x e X0}, (6.1.14) We have the following property Lemma 6.1.4 Suppose that (Al) and the regularity assumption (6.1.3) hold . Then 
c.D _ C,-0 a,L2(X) - a, where 6B d enotes the closure of cg in L2 (X). 

Proof That cg C c�,L2(X) is straight. Moreover, c�,L2(X) is closed, which leads us to conclude that 6� c C�,L2(x)·  To see that C�,L2(X) _c 6� let us take h E C�,L2(x)·  We are going to build a sequence {h1:}�1 c cg that converges to h in L2(X). Set 
k if h(x) > k h1;(x) = h(x) if -k � h(x) � k -k if h(x) < -k. 
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Obviously 
For j E I0, take 
We have that for all j lim o:1c; = 0. /c➔oo Due to the regularity aBsumption, we know that there exist ca > 0 and {h;};e10 C L00(X), with supp h; c Xea , such that G�(u)h; = o;;, i,j e Io. 

Take h1c = h1c - L 0:1c; h;. 
jElo Obviously, for the considerations about the limits of h1c and o:;1r. we have that 

Let us see that h1c E cg. First, notice that h(x) = 0 a.e. in x0• Given x E X, for j E I0 , if h;(x) =/:- 0, then x E Xea • Therefore ua(x) < u(x) < ub(x), and due to (6.1.9), d (x) = 0. Then x r/. x0 So in x0, h; = 0. Due to the definition of h1c we have then that h1c(x) = 0 a.e. in x0• Secondly, for i E Io 

��� = ��fu - E���� = ��fu - � = ��� 
jEio Using now that h satisfies the relations GHu)h = 0 if j < ns or j > n;, G;(ii) = 0, X, > 0 and GHu)h $ 0 if j > n,, G,(u) = 0, X, = 0 from (6.2.8), we· deduce from the equality G�(u)h1c = G�(ii.)h that h1c also satisfies them. Finally we have to check the sign condition. Since supp h; C Xe11 , then h;(x) = 0 whenever u(x) = ua(x) or u(x) = ub(x). Consequently, the sign of k1c(x) is the same 88 the sign of h1c(x) if u(x) = ua(x) or u(x) = ub(x). Finally it is enough to notice that the sign of h1;(x) is equal to the sign of h(x) for every x E X  and that h E C�,O(X) to conclude that h11; satisfies the sign condition. So h1c E C� and the proof is complete. □ Let us introduce now the following aBsumption, slightly stronger than (A2). 

(A2') :'; (u, �) is bilinear and continuous in L2(X). 
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Theorem 6.1.5 Suppose that (6.1.3), (Al) and (A2') hold, { X;}.7�1:n" are the Lagrange 
multipliers satisfying (6.1.1) and (6.1.2) with Xo = 1, and J and {G;},7!:1n" are of cla8s 02 in a neighborhood of u. Then the following inequality is satisfied a2r. ( -) 2 o 8u2 'il, A h � 0 'vh E Cu,L2(x) ·  (6.1.15) 

Proof Take h E cg,L2(x) · Due to Lemma 6.1.4 we can find a sequence { hk}r:1 c C� such that h1c ➔ h in L2(X). Noting that (A2') implies {A2) and using Theorem 6.1.3 we have that 
a2£ - - 2 8u2 (u, >.)hk � 0 for all k. Due to assumption (A2'), we can take the limit and obtain 

The proof is complete. □ 
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Second order sufficient conditions Now ii is a given admissible element for problem (Q) that satisfies the first order necessary conditions. Motivated again by the considerations about the two norm discrepancy, we must make some assumptions that involve the norms in L00 ( X) and L2 ( X). 
(A3) There exists a positive number p > 0 such that J and { G3}7!.1n" are of class 02 in the ball of L00(X), BLoo(x) (ii, p) and for all d > 0 there exists e E (0, p) such that for all u E BLoo(x)(il, p), l l v - ul lLoo(x) < e, h, hi, h2 E L00(X) and 1 '5 j < fii + na we have that 

(6.1.16) 

IG1 ( u)h1h2] '5 M;,2 l l h1 IIL2(X) l l h2IIL2(x), Analogously to (6.1.10) and {6.1.11) we define for all r > 0 
and 

x-r = {x E X :  l d (x)I > r} (6.1.17) 
c; = {h E L00 (X) that satisfy (6.1.12) and h{x) = O a.e. x E X.,.}. (6.1.18) 

The following theorem gives us second order sufficient conditions for (Q). 
Theorem 6.1.6 Let ii, be an ad missible for problem (Q) that satisfies first order necessary cond itions, and let us suppose that "  assumptions (6.1.3); (Al) and (A3) hold . Suppose also that (6.1.19) for given 5 > 0 and r > 0. Then there exist e > 0 and o: > 0 such that J(u) + ol l u -ul l i2cx) '5 J( u) for every ad missible point u for(Q), with l lu - ulliaacx) < e. 
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Remark 6.1.1 If (AI) and the regularity assumption (6.1.3) hold, we can prove, just 
like in Lemma 6.Ll, that 

where 

c;,L2(x) = {h E L2 (X) satisfying (6.1.12) and h(x) = 0 a.e. x E Xr} 

and CJ denotes the closure of ci in L2(X). 
Notice also that assumption (A3) implies (A2') . Therefore, if the assumptions 

(6.1.3), (Al), (A3) and (6.l.19)hold for given 6 > 0 and -r > 0, then condition (6.1.19) 
holds not only for the functions of ci, but for all the functions of c;,L2(x) : 

fJ2£ ( -) 2 I 1 12 T 
EJu2 u, A h > 6 lh L2(X) \:/h E au,L2(X) 1 

which is a condition that, a priori, seems stronger. 

6.2 Elliptic case 

Take again n of class 01 ; r its boundary; A an elliptic operator of continuous coefficients of the form (2.1.1) (page 23); p > N; a0 E .LPl2(n); / :  n x JR2 --+ JR; g :  r ➔ R, 
g E .v-1(r); L :  f2 x JR x JR ➔  JR and Y; : n x ]RN ➔ JR for 1 $ j � ni + ne , Moreover, we will suppose that the set of admissible controls is of the form 

Uod = {u E L00(n) : u0(x) � u(x) $ ub(x) for a.e. X E  n}, where u0, ub E L00(n). With the notation of Chapter 1 we have Kn(x) = [u0 ( x), ub(x)]. We will use the same notation as in Section 6.1. In this case X = n. Now J(u) is defined as in (4.1 .1) and G3(u) is defined as in (4.1.5). 

J(u) = L L(x, Yu, u)dx, 

G;(u) = L g3(x, Vyu(x))dx. The Lagrangian of the problem is given in this case by 
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It is interesting to introduce again 

F;(y) = L g;(x, Vy(x))dx. 

Observe that 
FJ(y) = -div :� (x, Vy) and G; = F; o G, where G(u) = Yu • We are going to formulate a regularity assumption analogous to (6.1.3). For e > 0, set 

Lemma 6.2.1 Given u an element of Uad, the following two conditions are equivalent: ( 1) there exists eu > 0 and functions { h;};e10 c L00(0) with supp h; c Or::;. such that GHu)h; = 8i; for i,j E Io; 
(2) there exists e6 > 0 such that 

the family {'Pi:� (x, ti, u) he10 is linearly independent in L1 (Or::6 ) ,  

where ti =  G(ii) and 'Pi = 1.p,6 is the solution of (4.1.7) for u = u. 
Proof. Let us remain the expresion for GHu)h, given in (4.1.6), 

Gi(u)h = L 'P; :� (x, fi, u)h d x. 

(6.2.1) 

Let us prove first that ( 1) implies (2). Suppose that GHu)h; = 8,; and { ',Oi�( x, y, u) he10 are not linearly independent. Then there exist numbres { a1}ie10 , not all zero, such that E,eio O'i',Os�( x, fi, u) = 0 for a.e. x E OE. · Suppose that a; 'I= 0. On one hand 

and on the other hand 
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Both identities imply that o.; = 0, which is a contradiction with our assumption o.; = O. 
Therefore { 'Pi�(x, y, u) heio 

are linearly independent. 
Let us see now that (2) implies (1). From the linear independence of { 'Pi�(x, y, u) heio 

it follows that the functional T :  L<'°(!l,a) ---+ ]Rl10 1 that maps every h to 

Th = ( f 'Pi� (x, y, u)h dx) . Jn ,eio 

is surjective. Indeed, if T were not surjective, then there exists o. E R,110 1 , o. '::/: O such 
that 

which implies that 

L cp; :! (x, y, u) = O para c.t.p. x E n,il , 
jElo U 

which contradicts (2). So for every j, there exists a h; E £<'°(1le6) such that Th; is the 
vector whose j-th component is 1 and the others are zeroes. The proof is complete, □ 

First order necessary conditions 

First order necessary conditions satisfied by a local solution of (i> e) can be deduced 
from Theorem 6.1.2 with the aid of Theorems 4.1.1 and 4.1.3. 

Theorem 6.2.2 Suppose that ii is a loc.al solution for problem (Pe) .  Suppose that the 
assumptions on f, L and 9; established in Et (page 69), E,4 (page 87) and E6 (page 89) 
hold. Suppose also that (6.2.1) holds. Then there exist real numbers X;, j = 1, . . .  , n,1 +1ii 
and functions fj E W1J1{1l), (p E W1JJ' (11) such that 

>..; � 0 ni + 1 � j < ni + n,1, >..; L U;(x, Vy(x)) dx = O, 

{ Ay + ao� = f(x, y(x), u(x)) in n 
8nA.Y = 0 on r, 

{ 
aJ _ _ _ aL _ _ n,+nd - . (8g; _ ) A*cp + ao'() - ay (x, y, u)ip + 8y 

(x, y, u) - � ..\;div a.,, (x, Vy) 

anA.. cp - 0 

(6.2.2) 

(6.2.3) 

in n 

on r, 
(6.2.4) 
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and 

(6.2.5) 
Moreover, if l{)o = 'Poa and ({); = cp;a for 1 < j � Tl.i + na are the solutions of ( 4.1.3) 

and ( 4.1. 7) respectively, for u = ii , then 

ni+nd 

({) = ({)o + L X;({);. (6.2.6) 
j=l 

Proof. The assumptions made, Theorems 4.1.1 and 4.1.3 and Lemma 6.2.1 allow us to figure out the expression 
: (ii, X) (u - ii) = i ( :� (x, y, u) + (p�� (x, y, ii)) (u - ii)dx. 

Now we can apply directly Theorem 6.1.2 to deduce conditions(6.2.2)-(6.2.5). □ Let us see now an example of a sufficient condition to check the regularity condition 
(6.2.1) 

Lemma 6.2.3 Let us suppose that there exist ea > 0 and an open, nonempty set A,:11 C !lea such that 

� (x, y(x), u(x)) -::/= 0 en Ae11 and {FJ( fi)};eio . are linearly indepenedent in (W1.Y (Aea)) '. Then the regularity condition (6.2.1) holds. 

Proof What we want to prove is the oinear independence of {({)i�( x, y, ii)}iEio " Suppose that { /{)i�(x, '{j, ii) heio are not linearly independent in L1 (S"le,.)- Then there exist real numbers { ai}ieio not all zero such that 

for a.e. x E S"le-11 • Since ]Ae-. I > 0 and �(x, 'fi, u) -::/= 0 in Aea , then for a.e. x E Ae-« 

L °'i'Pi( x) = 0. 
iE/o 
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Taking into account that 'Pi is the solution of 

the expression 

8 f ( ) _ d. 
( 

8gi ( v-)) - {Jy X, Yu, U 'Pi - lV mJ x, y 

- 0 

r;,1(-) d. 8g; ( v-) .ci y = - lV mJ X, y 1 

and that A.ea is open, we obtain that 

L a,Ft (y) = 0 in Aeii 
iElo 

in n 

on r 

with not all the {aihero zero. This contradicts the assumptions.The proof is complete. 
□ 

Second order necessary conditions 

Taking into account Theorems 4.1.2 and 4.1.4 we can show that the assumptions for 
Theorem 6.1.3 hold for problem (Pe) - Moreover, in this case, given ii E U00, we can 
identify 

d(x) = : (x, y(x), u(x)) + cp(x) � (x, y(x), u(x)), 

where 'fi is given by (6.2.3) and cp is given by (6.2.4). We introduce 

and 

n° = {x E n :  ld(x)I > O}. 

C� = {h E £00(0) satisfying (6.2.8) and h(x) = 0 a.e. x E 0°}, 

C�,L2(n) = {h E L2(0) satisfying (6.2.8) and h(x) = 0 a.e. x e n°}, 

(6.2.7) 
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where 

k 'P; � (x, y, u)h dx = 0 if (j .:5 12i) or (j > fii, In g;(x, Vy)dx = 0 and X; > 0) 
1 'P; :� (x, y, u)h dx < 0 if n; + 1 .:5 j .:5 nd + f2i and L u;(x, Vy)dx = 0 and X; = 0 

1 h(x) > 0 if u(x) = u0(x) 
h(x) < 0 if u(x) = ub(x). (6.2.8) The second derivative of the Lagrangian is given in this case by the expression 

2 L ( ::u (x, Y, u) + 'P ::u (x, fi, u)) hz11 dx+ 

Now it is necessary some more regularity for some of the second derivatives of / and L. We are going to suppose that f and L are of class 02 with respect to the second and third variables and there exists e > 0 such that for all M > 0 there exist ¢},, E Ll+e(n) and ¢le E .Vl2+i(O), € = p2e/(4 - 2(p - 2)e) such that 

and 
I :::y (x, t, s) I + I� (x, t, s) 1 .:5  ¢�ix) 

if IYI, lul .:5 M for a.e. x En. So we obtain the following theorem. 

(6.2.9) 
(6.2.10) 
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Theorem 6.2.4 Suppose that ii. is a local solution of problem (Pa) and that the assump
tions on /, L and 9; established in E1 (page 69), Ef (page 70), E4 (page 87), E5 (page 
89), E6 (page 89), E7 (page 90), (6.2.9) and (6.2.10) hold. Suppose also that (6.2.1) 
holds. Then 

a2 c, 
(- - 2 f ( a

2 L 
( - -) -a2 I ( - -)) 2 

au,2 u, >..)h = ln By2 x, y, u + r.p 8y2 x, y, u zh dx+ 

for all h E cg, where z11. is given by 

{ 
Azh + aoz11 = � (x, y, ii)z11. + !� (x, fi, u)h 

011,4.Zh. = 0 

in 0 

on r. 

(6.2.11) 

Proof Notice that we can apply Theorem 6.2.2 to deduce the existence of the La
grange multipliers. Now, due to Theorem 6.1.3, we only have to verify that (Al) and 
(A2) hold. In our case, assumption (Al) (see page 120), holds with 

A- 8L 
( 

_ _
) 

_ 8 f 
(
. _ _

) 'I' = 8u x, Y, u + r.po 8u x, Y, u 

and 

From the expression for the second derivatives of J and G; and the properties imposed to 
the derivatives off, L and 9;, it follows that (A2) holds. In fact, take {h1c}.r:,1 c £00(0), 
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bounded in L00(n) and pointwise convergent to h. We want to check that 

converges to 

where 

L ( :� (x, ti, il) + <p:� (x, y, u)) hf d x+ 

82.C _ - 2 f (82L( _ _  ) _fPJ ( _ -)) 2 au2 (u, >,.)h = ln ay2 x, Y, u + cp ay2 x, Y, u zh d x+ 

f (82L( - -) + _a2J ( - -)) h2 d + Jn 8u2 x, y, U cp 8u2 x, Y, u x 

{ Azht + aozh,. = !� (x, y, u)zh,. + � (x, fi, il)h1c in n 011.4.Zh1, = 0 on r. We can do this term by term. First, let us remark that h1c ➔ h in Lll(f2) for all q < oo, which implies that zh,. ➔ zh in W1.P(f2). So, using Holder's inequality and the assumptions on the second derivatives, we have that 



6.2. Elliptic case 133 ----------------------
< I I�� (x, 'ii, it) + <()� (x, ii, u)IIL1(n) llzh,. + zhllL00(n) I IZh1o - zh !IL00(n)• 

The first two factors are bounded and the last converges to zero. 
k It! (x, fi, u) + <() ::u (x, fi, u) I lh1czh,. - hzh l  dx $ 

�L fPf II 8y2 (x, 'ii, u) + <() 8y2 (x, ti, u)l1L1(n)llh1cllL00(n)IIZh,. - ZhllL00(0)+ 
+II �� (x, 'ii, u) + <()� (x, ii, u)IILl+"(O} l lzh llL00(n} llh.t - hllL(l+r)/c(n}· 

In each term, the first two factors are bounded and the last one converges to zero. Here we see the need for the new regularity assumption for some second derivatives of / and 
L, because we do not have uniform convergence for the h.t, 

k I :� (z, ti, u) + q;� (x, y, u)I lh1e 2 - h2 l dx :5 

a2L a21 $; II ay2 (x, fi, u) + <() ay2 (x, fi, u) IILl+"(O} l lh1c + hliL00(0} llh.i; - hllL(l+c)/c(n) • 
The first two factors are bounded and the last one converges to zero. Finally 

L lvT zh,. 8;:; (x, Vy)Vzh,. VT zh �:; (x, Vy)Vzh l dx = 

= L jvT(zh,. + zh) 8;:: (x, Vy)V(zhA, - zh)I dx :5 

{Pg, :5 l 1V(zh1o + zh)llvcn) II a,,/ (x, Vt1)1lv1c11-2>cn) I IV(zh,. - zh)llvcn) • 
Again the first two factors are bounded and the last one converges to zero. Therefore, assumption (A2) holds. D 
To prove an analogous result to Theorem 6.1.5 we have to give conditions for the derivatives of /, L and 9; for the second derivative of the Lagrangian to be bilinear and continuous on £2 (0). Like before, we want to check that 
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but now we only have that h1c ➔ h in £2 (fl). Looking at the proof of the previous result, one of the first things we see is that to prove the convergence of f (82L( - -) + _82!( - -)) h2 d ln 8u2 x, Y, u 'P 8u2 x, 11, u /c x to 
it is necessary that a2L( _ _  ) + _a21( _ _  ) e £00(1"'\) au2 x, Y, u 'P 8u2 x, Y, u u . Notice that we will need the adjoint state to be bounded, and therefore it is be necessary to impose also conditions on the first derivatives of f, L and 9;• Another question that comes up is that of the regularity of Zh and its gradient. We have that £2(0) C (W1•q' (fl))' for all q < oo if N = 2 and for all q .$ 2N/(N-2) if N � 3. Therefore, the maximal regularity we can expect for zh is zh e W1•9(0), depending on the regularity of the first derivatives of / ( cf. page 69 for the equation of zh and page 27 for the regularity result). Moreover, for N = 3, we have that q � 2N/(N -2) = 6, which is greater than N, and hence Zh E £00(0), but if N > 4 then Zh does not have to be a bounded function. Considering all these things, we a.re going to introduce the following assumptions on the functions that intervene in the problem, taking into account that they could be slightly weakened for the cases N = 2 and N = 3. 
E8 

• f is of class 02 with respect to the second and third variables, 
8J 811 (x, t, s) .$ 0 and for a.11 M > 0 there exists a constant CM > 0 such that 1 :� (x, t, s)I + ,:� (x, t, s)I + l �  (x, t, s)I + l :U£u (x, t, s) I + I � (x, t, s)I < CM if lt l, Is l < M for a.e. X E n. • L : n x R x R ➔ R is of Caratheodory, of class 02 in the second and third variables, IL(x, 0, O)I E lJ'/2(0), and for all M > 0 there exist a constant CM > 0 and functions 1PM E lJ'l2(n) and 1PM E Lmax{p/2,2}(f2) such that 

l: (x, y, u) I < 1/JM(x), 
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and 

, :�(x, y, u) I + l :!(x, y, u) I + , :�(x, y, u) I � CM if IYI, l ul < M for a.e. x En, 

• for all 1 < j < nd + n;, 9; : n x ]RN -+ lR is measurable in x, of class C2 in the variable f/ and there exist exponents r E [l, oo) and s > N a  constant C > 0, a function '¢1 E L"(O) such that 
and 

Under this assumptions we can write the following necessary condition. 
Theorem 6.2.5 Suppose that u is a local solution of problem ( Pe) and that the assumptions on f I L and 9; established in E8 hold . Suppose also that the regularity assumption ( 6.2.1) holds. Then 

{Pr,( _ -
) 

2 / (82L( - -) {Pf ( - -)) _ _ 2 fJu2 u, >. h = Jn 8y2 x, Y, u + rp 8y2 x, Y, u Zfl d x+ 

L ( ::� (x, y, u) + rpfJ (x, y, u)) h2 dx+ 

for all h E c�,La(n) . 

( 6.2.12) 
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Proof. Assumption E8 implies that :� (u, X) is bilinear and continuous in L2(f2). So we can apply Theorem 6.1.5 and deduce that the inequality (6.2.12) is true for all h E O�,L2(n) . □ 

Second order sufficient conditions Clearly, we are going to apply here Theorem 6.1.6. Let us see that our problem satisfies the assumptions of this Theorem. The main difficulty appears when we prove that (AS) holds. To do that it is necessary to prove enough regularity for the adjoint state. We need that it is in V>0(f2). To achieve this regularity we need to suppose more regularity for the derivatives of f, L and g; , Again we are going to suppose that (E8) holds. Analogously to what we did in the abstract case, given u an admissible control, we introduce 
n.,. = {x E n :  jd(x) I > -r}. 

Theorem 6.2.6 Let ii be an admissible control for problem (P .) satisfying the regularity 
assumption (6.2.1), (E8) and such that there exist real numbers 'X;, j = 1, .. . , nt1 + � 
and function fi E W1.P(f2), r:p E W1.1' (n) satisfying (6.2.2), {6.2.3), (6.2.4) and (6.2.5). 
Suppose also that a2£ - -) 2 1 (82L( - -) _ a2f( - -)) 2 

au2 (u, A h  = n 8y2 x, 11, 1.£ + '{) 8112 x, 11, u zhd x  
+2 L ( ::u (x, fi, u) + ip ::u (x, fi, u)) hzhd x  

+ L ( :� (x, fi, u) + q;a;J (x, fi, u)) h2 d x+ 
n.i+n; 1 82 � >.; n V T Zh a:: (x, V y)V Z11 dz � ollhllt2cn) (6.2.13) 

for all h E L00(!l) satisfying (6.2.8) and h(x) = 0 for a.e. x E 07 and given o > 0 and -r > 0. Then there exist c > 0 and a >  0 such that J(u) + allu - ulli2cn) s; J(u) for all 
admissible control u with llu - ullL""(O) < c. 

Proof. Notice first that the new conditions introduces on the first derivatives of /, L and 9; imply that the adjoint state belongs to W1.P{fl) for all p > N and therefore the adjoint state belongs to L00(0). 
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We are going to prove that (A3) holds. Let u an admissible control satisfying first order necessary conditions (6.2.2)-(6.2.5). Given v E £00(11), we will denote 'Pv = 
n;+nd cpo,, + L ">-;'P;v, where cpo,, and 'P;v are the solutions of (4.1.3) and (4.1.7) for u = v, 
j=l respectively. Take h E L00(11) and 6 > 0. Let us verify the first inequality in (6.1.16). In fact, we will establish that 

I [a2.C - a2£ - - ] 2 1 O'IJ,2 ( v, .\) - O'IJ,2 ( u, .\) h :5 

supposing that l]v - ul !L""(n) < e with e small enough, where 
en 11 on r. 

in 11 on r. 

(6.2.15) 
(6.2.16) 

We can work with each term in a separate way. Let us remark the fact that the main tools to prove (6.2.14) are the continuity of the functional G, the 02 regularity of / and g; j = O, 1, . . .  , ?li + nd and the assumptions on the regularity of the derivatives of /, L and g;. Given J > 0, for the first term in the left of (6.2.14) we can establish that 
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ll
fPL fPJ a2L _ _ _ 82/ 

_ - 11 -8t,,2 (x, Yv, v) + 'Pv 8t,,2 (x, Yv, v) - {)u2 (x, Y, u) - cp 8u2 (x, y, u) L""(O) < O 
supposing that l l v-ull L""(O) is small enough: this is a direct consequence of the continuous dependence of 'Pv with respect to v in the norm of L00(0), that can be obtained from Proposition 2.1.3. For the second term of (6.2.14), Holder's inequality leads us to 
r I ( a2L fP 1 ) ( EP L _ _ _ a21 _ _ ) - I Jn 8y8u (x, Yv, v) + 'Pv {)y{)u (x, Yv, v) Z11, - 8y{)u (x, y, u) + cp {)ych/x, y, u) zh lhl 

:5 II hllL•(n) (I I  :;. ( x, y., v) - :;. ( x, ii, ii) L
en) 

II Zh II L'(n) 
+ II :;. (x, ti, 

fl) IL�cn) 
l lz• - ll•IIL'Cn) 

I I fP I � a2 J - - 11 + 'Pv 8y8u (x, Yv, v) - cp {)y{)u (x, Y, u) L""(O) !l zh llL2(n) 
+ 1 1\0 :L (x, ii, ut�cn) 

l lz• - ••IIL•(n)) 

The argument is completed taking into account the estimates 
(6.2.17) 
(6.2.18) when llv - u!IL""(n) is small. Following the same sketch we have 

L I ( :� (x, Yv, v) + 'Pv :{ (x, Yv, v)) z� - ( ::� (x, y, u) + � 8J (x, y, u)) z� I dx < 
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+ 11 :; ( z, ii, il) 11 L-(n) l lz• - '"• 11£• (n) J lz• + '"• IIL•(n) 
+ I/ cp, � ( "'• 11., v) - 'P � ( z, ii, u{_cn> II z• II h cn1 
+ llcp

882 

! (x, fi, u) I! l l zh - zhl lL2cn>llzh + zhl l L2(n) , Y IIL""(n) which, together with (6.2.17)-(6.2.18) allows us to deal with the third term of (6.2.14). Let us study the last term decomposing it as follows and using again Holder's inequality. 

� L IV" z, ( 1::! (z, Vy,) - 1::!  (x, Vii)) V•• I dz 

+ ,l / cvTzh - v'Tzh)�:1 (V y)(V zh + V zh) I d x  < 

$ IIV zhl l i,.cn)N 11°829; (x, Vyv) - 82: (x, V y)II 
'TJ v,1 Lq(n)N2 

+IIV zh -V zhl l LP(O)NIIV zh + V zhl!LP(n)N II 8'-a 9; (x, V y)II 
'TJ L!l(O)N2 with p = 2N/(N - 2) ( if N > 2), p = 3 (if N = 1 or 2) and q = pp'/(p - p') (q is in this case the conjugate exponent of p/2). Exponent p has been chosen in such a way that L2(0) c (W1JT (O))'. Thus, using Proposition 2.1.3, we have that {6.2.19) when l!v - ul l Lco(n) is bounded. Moreover, in this case subtracting the equations (6.2.15) and (6.2.16) and using Theorem 2.1.3 again, we can deduce that 
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Finally, we can deduce that 

for l lv - ullLoo(o) small enough, uniformly with respect to v. Let us show this in detail: due to the continuity of the functional G and using the regularity V(n) of the gradient of the state and the assumption made on the second derivatives of g;, fixed q > q, there exists a positive constant C3 such that for any admissible control v 
being r · the exponent· introduced in the assumptions of the theorem. Given M > O, let us introduce the following sets Ef" = {x E n : IIV Yv(x)II > M} and Ef = {x E n : 1/V y(x)II � M}. Clearly Ef" and Ef depend on v and il, respectively, but we will not remark this. here it is important to remark the trivial inequality 

M 1 1  C,i m(E1 ) :5 M 
O 

IIV Yv(x)IJdx :5 M "  

The same reasoning is valid for Ef. Due to the regularity of g;, the second order derivatives are uniformly continuous in the ball of ]RN centered in the origin and with radius M. Hence, there exists e1 > 0 such that for 1 177 - fil/JRN :5 E1 with ll77l lm.N, lliilliaN :5 M, we have that 

Using again the continuity of the functional G, there exists e2 > 0 such that when 
l lv - ullL00(0) :5 E2, then 

Let us introduce now another set Ef = {x En: IIV Yv(x) -V y(x)II > E1}. Arguing as before, we may deduce that 
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Particularly, the last two relations imply that m(E:') � �- Combining the previous estimates and using Holder's inequality withs= q/q, we obtain that 

- 1/a' < � + 3 (C4) 2q+l/scq 
- 4 M 3 This term on the right can be taken less that J, if M is large enough. For all these considerations, we can assure that the first condition on the continuity of the second derivative of the Lagrangian in (6.1.16) holds. The rest of the conditions follows easily from the properties of the functions f, L and gj , j = 0, 1, . . .  , 7'li + nd. □ 

Some extensions Analogous results can be proved for the boundary control problem (P 8)' described in page 107. Let us take now 
where Va, Vb E L00(r). The Lagrangian associated to this problem is 

Remember that Fj(Y) = L gj(x, Vy(x))dx. We establish now a regularity assumption analogous to (6.2.1). Given v E Vad, for c > O, 
set 
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Given a control ii, we will say that it satisfies the regularity condition if there exists co > 0 such that 

the family { 'Pi:! (s, y, v) hero is linearly independent in L1(r 60), (6.2.20) where fi is the associated state to v and 'Pi is the unique solution of 
in n on r. 

Suppose that • g : r x JR x JR is measurable on r and of class 01 with respect to the second and third variables, g(•, 0, 0) E v-1 (r), for all M > 0 there exist CM > 0 and 
1PM E v-1(r) such that 

1 :: (x, y, v) I � CM and 1:: (x,y, v)I � ¢M(x) 
for all (y, v) E lR2 and a.e. x E r  and 8g 8y(x,y, v) $; 0. 

• l : r x JR x lR is measurable on r and ·of class 01 with respect to the second and third variables for all M > 0 there exists 1PM E £1 (r) such that 
1 :(x,y,v)I + 1 :(x,y, v)I � ¢M(x) 

and the differentiability conditions on the g; established in E6 (page 89) hold. 
Theorem 6.2.7 Suppose that ii is a local solution of (Pe)', Suppose also that (6.2.20) 
holds. Then there exist real numbers X;, j = 1, . . .  , nd + 14 and functions fi E W1tP(fl), cp e w1.r1 (0) such that 

inn 
on r, 

(6.2.21) 
(6.2.22) 



and 
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( 6.2.23) 

on r, 

: (v, X)(v - v) = fr (!! (s, fi, u) + c.o!� (s, y, s)) (v - v)ds > O for all v E Vad-

Set 
and d( ) 8£ ( - -) + _{JJ ( - -) s = av s, y, u rp 

{Jv s, y, s 

r0 = {s E r :  ld(s)I > O}. The second derivative of the Lagrangian is given in this case by 

where h E L00(r) and zh is the solution of 
{ Azh + aozh = 0 

8nAZh = : (s, ii, v)zh + :  (s, ti, v)h 

( 6.2.24) 

inn on r. 
Suppose that the 01 differentiability conditions on g and £ previously established and on U; established in E6 hold. Also suppose that condition E7 about the second derivatives of o; holds and that g and £ are of class 02 with respect to the second and 
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third variables and that for all M > 0 there exist c:, € > 0 and functions ¢it E L1(I'), ¢}:(r) e £1+&(r), ¢1.t e v-1 (r) and ¢2,f (r) e v-1+e(r) such that 

I :: (s, y, v) I  $ 1/Jl,(s), I:! ( s, y, v)I + I :! ( s, y, v)I < 1/J�(s), 
1 :; ( s,y, v) I  $ 1/Jlt(s) and 1 :r(s,y, v)I + 1::!(s,y, v)I $ 1/J-:f( s) if IYI, lv l  < M for a.e. s E r. Then we can state second order necessary conditions. 

Theorem 6.2.8 Suppose that v is a local solution of (Pe)' Suppose also that (6.2.20) 
holds. Then 

132.C - - 2 
002 ( v, ).)h � 0 

for all h E L00(r) such that h(s) = 0 for a.e. s E r0 and 

£ {f;; !! (s, y, v)hds = 0 if (j $ ni) or (j > ni, L g;(x, Vy) = 0 and .X; > 0) 

h( s) > 0 if v( s) = va ( s) 
h( s) $ 0 if v( s) = vb( s). (6.2.25) 

To establish sufficient conditions we have to introduce 
rr = {s E r :  l d ( s)I > r}. 

Again the assumptions made on the functions that intervene in the problem are stronger, in order to make the trace of the adjoint a bounded function. 
• g is of class 02 with respect to the second and third variables, 
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and for all M > 0 there exists a constant CM > 0 such that 
1 :(s, y, v) j + 1 :(s, y, v) [ + 1 :; (s, y, v) I  + [ a�:v

(s, y, v) I + J :;(s, y, v) I $ CM 

if IYI, l vl $ M for a.e. s E r. • .f, : n x JR x JR ➔ R. is of Caratheodory, of class C2 in the second and third variables, l l(s, O, O)I E v-1 (r) and for all M > 0 there exist a constant CM > 0 and a function "PM E v-1(r) such that 
1 :i (s, y, v) I + l !(s,y, v)[ $ "PM(s) 

and 
1 :;: (s, y, v) [ + 1 ::v

(s, y, v) [ + 1 ::: (s, y, v) [ $ CM if IYI, lvl $ M for a.e. s E r, • for all 1 $ j $ nd + n,, 9; : n X R_N ➔ JR is measurable in x, of class C2 in the variable 'f/ and there exist exponents r E [1, oo) and s > N, a constant C > O, a function "P
l 

E L·(n) such that 
1: (x, 77) 1 $ Cl 11l r + ¢1(x) 

and 

Then 
Theorem 6.2.9 Let ii be an admissible control for problem (Pe)' that satisfies the regularity assumption (6.2.20) and such that there exist real numbers X;, j = 1, . . .  , nd + n, and functions fi E W1"(0), cp E W1.P'(O) satisfying (6.2.21), (6.2.22), (6.2.23) and 
(6.2.24). Suppose also that 

:1; (v, A)h2 > c5l l hl l i2cn> for all h E L00(r) satisfying {6.2.25) and h(s) = 0 for a.e. s � r-r and given 6 > 0 and r > 0. Then there exist e > 0 and a >  0 such that J(v) + al l v - vl l �2(r) < J(v) for all admissible control v with !Iv - vl !Loo(r) < e. 



146 6. First and second order conditions 
6.3 Parabolic case 

Set n, r, T, Q, E and A, p, r, ki , k1 , u1 , &1 as in Section 2.2, with the boundary 
r of class 01 and the coefficients of the operator A of class C([O, T]; C(O)). Set /, g, Yo functions, f : Q x JR --+ JR, g : E x Ill x JR --+ JR, F : Q x Ill --+ JR, G : E x Ill --+ Ill and Yo : n --+ R, Yo E L00(0) n W1"'(0). Take k2, k2, 0"2, &2 and 1/ as in Section 2.2. Consider the problem (Pp) of page 16. Suppose that the set of admissible controls is of the form Vat1 = { v E L00(E) : vG( s, t) � v(s, t) � vb(s, t) a.e. (s, t) E E}, where vG, vb E L00(E). This election corresponds to the case of taking 
Just like in Section 4.1.2, we will consider 

C = {! E Lr(u)N : lT (; (L 9;(x, t, /Jdx) dt = 0 if 1 < j � '11.i, 
1

T (; (L g;(x, t, /)dx) dt � 0 if '11.i + 1 < j < '11.i + nd} , where (j : Ill ➔ Ill and g; : Q x R.N ➔ R. are functions. We are going to adapt for problem (Pp) the abstract Theorems given in the beginning of the chapter. In this case 
and 

J(v) = 1
T i F(x, t, Yv) dx dt + 1

T i G(s, t, Yv , v) ds dt + i L(x, Yv(x, T)) d x  
G;(v) = L

T

(; (In Y;(x, t, V zYv)dx) dt. The Lagrangian of this problem is given by 
l.(v, A)= LT L F(x, t, y11) d x  dt + 1

T i G(s, t, Yv , v) ds dt + L L(x, Yv(x, T)) dx+ 

n�d 1T ( r 
) � (; Jri 9;(x, t, V :z:Yv)dx dt. 

J=l O 0 Remember also that 
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and that its derivative is given by 

Fj(y) = -div (.1 (L U;(x, t, V zY)dx) : (s, t, V zY). 

We are going to establish a regularity assumption analogous to (6.1.3). For e > 0, 
set 

Lemma 6.3.1 Given v an element of Vaa, the followong two conditions are equivalent: 

1. there exists et1 > 0 and functions {h;};ero c £00(0) with supp h; c Er:. such that 
GHv)h; = oi; for i, j E Io; 

£. there exists e;, > 0 such that 

the family {'Pi:(s, t, y, v)he10 is linearly independente in L1(Ee11), 

where y = G(u) and 'Pi = 'Pio is the solution of (4.1.10) for v = v. 
Proof The proof is completely anlogous to that of Lemma 6.2.1. D 

First order necessary conditions 

(6.3.1) 

First order necessary conditions satisfied by ii can be deduced from the abstract 
Theorem 6.1.2 with the aid of Theorems 4.1.5 and 4.1.7. 

Theorem 6.3.2 Suppose that f and g satisfy assumptions P 1 and P£, that F, G and L 
satisfy P4 and P5 and that the (; and the U; satisfy P7. Suppose also that (6.3.1) holds. 
Then there exist real numbers '>.;, j = 1, . . .  , nd + Tl.i and functions y E LT(W1.P(O)) and 
<p E £-r' (W1sP' (0)) + L2 (H1) such that 

X - > O  J - � + 1 < j � Tl.i + nd, 

8g + A-
8t y 

8y 
8nA 

y(•, 0) 

'>.; 1
T 

(; (L g;(x, t, V zii)clx) dt = 0, (6.3.2) 

- f (x, t, y) in Q, 

- g(s, t, fi, v) on E, (6.3.3) 

- w in 0, 
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ocp + A* - 8/ ( t -) -- 8t <.p - {Jy x, ' y  <.p 

a- a <.p g ( t - -) -
OOA• 

- 8y s, I y, V <.p 

8L 
cp(·, T) = 

oy (
x, y(T)) in n, 

(6.3.4) 

:; (v, X) (v - v) = l ( � (s, t, y, v) + <j)!� (s, t, y, v)) (v - v)ds dt � O 't/ v11 < v :5 vb, 
(6.3.5) 

Moreover, 
ni+Bd 

<j) = <.poo + L A;<.p;f;, 
j=l 

where <.pofJ and <.p;v for 1 :5 j < 1ii + na are the solutions of ( 4.1. 9) and ( 4.1.10) for v = v. 
Proof. We apply Theorems 4.1.5 and 4.1. 7 to calculate the expression of the derivative 

of the Lagrangian, and deduce expression (6.3.5) as a direct application of Theorem 6.1.2 
and Lemma 6.3.1. □ 

Again we can give a sufficient condition to check the regularity condition (6.3.1). 

Lemma 6.3.3 Suppose that there exist ev > 0 and an open nonempty set (relative to 
the topology of E) A&11 C Eev such that 

: (s, ty(s, t) , v(s, t)) -I- 0 in Aev 

and {FJ(y)};e10 are linearly independent in L.,., ((W1.V (Aefi))') . Then condition (6.3.1) 
holds. 

Proof. The proof is analogous to that of the elliptic case. □ 
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Second order necessary conditions 

Taking into account Theorems 4.1.5 and 4.1.7, we can prove that the assumptions of 
Theorem 6.1.3 are satisfied by problem (Pp) .  In this case we can identify 

d(s, t) = 8;: (s, t, .fi(s, t), v(s, t)) + ip(s, t): (s, t, y(s, t), v(s, t)), 
where fi is given by (6.3.3) and ip is given by (6.3.4). Let us introduce 

E0 = {(s, t) E E : ld(s, t) j > 0}. 
Again it is necessary some more regularity for the second derivatives of g and G. So, 
besides P3 and P6, we will suppose that there exist c1 > 0, e:2 > 0, €2 > 0, 'I/JJ.t E Ll+ei (E) 
and 'I/JL € D12+i2 (Lo-2+62 (r)) ,  such that 

and 

1 82G I I a2G I 1 8v2 (s, t, y, v) + 8voy (s, t, y, v) '5: "PM(s, t) 
1 8

2

g I I a2
g 

I 2 002 (s, t, y, v) + BvBy (s, t, y, v) '5: "PM(s, t) 
if IYI , lv l � M for a.e. (s, t) E E. 

So we obtain 

{6.3.6) 

{6.3.7) 

Theorem 6.3.4 Suppose that v is a local solution for problem (Pp) and that P1-P8, 
(6.3.6) and {6.3.7) hold. Suppose also that the regularity assumption (6.3.1) holds. Then a2£

(
_ -

) 
2 / (82G( _ _  

) _82g( _ -)) 2 

av2 v, A h = JE ay2 s, t, y, V + '{) ay2 s, t, Y, V zh ds dt+ 

l ( :v<; (s, t, fj, v) + <p:! (s, t, fi, v)) h2 ds dt+ 

{6.3.8) 



150 6. First a.nd second order conditions 
for all h E L00(E) such that h(s, t) = 0 for a.e. (s, t) E E0 and 

h {j;;: (s, t, ti, v)h ds dt = 0 if (j $ n;) or (j > n;, 1T 
(; (l g;(x, t, /Jdx) dt = 0 and X; > O) 

h(s, t) � 0 if v(s, t) = v0(s, t) 

h(s, t) $ 0 if v(s, t) = vb(s, t), 

where zh is given by 

8zh 
&t + Azh 

8zh 
f}nA 

Zh(•, 0) 

-
-
-

8J qy (x, t, y)zh 
8g _ _ 8g _ 
8y (s, t, y, v)zh + 8v (s, t, y, v)h 

0 

(6.3.9) 

in Q, 

on E, 

in n. 

Proof. Notice first that we ca.n apply Theorem 6.3.2 to deduce the existence of the Lagrange multipliers. Now, due to Theorem 6.1.3, we only have to verify that (Al) and 
(A2) hold. In our case, the assumption (Al) (see page 120), is satisfied with 

and 
"' 8G ( t 

_ _) + _ 8g ( t _ _) � = {}v B, , y, V '{)o 8v 81 , y, V 

From the expression for the second derivatives of J and G; and from the properties imposed to the derivatives of g, G and 9;, it follows that (A2) holds:. Take { h1oU�1 c 
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L00(.E), bounded in L00(.E) and pointwise convergent to h. We want to to check that 

L ( :v<; (s, t, fi, v) + cp:! (s, t, fi, v)) h� ds dt+ 

where zh,. is given by 

8zh,. A 8/ in Q, lft + Zhi, 8(x, t, y)zh,. 

8zh,. 
aY a � (s, t, Y, v)zh,. + a! (s, t, y, v)h,. on .E, 

fJnA Zhi, (•, 0) - 0 in n, 



152 6. First and second order conditions 

converges to 
f (82G a2 ) Jr:. ay2 (s, t, ti, v) + r:p 8y; (s, t, fi, v) � ds dt+ 

f ({J2G - - _ 82g - ) 2 j.IJ av2 (s, t, y, v) + <p002 (s, t, ti, v) h ds dt+ 

1T [,; (L D;(x, t, Vzfi)dx) L V;zh 8;:; (x, t, Vzfi)Vzzhdx] dt} 

We can do this term by term. First, let us remark that h1c ➔ h in Lq(E) for all q < oo, 
which implies that zh,. 

➔ zh in L-r(W1iP(!1)) .  
The "lines" 1, 2 ,  3 and 5 can be treated just like in the elliptic case. Let us check 

that 

11
T [ (i' (L D;(x, t, V zfi)dx) L : (x, t, V zfi)V zZh,. dx L : (x, t, V zfi)V :i;Zh,. dx] dt -

1T [c;' (L g; (x, t, V:i:fi)dx) L:: (x, t, V:i:fi)VzZh dx L 8:; (x, t, Vzfi)Vzzh dx] dtl 
converges to zero. To simplify the writing, we will suppose without loss of generality 
that in P7 we have that 

So, supposing that g(x, t, 0) = 0, we will have that 

I will not write now the dependence of (x, t, V zfi) in 9; and its derivative because of lack 
-of space in the line and because this cannot lead to confusion. We have, applying PS 
and Holder's inequality, 

11
T ( 

(j' (L 9;
dx) L: (V zZh11 + V zZh) dx L : (V zZh11 - V zZh) dx) dtl � 
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f.

T (IL 9J<k I ;-• I /: lit, (0) 1 /V •••• + V ••• I/ Y(O) I/ V •••• - V ••• 1 /r,,(O)) dt � 

f.
T 

( (L IV ,fi I' dz) •�

h 

(L IV ,fil
(p-l)p' dz r1' I/ V •••• + V .z,. IILP(O) II V •••• - V ••• llr,,cn)) dt � 

{ ( (foiv.fil'<k) �.:, (fniv.gl'<k) '71;=,) dt· 

IIV:11zh,. + V:z:zhllL,.(V(n)) I IVzzh, - VzzhllL,.(LJ'(O)) � 

f.
T (L IV ,iii' <k) j dt . I IV •••• + V ·••IIL•(Y(O)) I IV •••• - V ·••ll£•(V(O)) The regularity of y, zh, and zh, together with the convergence of zh,. previously indicated, assure us that the first two factors are bounded and the last one converges to zero. Thus we have that assumption {A2) holds and the result is therefore a direct consequence of Theorem 6.1.3. D 

Remark 6.3.1 Now we cannot, as in the elliptic case, give sufficient conditions for 
the second derivative of the Lagrangian to be bilinear and continuous in L2 (I:). This is 
because we can not achieve regularity enough for the adjoint state. See the remarks given 
now for sufficient conditions. 

Sufficient conditions To prove an analogous result for the parabolic case is still an open problem. The main difficulty is the regularity of the adjoint state. In this case of the trace of the adjoint state. It is compulsory to show that it belongs to D)0(E) and it depends continuously on the data. This problem is pointed by Raymond and Troltzsch in [76). They show that if the adjoint state is given by an equation with a second member -the part that corresponds to the multiplier- is a Lebesgue, then it is possible to prove in some case that the adjoint state is bounded. Nevertheless if the multiplier is a measure, this is not possible (cf. Theorem 4.3 and section 7.3 of [76] ). In our case the multipliers is an element of LT' ( (W1JJ)'). It is not in a Lebesgue space and it is a measure. We cannot prove that its trace is bounded. 





Chapter 7 

Second order conditions involving 

the Hamiltonian 

7.1 Introduction 

We will consider in this chapter problems (Pe) and (Pp), taking a convex set of admissible controls. In these two problems, under adequate assumptions, we have seen that a Pontryagin principle holds. The aim of this chapter is to give second order conditions that involve the Hamiltonian of the problem. Necessary conditions appear in a natural way, and they are nothing but corollaries of the analogous result for real valued real functions. The difficulty appears when we deduct sufficient conditions. With the aid of a condition on the Hamiltonian, we can deduce analogous conditions to the ones in finite dimension. Second order conditions imposed in Theorem 6.2.6 differ in an important detail from the second order conditions given for problems with a finite number of control constraints. For these problems of finite type, it is sufficient that the Lagrangian is positive definite for all h E C�. There exist examples (see for instance Dunn (49] or Casas and Troltzsch (36]) that prove that this condition generally is not sufficient for problems with an infinite number of constraints. Bonnans and Zidani in (12] prove that this condition is sufficient if the second derivative of the Lagrangian is a Legendre form. Letus remind what this means. We say that a quadratic form Q on a Hilbert space X, is of Legendre if it is weakly lower semicontinuous, and for every sequence {x1i:} c X that converges weakly xk ....i.. x and such that 
155 
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Q(x1c) ➔ Q(x), we have that x1c ➔ x strongly. In this case, we can follow the same 
sketch of the proof as in finite dimension. 

7 .2 Elliptic case 

Consider problem (Pe) ,  where we take 

We take again n of class 01; r its boundary; A an elliptic operator of continuous 
coefficients of the form (2.1.1) (page 23); p > N; a0 E .Vl2(0); / : n x R2 ---➔ R; 
g :  r ➔ JR, g E y-1(r) ; L :  0 X R. X R. ➔ R. and 9i : 0 X ]RN ➔ lR for 1 � j � n; + ne , 

Remember that the Hamiltonian of the problem is given by 

H(x, y, u, cp) = L(x, Y, u) + cp/(x, y, u) . 

In this chapter we are going to give sufficient conditions for the multiplier II that goes 
with L to be 1, and therefore we are not going to write it explicitly in the Hamiltonian. 

It is interesting to write some of the derivatives of H a.nd observe its relation with 
the derivatives of the Lagrangian. 

8L 8/ 
Hu(x, y, u, cp) = 8u 

(x, y, u) + cp 8u (x, Y, u), 

fPL fPf 
Huu(x, y, u, cp) = au2 (x, y, u) + cp f>u,2 (x, y, u), 

and 

82L fPf 
Hu11(x, y, u, cp) = 8u8y 

(x, y, u) + cp 8uay 
(x, y, u) 

a2L a2/ H1111(x, y, u, cp) = 8y2 (x, y, u) + cp 8y2 (x, y, u). 

Given u E UGd, xj, j = 1, . . .  ' nd + n, and functions ii E W1tP(O), VJ E W1,p' (n) satisfying 
(6.2.2), (6.2.3) a.nd (6.2.4), if we denote 

Hu(x) = Hu(x, fi(x), u(x), VJ(x)) , 

Buu(x) = Huu(x, y(x), u(x), VJ(x)) ,  

Huu(x) = H11u(x, y(x) ,  u(x), VJ(x)) 



and 
then 
and 

.ii'llfl(x) = H1111(x, y(x), u(x), 1,0(x)), 

ac. - r -8u (ii, >-.)h = Jn Hu(x)h(x) dx 
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�-; {ii, X)h2 = L Buu(x)h2(x) dx + 2 L .H1J1J(x)h(x)zh(x) dx + L .H'l/1/(x)zf(x) dx+ 

n;+nd a2 . " - { T rrg; + f=t. >-.; Jn V zh 8rJ2 Vzh dx. 

where Zh is given by ( 3.1.3) and .C(u, >-.) is the Lagrangian of the problem, defined in Section 6.2, page 125. 
First order necessary conditions The first thing we are going to do is writing first order conditions in qualified form. 
Theorem 7,2.1 Let ii a local solution of (Pe) and suppose that the assumptions on f, L 
and g E1 (page 69}, E4 (page 87) and E6 (page 89} and the regularity assumption ( 6.2.1) 
hold. Then there exist real numbers X;, j = 1, . . .  , nd + fii and functions fi E W1.,,(0), 
<p E W1JJ' (0) such that {6.2.2), (6.2.3), (6.2.4) are satisfied and 

Hu(x, y(x), u(x), cp(x))(k - ii(x)) � 0 

for all Ua(x) < k $ 'Ub(x) and a.e. X E  n. 
Proof. Set 

Hv(x, y, u, r,o) = vL(x, y, u) + r,of (x, y, u). Notice first that the conditions of Theorem 5.1.1 are satisfied, and therefore Pontryagin's principle holds. 
Hftu(x, y(x), u(x), cp(x)) = min H0(x, y(x), k, 1,0(x)) para c.t.p. x En. 

kEKn(:i:) Due to the differentiability conditions on L and / we have that 
8R 

a,;
u (x, y(x), u(x), 1,0(x))(k - u(x)) � 0 para todo u0(x) $ k < ub(x) y c.t.p. x E 0. 
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Let us denote 
fli+nd .C11(u, A)= vJ(u) + L A;G;(u). 
j=l We have that 0� (u, A)(u - u) = L 8:U,0 (x, y(x), u(x), <p(x))(u - u(x))d x > O para todo u E Ua4. 

But, as we saw in Theorem 6.1.2, the regularity assumption implies that ii must be different from zero, because if not we would get a contradiction. Rescaling, we can take 
ii =  1. The proof is complete just observing that H(x, y, u, cp) = H1 (x, y, u, cp). D 
Second order necessary conditions To establish second order necessary conditions, we need not establish now extra assumptions on the regularity of some of the derivatives of f and L, as we did in (6.2.9) and (6.2.10). Rem.ember that n° , defined as is the previous chapter (page 129), is 

n° = {x E n : ld {x)I > O}, where 
oL · 8/ d (x) = Bu (x, y(x), u(x)) + <p(x) 8u (x, y(x), u(x)). Notice that d (x) = .Hu(x). Theorem 7.2.2 Let il be again a loc.al solution for problem (P.) (page 16). Suppose 

that the assumptions on f, L and g; established in Et (page 69), Ef (page 70), E4 (page 
87), E5 (page 89), E6 (page 89) and E7 (page 90} and the regularity assumption (6.2.1) 
hold. Then Huu (x, y(x), ii(x), <p(x)) � 0 jor a. e. x E n \  n°. (7.2.1) 

Proof. Again Pontryagin's minimum principle holds, and since H is 02 with respect to u, the second order necessary condition for one variable problems is written in this case Huu(x, y(x), u(x), <p(x)) > 0 for a.e. x E n \ 0°. This is, where Hu(x, y(x), u(x), <p(x)) = 0, the second derivative is greater or equal than 0. Condition {7.2.1) is complementary information to (6.2.11). □ 
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An analogous result to this one for control problems governed by ordinary differential equations can be found in Warga [91]. 
Second order sufficient conditions In the following Theorem we give an additional condition on the Hamiltonian for the positivity condition of the Lagrangian analogous to the condition in finite dimension to be sufficient. Remember that 

C�,L2{n) = {h E L2(0) satisfying (6.2.8) and h(x) = o a.e. x En°} 
and 

n-r = {x E n :  ld(x) I > r}. To establish the following result, we must also suppose that the assumptions on the derivatives of f, L and Y; established in page 134, assumption ES, hold. 
Theorem 7 .2.3 Let u be an admissible control for problem (Pe) that satisfies the reg
ularity assumption (6.2.l)and such that there exist real numbers "f..3, j = 1, . . .  , nd + ni 
and functions fi E W1.P(O), r:p E W1.Y (n) satisfying (6.2.2), (6.2.3), (6.2.4) and (6.2.5) . 
Suppose also that there exist w > 0, r > 0 such that 

lluu(x, y(x), ii(x), rp(x)) > w for a.e. x E O \ n-r 

a2r, - 2 .r,() au2 (u, A)h > 0 for all h E v11,L2{n)· (7.2.2) 
Then there exist e > 0 and a >  0 such that J(u) +allu-ull!2cn) < J(u) for all admissible 
control u with l lu - ul!L°"(O) � c. 

Proof. Let us suppose that the result is false. Then there exists a sequence { uk} of admissible controls with uk ➔ u in £Cl0(n) such that 
(7.2.3) 

Since uk is admissible, we have that 
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and 

G;(u1c) $ 0 if 14 + 1 � j $ n, + ni,. 

Since X; � 0 if ni + 1 � j < ni + ni,, we have that 

X;G;(uk) $ 0 for 1 $ j $ 14 + ni,. 

On the other hand X;G;(ii) = 0. Hence 

- 1 2 -
.C(u, .\) + k lluk - ullL2(n) > .C(uk, .\). 

'Uk - ii 
hk = --. 

61c 

(7.2.4) 

The norm [lhk[IL2(n) = 1, so there exists a subsequence of {hk}, which will be denoted in 
the same way, and h E L2(S1) such that hk --l. h weakly in L2(S1). Moreover, h satisfies 
the sign condition in (6.2.8), because the h1c �tisfy it, and the set of functions that 
satisfy the sign condition in (6.2.8) is convex and closed, and thus weakly closed. Also 

where vk is an intermediate point between u and u1c. Since 61c > 0 and using (7.2.4), we 
have that 

This expression explicitly is 

(7.2.5) 

where Yk and 'Pie are respectively the state and adjoint state associated to v1c. The 
regularity Theorems, the conditions imposed on u; and the uniform convergence VA: ---+ 
il implies the uniform co:nvergence Yk ---+ fi and the convergence in L2(S1), cp,. ---+ (p. 
Moreover, the conditions imposed on L implies the convergence in £2(0) of its derivative 
with respect to u. Therefore, the weak convergence h1c --l. h in £2(0) is enough to take 
the limit in (7.2.5) and obtain a.c -

8u 
(ii, .\)h < O. (7.2.6) 

But since we have supposed that ii satisfies (6.2.5), and h1c = (uk - u)/6k, with 6k > 0 
and U1c E uod 
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Taking the limit we obtain 8£ 8u (ii, >..)h � 0. So, from (7.2.6) and (7.2. 7) we have that 8£ 8u (ii, >..)h = 0. 

(7.2.7) 
(7.2.8) 

Since h satisfies the sign condition, this is only possible if h E �P(O)' let us see this in detail. Let us check that 

and 
j < n; 

G3(u)h = 0 if or j > n;, G;(ii) = o, X; > o, 

G1(u)h � 0 if j > n;, G;(u) = O, X; = O. If j � ni, then G;(u1c) = G;(u. + 81ch1c) = 0 and G;(u) = 0. Therefore 
O = G;(u + c51ch1c) - G;(u) 

1 81c and taking the limit we obtain 
G1(u)h = 0. If j > ni and G;(ii) = 0, we have that G;(u1c) = G;(u + c51ch1c) � 0. So 

O > G;(u + c51ch1c) - G;(ii) 
- 81c ' 

and taking the limit we obtain 
G1(u)h � 0. It only remains to see what happens when X; > 0. Taking into account (7.2.3) and that 81c = l 1u1c - u!l v,cn) , we get 81c > J(u1c) - J(ii) k - 81c 

. Since c51c ➔ 0, taking the limit we obtain 
0 � J'(u)h. 
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Using now (7.2.8) and the expression for the derivative of the Lagrangian, we have that 

n.+n,1 o = J'(u)h + L X;Gi(u)h. 
i=l Taking into account that if j ::; n, we have just proved that G.i (ii)h = 0, and that if G;(u) < 0, then X; = O, if we denote 

/1 = {j : n, < j < n. + nd; G;(u) = O; X; > O}, 
we have that 

o = J'(u)h + L X;Gi(ii)h. ;e1i So 0 5 -J'(fl)h = L X;Gi(fl)h < o. 
;e11 Thus, if j E Ii necessarily Gi(u)h = O. To finish checking that h E C�,L2(n) we must prove that h(x) = 0 in a.e. n°. Since h satisfies the sign condition, in a.e. in n° we have that d(x)h(x) � 0. If there existed a set A C  n° , with IAI > 0, such that lh(x)I > 0 in A, then 

but L d (x)h(x) d x  > 0, 
{ 8£ -Jn d (x)h(x) d x  = ou (ii, >..)h = 0. Therefore h(x) = 0 in a.e. n° and h E �,L2(n)· So, due to the assumption of the Theorem, we have that 

On the other hand 
a2£ - - 2 ou2 (u, >.)h > 0 1f h / 0. 

where W1c is an intermediate point between u1c and u. 

(7.2.9) 

(7.2.10) 

Now, taking into account the considerations made before about the relations between the derivatives of the Lagrangian and of the Hamiltonian, we may write 
ac, - 6l a2 £ - 2 f - 6f f - 2 61c 8u (u, >..)h1c + 2 au2 (u, ).)h,c = 61c ln Hu(x)h1c(x) d x  + 2 Jn Huu(x)h1c(x) dx+ 
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+ � [ / H11z,( x)zt ( x) dx + 2 f H11u ( x)hk ( x)zh,. ( x) d x  + "f

d 
�; 1 V zh,. �;'V zh,. d x] . Jo Jn ,=1 o v,, Taking into account that .Hu ( x) = 0 en O \ 0° 

A = 61; f Hu ( x)h1; ( x) d x  + 621 f Huu ( x)h:( x) d x  = 61; f · Hu ( x)h1; ( x) d x+ lo lo lno\nT 

1 - 6l 1 - 2 � 1 - 2 +61: Hu ( x)hk ( x) d x  + -2 Huu ( x)h1; ( x) d x  + -2 Huu ( x)h1; ( x) dx. 
w w �w Using now that Hu ( x)h1c ( x) � 0 for a.e. x E n, that in 0"' we have that flu ( x) > ,,-, 

A �  61;1" { l h1: ( x)I d x  + 62: f fluu ( x)hf (x) d x  + �2lc f Huu ( x)h: ( x) dx. 
JoT JoT Jo\nT Since f161ch1; 1fL""(n) = flu1: - ilflL""(O) < ·e, then for a.e. x E n, 6.t lh1c ( x)I � e. Therefore 6fhi( x) � 61c lh11 ( x) f. e 

Hence 

{7.2.11) Let us divide now by 6U2. Taking into account the assumptions made on the second derivatives of the functions, there exists a constant CH > 0 such that Huu (x) > -CH for a.e. x E n. So, ta.king e small enough, we have that 2,,- - 2,,-
- + Huu ( x) > - - CH > 0 a.e. x E n. 
E E 
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So 
Moreover, in n \  0.,., huu(x) > w > 0, and then 

Taking into account that (A3) holds, we can take the lower limit in {7.2.11) and obtain 

+ L H., (x)z: (x) dx + 2 L H,.(x )h(x )z,(x) dx + '};' X; L VT z, 1::1 V z, dx. 
Therefore 

f}2£ - - 2 0 > 002 (u, A)h 

and from (7.2.9) and this, we obtain that h = 0. So in the expression where we take lower limit, we can actually take the limit. Since all the terms converge to zero, but at most 

we have that this also converges to zero. But 

Therefore, 
But 1ihA: IIL2(n) = 1. So we have achieved a contradiction. So the theorem is true. D 
Remark 7.2.1 If we impose the condition (7.2.2) for a.e. x En, we will obtain during 
the proof that the second derivative of the Lagrangian is a quadratic Legendre form for 
the sequence {hk}. 
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Set n, r, T, Q, E and A, p, r, k1, k1, u1 , &1 as in Section 2.2, with the boundary 
r of class 01 and the coefficients of the operator A of class C([0, TJ; C(O)). Set /, g, y0 functions, / : Q x R ---+ R, g : E x R x R ---+ R, F : Q x R. � R, G : E x JR ---+ R and Yo : n ---+ R, Yo E L00(n) n w1.,,(n). Take k2, k2, u2, C12 and ll as in Section 2.2. Consider problem (Pp) of page 16. We will suppose that the set of admissible controls is of the form 

¼d = {v e L00(E) : v4(s, t) '5 v(s, t) < vr,(s, t) a.e. (s, t) e E}, 
where vii, vr, e V'°(E). This election �orresponds to the case of taking 
Just like in Section 4.1.2, we will consider 

C = { f E L-r(V)N : 1T (; (l U;(x, t, /)dx) dt = 0 if 1 '5 j '5 ?¾, 
1

T (; (l o;(x, t, /Jdx) dt '5 0 if ?ii + 1 '5 j < 1¾ + nd} , 
where (; : R. --+ R and o; : Q x R.N --+ R are functions. The Hamiltonian of the problem is given by 

H(s, t, y, v, r.p) = G(s, t, y, v) + r.pg(s, t, y, v). 

We write it it in this way and not like in page 108 because we are going to give sufficient conditions for ii = 1. Now 
aa a9 Hv(s, t, y, v, r.p) = av (s, t, y, v) + r.p 

av (s, t, y, v) . 

Given v E Vaa, real numbers X;, j = 1, . . .  , nd + 11.i and functions fi E L-r(W1.,,(!l)) and 
cp e Lr (W1.P' (n)) satisfying (6.3.2)-(6.3.4), then 

8£ - 1 
-8 (v, >-.)h = Hv(s, t, fi(s, t), v(s, t) , cp(s, t))h(s, t) ds dt, 

V � 

where ..C(v, >-.) is the Lagrangian of the problem defined in Section 6.3, page 146. 
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First order necessary conditions The first thing we are going to do is writing first order conditions in qualified form. 
Theorem 7.3.1 Suppose that f and g satisfy assumptions Pl and P�, that F, G and 
L satisfy P,4 and P5 and that (; and g; satisfy P7. Suppose also that ( 6.3.1) holds. 
Then there exist real numbers X;, j = 1, . . .  , nd + ni and functions ti E LT ( W1,11(n)) and 
cp E LT' ( W1.rl ( f2)) + L2 ( H1) such that {6.3.2)-( 6.3.4) hold and 

His, t, y( s, t), u(s, t), cp(s, t)) (k - v( s, t)) 2:: 0 
for all v0 ( x) � k � vb( x) and a.e. (s, t) E E. 

Proof. The proof is completely analogous to that of the elliptic case. H we define 
HE ( s, t, y, v, cp, v) = vG( s, t, y, v) + cpg( s, t, y, v), 

due to Pontryagin's principle, proved in Theorem 5.2.1, 
Hris, t, jj( s, t), v( s, t), cp( s, t), ii) = min HE ( s, t, y( s, t), v, cp( s, t), ii) t1EK:c(a,t) Due to the differentiability conditions imposed now, we have that 

HE"( s, t, y( s, t), u( s, t), cp( s, t), ii) (k - v( s, t)) 2:: 0 
for all v0 ( x) < k $ vb( x) and a.e. ( s, t) E .E. If we denote 

then 
n,+nd .C( v, >., v) = vJ( v) + � >.;G;( v), 

j:::l 

ar. - r ov ( v, .\, ii)(v - v) = J.E HE"( s, t, y( s, t), u( s, t), cp( s, t), nu)( v - v( s, t)) 2:: o 
for all v E Vod , But, as it was seen in Theorem 6.1.2, the regularity assumption implies that ii must be different from zero, because if not, we would get a contradiction. Rescaling we can taker ii = 1. The proof is completed just noticing that 
H(s, t, y, v, cp) = HE(s, t, y, v, cp, 1). □ 
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To establish second order necessary conditions, it is not necessary to state extra 
assumptions on the second derivat�ves of G and g as  we did in (6.3.6) and (6.3.7). 

Remember that 
E0 = {(s, t) E E :  jd(s, t) I > O}, 

where 
d(s, t) = �� (s, t, y(s, t), ii(s, t)) + cp(s, t) : (s, t, y(s, t) , v(s, t)) , 

Notice that d(s, t) = H11(s, t, y(s, t) ,  ii(s, t), cp(s, t)). 

Theorem 7.3.2 Su.ppose that ii is a local solu.tion for problem (Pp) and that P1-P8 
hold. Then 

H1111 (s, t, y(s, t), ii(s, t), cp(s, t)) � 0 for a. e. (s, t) E E \ E0. 

Proof. Again Pontryagin's principle is satisfied, and since H is C2 with respect to v, 
the second order necessary conditions for one variable problems is written in this case as 

Hvv (s, t, y(s, t), ii(s, t), cp(s, t)) � 0 for a.e. (s, t) E E \ E0• 

This is, where the first derivative is zero, the second derivative is greater or equal than 
zero. □ 

Sufficient conditions 

We have the same problem as in page 153. We cannot grant that the adjoint state 
has a bounded trace. 
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Numerical Analysis 
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The la.st part of this thesis is devoted to the numerical analysis of a control problem. Chapter 8 is dedicated to the study of the uniform convergence of the finite element method applied to the study of semilinear equations. In Chapter 9 we study a problem wjth pointwise state constraints. This problem is different from the problem studied in Chapter 4 because now we have an infinite number of state constraints. 





Chapter 8 

Uniform convergence of the F.E.M. 

for semilinear equations 

This chapter is dedicated to the study of the approximation of the solution of a 
semilinear equation with the finite element method. Concretely, we study the uniform 
convergence of the discrete approximations to the solution of the equation. A similar 
study is carried out in Ciarlet (43) for linear equations. Ciarlet studies a. Dirichlet problem 
and uses triangulations of non negative type. We will also study Neumann's problem 
and, in some case, we do not use triangulations of non negative type. 

The first section describes the common elements to both Dirichlet and Neumann 
problems, and the discretization. In the second section we give results for Dirichlet's 
problem and in the third one for Neumann's problem. 

8.1 Discretization 

Let n be a convex subset of RN, N = 2 or N = 3, r its boundary and A an operator 
of the form 

N 
Ay = - E O:z:J [aijO:z:iY] , iJ=l 

where ai,; E C0•1(0) and such that there exist m, M > 0 such that 
N 

mlle112 < L �;(x)eie; < Mllell2 Ye E ]RN y Yx E n. 
iJ=l 

173 
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Let / : n x R. ➔ .R. be Caratheodory function, monotone decreasing in the second variable, with /(·, 0) E .Vl2(0) and satisfying the following local Lipschitz condition For all M > 0 there exists 'PM E £2(0) such that 

(8.1.1) 

if IY1 I ,  IY2I < M. To make a numeric approximation, we take a family of triangulations on n, {'hh>o· To each element T E 'h let us associate two parameters: p(T) and u(T), where p(T) denotes the diameter of the set T and u(T) is the diameter of the greatest ball included in T. We will suppose that h = max:Te'Tia p(T) converges to zero. We will make the following assumptions on the triangulation: 
• Regularity assumption: there exists u > 0 such that. �b1 � u 't/T E 7ii and h > 0. 
• Inverse assumption: there exists p > 0 such that P(1:r) � p 'r/T E 'h and h > 0. 
• Set 011 = UTe'Tia T, '21i its interior and r II its boundary. Then we will suppose that the vertexes of Tn placed on the boundary of r h are points of r. 

Consider the spaces 
and 
where Pi(T) is the space of polynomies of degree 1 on T. ¼ is a vector subspace of 
wJ,p(n) and W11 is a subspace of W1.P(f2). We will use Lagrange interpolation operator 
being II11z the unique element in W1i such that IThz(xi) = z(xi) for all Xi node of the triangulation. 
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8.2 Dirichlet case 

We will also introduce '2 E w-1,1,1(n). We want to to study the unifonn approximation by the finite element method of the solution of the equation 
{ Ay = J ( ·, y) + h in n y = 0 on r. For every h, let us define Yh E V,. as the unique element that satisfies 

(8.2.1) 
N 
� r °'i.;(x)8:,Yh(x)8:;Zh(x)d x = r f(x, 1/h(x))zhdx+{h, zh)w-1,P(O}xwt·P(n) 'vzh E Vh , 
iJ=1 Jn ln (8.2.2} 
Lemma 8.2.1 Equation (8.2.2) has a unique solution. 

Proof. Let N11, be the dimension of Vh , To prove the lemma, we will write the equation of the form AhY = F(y) + b where Ah is an Nh x Nh positive definite matrix, F :  R.N,. -+ R.N11 is locally Lipschitz, of constant, say, L, and satisfies that 
and b is a vector of R.N,. .  Without loss of generality, we will suppose that F(O) = 0. We truncate F by 

{ F(y) FM(Y) = M F(y) IIF(y)II 
if I IF(y)II � M if I IF(y)II � M. We have that the mapping that to every z E R.N11 associates y. such that Ah(y.) = FM(z) + b satisfies that IIYs ll � (M + llbll)/o:, where o: is the smallest eigenvalue of Ah , So, applying Brauer's fixed point Theorem, we have that there exists YM that solves AhYM = FM(YM) + b. Moreover 

and hence 
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Therefore YM is bounded independently of M. Since F is Lipschitz on the ball .8( 0, � ), 

F(yM) 5 Lflbll for all M > 0 a and if we take M � Lllbll/a, F( YM) = FM( YM), and we will have found a solution to our equation. Uniqueness follows from the monotonicity of F. □ Our purpose is to show that Yh --+y in £00(0). We will start studying the linear case, supposing a regular enough solution. Next we will apply these results to the study of a semilinear equation, also with regular solution. Finally, we will study the interesting case, in which the maximal regularity for the state is WJ,1,1(0). 
Linear case. y E H2(n) · Suppose that /( ·, y) = 0 and that '2 = g E £2(0). There exists a unique function 
y E H2(0) n HJ(O) ( cf. Grisvard [59]) that satisfies 

{ Ay = g in n y = 0 on r. We also have that there exists a constant C > 0 such that IIYIIH2(0) 5 Cl lg l lL2(0) · We can formulate problem ( 8.2.3) variationally as 
{ Find y E HJ(n) such that a(y, z) = ( g, z) 'r/z E HJ(O). The approximate problem can be formulated as 
{ Find Yh E vh such that a(yh, Zh) = (g, Zh) 'rf zh E Vh. 

(8.2.3) 

(8.2.4) 

( 8.2.5) 
( 8.2.6) 

The following lemma is known as Aubin-Nitsche Lemma; see for instance Ciarlet [43, Theorem 19.1] or Raviart-Thom88 [74, Theorem 5.2-1]. 
Lemma 8.2.2 Let y and Yh be the solutions of problems (8.2.5) and (8.2.6) respectively. 
Then there exists a constant C > 0 independent of h such that 
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Proof Let us see that there exists a constant C > 0 independent of h such that 
'v'f/J E £2 (0) we have: 

l 'l/J(y - Yh}clx $ Ch2 l lt/,IIL2cn> llollL2cn>• 

Take 1/J E £2(0) and let zv, E .H2(0) n HJ(O) be the unique element that satisfies 

{ 
A•z,t, = ti; in n 

Z,p = O on r, 

where A• is the adjoint operator of A. 

(8.2.7) 

Just like before, we know that there exists a constant C > 0 independent of h such 
that 

1]%,µIIH2(0) $ Cllt/JIIL2(0)· 
The variational formulation of (8.2. 7) is written: 

{ 
Find Z,t, E HJ(O) such that 

a(z, Z,µ) = (¢, z) 'vz E HJ(O). 

and it can be approximated by 

{ 
Find Z,f),h E l'A such that 

a(zh, Z,t,,h) = (¢, Zh) \/zh E Vh. 

(8.2.8) 

(8.2.9) 

(8.2.10} 

So, using (8.2.9), (8.2.5) and (8.2.6), the continuity of the bilinear form a on H1(0), 
the usual estimates for finite elements (see for instance Raviart-Thomas [74, Theorem 
5.2-1, equation (5.2-20)]), and the estimates (8.2.4) and (8.2.8), we obtain: 

('¢, Y - Yh) -
-
< 

� 

� 

Therefore 

a(y - Yh, Z,t,) 

a(y - Yh, Z,p - Z,f),h) 

Olly - YhllH1(0) 11%,p - Z1/),hl lH1(n} 
Ch2 1 1Ylln2(n) I IZ,f) lla2(n) 

Ch2 llollL2{n) llt/JIIL2(n) 

-
$ 
< 

< 
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and the proof is complete. D Now we are going to give an error estimate in the norm of DX1(f2). Due to the assumptions made y E C(O), and therefore y - Yh E C(O). We will use the following lemma (see Ciarlet [43, Theorem 16.1]) ,  which gives us the interpolation error: 
Lemma 8.2.3 Set m > 0, k > 0, and p, q E [1, oo]. // we have the embeddings 

WA:+1,11(T) c...+ C0(T) 
WA:+1"'(T) c...+ Wm•9(T) 

then there exists a constant C. > 0 independent of h such that 

I IY - ITTYllwm,f(T) � ChN{¼-;)+Hl-mllYllw11+1,pcT), 
where IITY is the restriction to the element T of IThY. The following inequality, whose proof can be found in Ciarlet [43, Theorem 17.2], which gives us the equivalence constant between two Sobolev norms in a finite dimensional space: 

(8.2.11) 

being C > 0 independent of h. We have now the main result of this section (Ciarlet [43, Theorem 19.31): 
Theorem 8.2.4 Let y and Yh be the solutions of problems {8.2.5) and (8.2.6) respectively. 
Then there exists a constant C > 0 independent of h such that 

Proof. We have that 
(8.2.12) 

Due to Lemma 8.2.3, taking m = 0, q = oo, k = 1 and p = 2, we have that 
(8.2.13) 
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Applying (8.2.11) we have that 
N IIIIhY - YhllL""(n1a) � ch-2 IIIIhY - Yh llL2cn,.)• (8.2.14) 

Again due to Lemma 8.2.3, taking m = 0, q = 2, k = 1 and p = 2, we gets 

and due to Lemma 8.2.2 

IIY - Y,i ! IL2(0,.) � IIY - Yhll£2(0) < Ch2 1 JYIIH2(0) •  

From (8.2.15) and {8.2.16) it follows that 

IIIIhy - YhllL2(n,.) $ IIIIhy - Yllv1cn,.) + I IY - YhllL2(n,a) , � Ch2 I IYl la2cn) • 

This, together with (8.2.14) implies that 

IIIIhy - YhllL""{Cl11) $ Ch2-1l I IYIIH2(0) , 

(8.2.15) 

(8.2.16) 

which together with (8.2.13) and with (8.2.12) complete the proof of the theorem. □ 

Semilinear case. y E H2(n) 

Suppose now that h = O. We will also suppose that there exists a function d, E L2(n) 
such that 

(8.2.17) 

This restrictive condition of global type will be relaxed later to one of local type. We 
are going to suppose that /(·, 0) e L2(0). So 

IJ(x, t) I < lf(x, t) - f(x, O) I + 1/(x, 0) I < lc/>(x) I !ti + 1/(x, 0) I 

and this way we have that for any real number M > 0 there exists a function 'PM(x) = 
cf>(x) M + f(x, 0) E L2(n) such that if It] < M then 1/(x, t) I � l'PM(x) I . Combinig 
the technique of Theorem 3.1.1 with regularity results in Grisvard [59J, under this two 
conditions we can deduce now that the equation 

{ Ay = f(x, y) in n  

y = 0 on I', 
(8.2.18) 
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has a unique solution in H2(0) n HJ(O). Let us see now the error estimates of the finite element method in the norms of H1('1), L2('1) y L00(0). Equation ( 8.2.18) can be formulated variationally as 

{ Find y E HJ(O) such that a(y, z) = ( f(x, y), z) Vz E HJ(n), 
( 8.2.19) 

and it can be approximated by 
{ Find Yh E vh such that a(yh, zh) = ( J( x, Yh), Zh) Vzh E ¼. 

(8.2.20) 
The following result is a generalization for semilinear equations of the known Cea's Lemma (cf Cea [39, Proposition 3.11) 

Lemma 8.2.5 Let y and Yh be solutions of the variational problems (8.2.19) and (8.2.20) respectively. Then there exists a constant C > 0 ind epend ent of h such that 
Proof. The result is a consequence of the HJ(O)-ellipticity of a, the monotonicity of / in the second variable, the Lipschitz condition imposed on / and the continuous embedding from H1('1) in L4(0): 

IIY -Yh.1l�1(n) :::; Ca(y - Yh, Y - 1Jh) :::; :::; Ca(y -yh,Y - Yh) - (J(, ,y) - f(·,Yh),Y - Yh) = 
= Ca(y -Yh, Y - Zh) - (/(·, y) - f( ·, Yh), Y - Zh) :::; :::; C { IIY - YhliH1(n)IIY - zhl l H1(n) + l l ¢IIL2(n) IIY -Yh. ll L•(n) IIY - zh ll L•(n)} < 
< C { I IY -Yh! IH1 (n) IIY - zhl l a1(n) + l l ¢IIL2(n) IIY -Yh.llH1(n) I IY - zh.l lH1(n) } :::; 
< Cfly - Yh.llH1(n)IIY - zh!la1(n) for all Zh E Vh, 

Dividing by IIY - YhilH1(n) and taking Zh = Ilh1J we achieve to the desired result. D Now we have the following lemma. 
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Lemma 8.2.6 Let y and Yh be solutions of the variational problems (8.2.19) and (8.2.20) 
respectively. Then there exists a constant C > 0 independent of h su,ch that 

Proof Using Lemma 8.2.5, the inequality 
( cf. Raviart-Thomas [74, Lemma 5.2-3]) and Lemma 8.2.3 with m = 1, q = 2, k = 1 and 
p = 2, we ha.ve that 
and the proof is complete. D To obtain the error estimate in L2 (0) let us introduce the function 

a(x) = y(x) - Yh(x) 
{ f (x, Yh(x)) - f (x, y(x)) 

Notice that a(x) � 0. 
if y(x) ::/: Yh(x) in other case. (8.2.21) 

We have again that for all '¢ E L2(0) there exists a unique Z,b E H2(0) n HJ(O) satisfying { A•z,p + a( x)z,,,. = ¢ in n  z,p = 0 on r. Since llallvi(n) < ll t/>IIL2(n), there exists a constant C > 0 independent of a such that 
l l�IIH2(n) � Cll'¢IIL2(n)• This problem can be formulated variationally as 

a( z, z,p) + (az,;, z) = ( 'I/J, z) Vz E HJ(O), and it can be approximated by ( 8.2.22) 
(8.2.23) We a.re going to apply a very similar technique to that of the linear case to find an error estimate y -Yh in L2(0). 
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Lemma 8.2. 7 Let y and Yh be solutions of the variational problems (8.2.19) and (8.2.20) 
respectively. Then there exists a constant C > 0 independent of h such that IIY -Yhi1L2(nJ � Ch2ll11/la2cn) • 

Proof. Take any 'I/) E £2(0). Using (8.2.22), the definition of o(x), (8.2.19) and 
(8.2.20), the continuity of a, Lipschitz's condition (8.2.17) , and Sobolev's and Holder's inequalities as in the previous proof, we have 

('I/J, y -Yh) = a(y - Yh, Ztt,) + (oz,µ, y -Yh) = 
= a(y - Yh, Ztt, - Z,ti,h) + a(y - Yiu Z,µ1J + (azv,, Y - Yh) = 
= a(y - Yh, Z,µ - Z,µ,h) + In (f (x, y) - f (x, Yh))Z,p,h dx+ 

+ 1 f(x, Yh) - f(x, y) z,µ(Y - Yh) d x = n y -yh 
= a(y - Yh, Z,µ - Z,µ,h) + i (f(x, Yh) - f(x, y))(z,p - Z,µ,h) d x � 
< CIIY - Yh/la1(n)llz,µ - Zt/,,h l la1 cnJ + L l<l>(x)I IY - Yhl IZtti -_z,µ,hl dx � 

< C {IIY -Y1&l l a1 cnJIIZtti - z,ti,hl l a1(n) + l l <l>IIL2(n) l l11 - Yhll a1 cnJ l iz,µ - Zt/,,hlla1cn)} � 
< Olly - Yhlia1 cn)IIZtti - z,µ,hl la1 cn) � Chl lYIIH2(n)hl l Zttil l a2cnJ � 
< Ch2IIYIIH2(n)ll '!/JIIL2(n) , where the last estimates follow from Lemma 8.2.6 and the usual estimates for finite elements. Thus 

and the proof is complete. □ Finally, we have only to repeat the proof of Theorem 8.2.4 to obtain an identical result for the semilinear case: Theorem 8.2.8 Let y and Yh be solutions of the variational problems (8.2.19) and 
(8.2.20) respectively. Then there exists a constant C > 0, independent of h such that IIY - YhllL00(ni.) � Ch2-i- ll11l la2cn) • Let us see now how we can obtain the same results with less restrictive conditions on the growing of f in the second variable. 
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Theorem 8.2.9 Suppose that (8.1.1) holds and that J(x, 0) E L2(0). Then the conclu
sions of Lemmas 8.2.6 and 8.2.1 and of Theorem 8.2.8 remain valid. 

Proof. Notice first that this condition also implies that for all M > 0 there exists C,OM(x) = <PM(x) M + f(x, 0) E L2(0) such that 1/(x, t)I < 'PM(x) for every !ti < M, and thus we are in the same conditions as before with respect to the existence, uniqueness and regularity of the solution. We have that y E C(O). Set M = IIYIILoe>(O) + 1 and 
f(x, -M) if t < -M !M(x, t) = f (x, t) 
f(x, M) 

if ltl :5 M 
if t > M. We have that for all x E 0, !M(x, y(x)) = f(x, y(x)). And therefore we have that 

{ Ay = !M(x,y) inn y = 0 on r. 

Take yf:< the solution of t:&e discrete variational problem 
Find yf:' E Vh such that a(yf:', zh) = (/M(x,yf:'), zh) Vzh E vh. From Theorem 8.2.8 we have that 

therefore for all h less than a certain ho we have that I IY -yf:'IILoo(n11)) < 1, and then 1111/:<IILoe>(n,.) :5 IIYl !Loo(n) + 1 = M, which implies that !M(x, yf;<) = f(x, yf:') and conse-cuentemente yf:< is the solution of the problem ( 8.2.20) and the desired estimates hold. 
□ 

Case y E WJ""'(O), p > N Suppose now that we are in the extreme case: !(·, 0) E .Vl2(0), h E w-1.,,(n) and the local Lipschitz condition ( 8.1.1) holds. As before, we will start supposing that the global condition (8.2.17) holds. In this case, with Stampacchia's truncature method and using the regularity results (2.1.1) for a 01 boundary and (2.1.2) in the general case 
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( remember that a convex domain is always Lipschitz), we can assure that y E Wc1JJ(n) for p > N, p close to N, supposing the coefficients °'i,; E C(!l). Using the convergence of the finite element method in the norm of H1(f2) we can prove the uniform convergence for N = 2. To achieve the same result for N = 3 we must use triangulations of non negative type, as it is done in Ciarlet y Raviart [42J for the linear case. In the last case, it is only necessary that the coefficients °'i,j are in L00(f2) (supposing we know the W1JJ(f2)-regularity of the solution, because, as we have seen, this assumption is not enough to prove this regularity for y). Let us state first four lemmas. Lemma 8.2.10 For all y e W1.P(f2), p > N lim l )y - IIhYl lw1,,(n) = 0. h➔O 

Proof. Due to Lemma 8.2.3, IIh is continuous on W1.P(O) with norm bounded independently of h: Indeed let us take y E W1JJ(O). Then, IIY - IIhYllw1,11(n1a) :5 CIIY!lw1,P(n) and therefore 1l IIhY1lw1,pcn) = IJIIhY1iw1,pcn,.) :5 ( 1  + C) IIY1lw1,pcn). Take y e W2.P(f2). Also directly from Lemma 8.2.3 we have that 
I IY - IIhY1lw1,P(n,.) :5 Ch!IYl]w2,P(O) • (8.2.24) The result follows by a demsity argument: Take y E W1iP(f2), N < p < oo. From the density of W2JJ(f2) in W1.P(f2) we have that, given a e > 0, there exists Ye E W2JJ(f2) such that I IY -Yellw1,P{01a) :5 IIY -Yellw1,11(n) :5 a(i.!.c)e :5 ½e. Due to the continuity of Ilh shown above, we also have that IIIIhy - IIhYe l lw1,P(n,.) < ½e , From (8.2.24) we deduce the existence ho > O, depending on .s-, such that for all h :5 ho, !lYe - IIhYe:l lw1,,cn,.) < ½e, And the result follows from the triangular inequality: 

I IY - IIhY1lw1,,cn,.) < I IY - Yellw1,P(n,.) + I IYe - IIhYs llw1,11(ni.) + IIIIhy - IIhYe l lw1,,,n,.) :5 
1 1 1 < -e + -e + -e = e. - 3 3 3 And therefore the limit is zero. To complete the proof, we just have to observe that, since jf2 \ f2h l ---4 0, 
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Lemma 8.2.11 Let y and Yh be respectively the solution of equations (8.2.1) and (8.2.2). 
Then 

Proof. Due to Cea's Lemma 8.2.5, the previous result and the embedding W1"(0) c 
H1(0), we have that 
D 

Remark 8.2.1 For the previous result it is only needed continuous coefficients, or even 
only bounded, supposing we know the regularity W1.P(f2) of the solution. 

A convergence result in L2(0) can also be proved. 
Lemma 8.2.12 Suppose that the coefficients °'i,; E 0°•1 (fl), and let y and Yh respectively 
the solutions of equations (8.2.1) and (8.2.2). Then 

So 

lim 1111 - YhllL2(n) = O. 
IHO h 

Proof. Take 'I/; E L2(0). Following exactly the proof of Lemma 8.�.7 we obtain 

hllY - YhllL2(n) � OIIY - YhllH1(n) and applying Lemma 8.2.11 we obtain the desired limit. D 

Lemma 8.2.13 Let y E W1"(0) with p > N. Then 

lim IIY - IlhYllv(n") = O. 
h➔O h 
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Proof. For the proof we take advantage of IThY E W1.,,(0h), we use the interpolation lemma 8.2.3 and obtain that 

and the result follows dividing by h and applying Lemma 8.2.10. D Now we can prove uniform convergence, at least in dimension 2. 
Theorem 8.2.14 Suppose N = 2 and the coefficients G.iJ E 0°•1(0). Let y and Yh be 
respectively the solution of equations (8.2.1) and (8.2.2). Then 

Proof. If we apply the triangular inequality, Lemma 8.2.3, the inequality (8.2.11) of equivalence between two Sobolev norms in a finite dimensional space, and that N = 2 we obtain that 
IIY - Yhl1L'"1(n11) < IIY - IlhYIIL00{C111) + IIIThY - Yh llL00(011) < 

< 0 [ h1-f l111llw1,,,(n) + h-f IIIThy -YhllL2{011)] < 

< 0 [h1-l! II II + IIIThy - YIIL2(Cli.) + 1111 -YhllL2 (0i.) ] ,, y Wl,P(Cl) h -- - h 

Since p > N, Lemma 8.2.12 and the continuous embedding ll(O) E 112(0) this quantity converges to zero. Notice that since y E 0(0), IIYIILaa(o\n,.) tends to zero when h decreases, so the proof is complete. D To give a result in dimension 3 or simply for continuous coefficients, we must make two extra assumptions: (Hl) Function ¢ given in ( 8.2.17) belongs to an space L"(O) with r > 2 (H2) The triangulation is of non negative type: Denote bi , 1 � i � n y bi, n � i < n + m the vertexes of lh that belong ton and to r respectively, and set wi, 1 � i :::; n + m the functions of Wh satisfying 
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i.e., the functions Wi, 1 $ i $ n or Wi, 1 $ i $ n+m, form a basis of Via or Wh. Set D.i; = a(w;, wi), 1 $ i $ n, 1 $ j $ n + m. We will say that the discrete problem ( 8.2.20) is of non negative type (or that the triangulation T,. is of non negative type) if the matrix A =  (D.i;) is irreducibly diagonally dominant and the relations 

n+m L iii; � O  1 $ i $ n 
j=l hold. Following Ciarlet [43, Theorem 21.4], we have that for p > N, talcing a;.,; E D'0(0), if Yh is the solution of the discrete problem a(yh, zh) = (g, Zh) for all Zh E vh, with g E w-1"'(S'lh), then the discrete maximum principle holds: 

for discretizations of non negative type. Using this principle we have: 
( 8.2.25) 

Theorem 8.2.15 Suppose that the coefficients a;.,; E £00(0), and let y be Yh respectively 
the solution of the equations (8.2.1) and ( 8.2.2). Then, if the triangulation is of non 
negative type, 

and lim IIY - Yhl/L""(n) = o if y E w1.,,(n), P > N. h➔O 
(8.2.26) 

(8.2.27) 
Proof. Notice first that in order to have the solution in W1.,,(0) it is sufficient that the coefficients ai,; E C(O) and in W2.,,(n) it is sufficient that the coefficients are in C0•1(Sl) and that f(·, y) and '2 are in .LP(O). Let y E Wl,11(!1) and Yh E Vh be solutions of the problems (8.2.19) and (8.2.20) respectively (variational formulation for (8.2.1) and a short writing for (8.2.2) respectively). We have that Yh - II11y is the unique element of Vh that satisfies (8.2.28) 
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Let us study the norm of the operator T : Wt,p' (Oh) -+ R that relates every z E Wt"'' (Oh) to Tz = a(y - Ilhy, z) + ( f  (x, 1/h) - f (x, y), z). Due to Holder's inequality, we know that a(y - Ilhy, z) $ CIJy - IlhYl lw1,,co") l l zl lwJ•,., cn11) Vz E wtiP' (Oh), where JI is the conjugate exponent of p. We have that W1"'(0h) c..+ H1(01i) c..+ L6(0h) ,  If we also have that p < 3 + e, with c small enough, then W1iP' (S11i) c..+ L•(Oh), with s < 3, as close to 3 as we precise. So s can be chosen in such a way that 

1 1 1 
- + - + - = 1. r 6 s So, using Holder's inequality and Cea's generalized lemma (Lemma 8.2.5), 

IL" (f (x, Yh) - f (x, y))z d xl 

Therefore 

< $ 
< 
< 
< 

1 lt/>(x) I IY - Yhl l z l d x  n" 
1 1¢11Lr(O) IIY -Yh IIL6(0") l l zl l L•(O") Ol ly - Yh l ln1(n") l l zl lw1,P' ('111) 01111 - IlhYIIH1(n1') l l zl lw1,y (011) Olly - IlhYl lw1,P(Oi.)llzllw1,P'(n11) '  

I ITl l w-1,pcn,.) :5 Olly - rr,.11llw1,,.cn,.) 

:5 
< 
< 
:5 

But, applying maximum principle ( 8.2.25) if 3 < p < 3 + c to equation (8.2.28) we have that there exists a constant C > 0 independent of h such that 
IIYh - IIhYIIL00(0i.) $ CIIT!lw-1,,.cni.) :5 01111 - II,.yllw1,p(Oi.), and using that W1"'(0,.) c..+ L00(0h), we get to: 

IIY - Yhl l L00(0i.) < IIY - IlhYIIL00(0i.) + IIYh - Ilh1/IIL00(011) < 
< CIIY - II1i11l lw1,,.cn11) ·  If y E W2"'(0), applying Lemma 8.2.3 we have that 

(8.2.29) 
( 8.2.30) 
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and we can deduce (8.2.26). If p > 3 +.s- the result follows from the continuous inclusion W2.P(Q) � W2.3+E(Q) ,  The limit lim IIY - Yh!IL""(Oi.} = 0 if y E W1.P(O) h➔O follows from (8.2.29) and Lemma 8.2.10 if p < oo. If y E W1•00(n) we just have to notice that it is also in W1.P(0) for all p < 00. To proof ( 8.2.27) we just make the same than at the end of the previous proof: since y E £00(0), IIYIIL""(n\n,.) tends to zero when h decreases. D 
8.3 Neumann case 

We will suppose for Neumann's problem that r is polygonal or polyhedrical. In this case nh = n. Consider now ao E Ll-l'P(n), ao � 0, ao � 0 inn, /2 E (W1.P' (n)) ' and v E L00(r). We want to study the uniform approximation by the finite element method of the solution of the equation 
{ Ay + a0y = /(·, y) + '2 inn OnAY = tJ on r. For each h, let us define Yh E Wh as the unique element that satisfies 

N ,'{;. L 4'.;(:t)il.,y•(x)&.;••(x)d:. + In ao(x)y.(xJ••(:t)d x = 

k f(x, Yh(x))zhdx + ('2, zh\wi,,.' (n))'xwi,P'(n) + £ v(s)zh(s)d s 'vzh e Wh. 
Lemma 8.3.1 Equation (8.3.2) has a unique solution. Proof. The proof is identical to the one made for equation ( 8.2.2). D 

(8.3.1) 

(8.3.2) 

Our objective is to show that Yh ➔ y in L00 (0). We will get advantage of these results in next chapter to study a control problem, where v will stand for the control. Generally v ¢ H½ (r) and therefore it is nonsense to study the regular case. With Stampacchia's truncature method [84] and a regularity Theorem due to Dauge [47], we can prove, as in Theorem 3.1.1 that 71 E W1"'(0). We will start with the well known convergence result for the finite elements method 
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Lemma 8.3.2 Let y and y,,, be respectively the solutions of the equations (8.3.1) and (8.3.2). Then 

We also have a result in L2(S'l). Lemma 8.3.3 Suppose that the coefficients aiJ E C0•1(S1), and let y and Yh. respectively 
the solutions of e.quations (8.3.1) and (8.3.2). Then 

lim IIY -Y11.l1L2(0) = O. h.➔O h 

Proof For every ¢ E L2(S'l) there exists a unique Zt/, E H2(S'l) satisfying 
{ A• Ztp + a0Ztp + a:(x)z,t, = ¢ inn a,,,A• ZffJ = 0 Oil f, (8.3.3) 

with a{x) defined as in (8.2.21). Since l l oll L2{n) $ l l <PIIL2(n) , there exists a constant C > 0 that does not depend neither on h nor on a such that l l %ffJIIH2 (n) < Cll¢IIL2(n) • Now we can continue a.a in the proof of Lemma 8.2.12, and apply the previous lemma. 
□ Now we can proof, exactly in the same way than in Theorem 8.2.14 the uniform convergence, at lea.at in dimension 2. 
Theorem 8.3.4 Suppose that N = 2 and the coefficients aiJ E C0•1(S1). Let y and y,,, 
be respectively the solutions of the equations (8.3.1) and (8.3.2). Then lim IIY - Yhl l L00(n) = 0. h➔O To prove a result about uniform convergence for N = 3 or simply for continuous coefficients, we must suppose again that ¢> E Lr(n), r > 2 and that the triangulation is of non negative type. For Neumann's problem, we define a triangulation of non negative type as follows. Denote b,, 1 $ i < n + m the vertexes of � that belong to S1 and set 
Wi, 1 $ i < n + m the functions of W,,, satisfying 
i.e., the functions Ws, 1 $ i < n + m, form a basis of Wh. Set °'i; = a(w;, wi), 1 $ i S 
n + m, l $ j < n + m. We will say that the discrete problem (8.3.2) is of non negative 
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type (or that the triangulation 7ii is of non negative type) if the matrix A = (Oi;) is irreducibly diagonally dominant and the relations 

n+m 
Oi; < 0 for i -::/= j, 1 < i $ n + m, 1 $ j $ n + m, 

L Oi; � O  1 $ i $ n + m  
j=l hold. In this case, the discrete maximum principles is satisfied. If Yh E Wh is the solution of the discrete problem 

a(yh, Zh) = (g, zh\wi,vcn>)' xwi,l" (n) + (v, -yzh)w-l,J>(r)xwi•"' (r) for all Zh E Wh, 
with g e (w1.rl (0))' then the discrete maximum principle holds: 

(8.3.4) 
Theorem 8.3.5 Suppose that the coefficients ai,; E L00{!l), and let y and Yh be respec
tively the solutions of the equations (8.3.1) and (8.3.2). Then, if the triangulation is of 
non negative type, 

{8.3.5) 
and lim I IY - Y1iJILao(n) = 0 if Y E W1"'(f2), p > N. 

h➔O 
(8.3.6) 

Proof. The proof is identical to that of Dirichlet's case. D 





Chapter 9 

Convergence of the F .E.M. for 

control problems 

This chapter is dedicated to the study of the discretizations of a control problem. In the first section we study a distributed problem governed by a semilinear equation with Dirichlet boundary conditions and in the second section a boundary control governed by an equation with Neumann boundary conditions. 
9.1 Dirichlet case 

Consider the sets, operators and spaces described in Section 8.1. Let K a convex, weakly-* closed, bounded and non empty subset of Loc,(O); p > N ;f ( ·, y) = Ii ( ·, y) + '2 ( ·), where Ji : n x R. -+ R. is Caratheodory function, monotone decreasing in the second variable, with Ji(·, 0) E .Vl2(0) and satisfying the local Lipschitz condition (8.1.1) and '2 E w-1.P(Oj; L : 0 x R.2 � JR a Caratheodory function, convex in the third variable and that satisfies that for all M > 0 there exists VIM E L1(0) such that IL(x, y, u)J :5 VJM(x) for a.e. X E  n, for all IYI , lul :5 M. Set g :  n X R. � R. a continuous function. Let us formulate the optimal control problem 
{ min J(u) = / L (X,Yu(x),u(x)) dx  (P&) ln u E K  g (x,yu(x)) :5 6 't/x E 0, 

(9.1.1) 

193 
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where { Ayu = f(x, Yu) +  u in n 

Yu = 0 on r. 
(9.1.2) 

Aplying the same techniques than in Theorem 3.1.1 we have the following results. 
Theorem 9.1.1 For every u e K there exists a unique Yu e Wl,p(n) solution of (9.1.2). 
Moreover, there exists a constant CK, which only depends on a bound for K, such that 
I IYu llw1,J1({)) 5 CK for all 'U e K. Finally, if 'Uj ➔ u we.akly-* in L00(0) then Yu; ➔ Yu 

strongly in W1.P(O). 

Theorem 9.1.2 If Ii ( ·, 0) E L2(0) and '2 = 0, then for every u E K there exists a 
unique Yu E .H2(0) n HJ(n) solution of (9.1.2). Moreover, there exists a constant CK, 
which only depends on a bo'Und for K, such that I IYu l lH2(n) :s; CK for every u E K. 
Finally, if u; ➔ u weakly-* in L00(0) then Yu1 ➔ Yu strongly in H2(0). The following result appears in Casas [18]. 
Theorem 9.1.3 There exists a number o0 E JR such that problem (P,s) has at le.ast one 
solution for every o > 60, and (P6) has no admissible controls for o < 60• 

Proof. From the regularity results and taking into account that K is bounded in L00 (0) we deduce that there exists a constant C such that I IYu l lL00(n) < C for every 
u E K. Let M and m be the respectively the supremum and the infimum of g in 
n x [-C, C]. Then it is obvious that (P,s) does not have admissible contols for o < m and all the elements of K are admissible controls for o � M. Let 60 be the infimum of the values o for which (P1) has admissible controls. Then m :s; 60 5 M and (P1) has not admissible controls for o < 60• Let us prove that there exists at least and admissible control for (P10) . Let {6;} be a decreasing sequence converging to 60 and {u;} c K a  sequence of controls such that every {u;} is admissible for (P6; ) .  Since K is bounded, we can take subsequence, which will dented in the same way, weakly-* convergent in L00 (0) to an element u0 E K. Due to the continuity result, we have that the states 
{YuJ converge uniformly to Yuo and hence 
Therefor ua is an admissible control for (P10). 
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To conclude the proof, we must establish the existence of an optimal control for every 

8 � 80 , Let {u1c} c K be a minimizing sequence for (P0) ,  this is J( u1c) -+  inf( P0) .  We can take a subsequence, denoted again in the same way, which converges weakly-* in 
£Cl0 (0) to an element ii e K. Using an reasoning similar to the one in the previous paragraph, we can check that g(x, y6(x)) � 8 for every x E n. So u is an admissible control for problem (P6-) . Let us check that J(u) == inf( P6) .  To do that we use Mazur's Theorem ( see, for instance, Ekeland and Temam [51]): given 1 < p < oo there exists a sequence of convex combinations { v11;heN, 

n(k) n(lc) v1; == L >.11;,;u;, con L >.1cJ == 1 y >..1c,; > 0, 
j=k j=lc such that v1c -+ u strongly in .V(n). Then, using the convexity of L with respect tothe third variable, the dominated convergence theorem and that L is dominated by a function of L1 (0), we get 

n(k) 
J(u) = lim f L(x, y6(x), v1c(x))dx < lim sup L>..11;,; f L(x, y6(x) , u;(x))dx � /c➔oo }n AHoo . Jn 3=lc 

n(lc) n(lc) limsup L >.1cJJ( u3) + limsup f L >.11:JIL( x, Yu1 ( x), u;( x)) - L(x, y6(x), u;(x))ld x  = 
k➔oo j=k k➔oo j O j=k 

n(lc) inf( Pa) + lim sup / L >.1c,;IL( x; Yui ( x), u;( x)) - L( x, Ya( x), u;( x))l d x, 
lc➔oo Jo j=k where we have used the convergence J( u1e) -+ inf( P0). To check that the second summand of the previous expression tends to zero, we just have to notice that for every fixed x, the function L(x, •, ·) is uniformly continuous on bounded sets of Ii.2 , that the sequences {Yu; ( x)} and {u;( x)} are uniformly bounded an that Yu; (x) -+ y6 ( x) when j -+ oo. Therefore 

Using again the dominated convergence theorem we deduce that 
n(k) limsup f L >.1c,;IL(x, Yu, ( x), u3( x)) - L( x, Yu( x), u;( x))ld x  = O, 

k➔oo Jn j=lc 
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and the rpoof is complete. D 

In this section our aim is to study the convergence of the discretizations of this problem. 
For the study of the convergence of the control problem, it is necessary to study the 
state equation. In this case, since we have pointwise constraints, we must establish the 
uniform convergence of the approximations of the state. 

Let us consider the space 

For all uh E Uh we will denote by Yh ( uh) the unique element in ¼ that satisfies 

N ,� L a;a(z)O,. Y•(x )8,1 ••(x )dx = L (f (x, y,(x)) + u•l••dx V•• e v., (9.1.3) 

where we understand that f hz1a dx denotes (h, z1a)w-1,,,(n)xw:1,,,{n) ·  ln o 
For every h > 0 we take Kh a convex, closed, bounded and non empty subset of Uh in 

such a way that { Kh} constitutes an internal approximation of K in the following sense 

1. For all u E K  there exists uh E Kh with uh ➔ u in £1 (0). 

2. If uh E Kh and uh ➔ u weakly-* in £00(0), then u E K. 

3. The {Kh} are uniformly bounded in £00(0). 

Let us formulate the following finite dimensional problem. 

{ 
min Jh(uh) = r L (x, Yh(uh) (x), uh(x)) dx 

(P6h) ln 
uh E Kh g (x;, Yh(uh)(x;)) :5 6 't/j E Ih, 

(9.1.4) 

where {x;}i�h{ is the set of vertexes of Ti&, Ih is the set of indexes corresponding to the 
interior vertexes. 

It is the purpose of this chapter to show that the solutions of the discrete problems 
converge to the solution of the continuous problem. To do that, it is necessary to prove 
the fact that if uh ➔ u weakly-* in £00 (0), then Yh(uh) ➔ yTJ, uniformly in 0. 

Observe that we are not exactly in the case of the previous chapter, because what 
we proved there is that Yh = Yh(u) converges to YTJ, • 
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The technique to prove this is different depending on whether we have a regular state or not, or if the triangulation is of non negative type or not. We are going to state different theorems, in which we can see that, under different assumptions each time, we can achieve the desired conclusion. 

Theorem 9.1.4 Suppose now that a;.,; e C0•1(!l) and that '2 = 0. Moreover, we will 
suppose that for all M > 0 there exists a function 'PM E L2(0) in such a way that the 
local Lipschitz condition (8.1.1) holds. Suppose also that Ji(·, 0) e L2(0). For all h > 0 
set u1,, E K1,,, so that u1,, ---+ u weakly-* in L00(0). Then 

(9.1.5) 

Proof. The assumptions made assure us that the state is regular enough. Observe that, since the K,,, are unformly bounded in L00(0) (assumption 3 on the K,,,, page 196), there exists a constant C such that 
I IYu,. IIH2(n) � C for all u,,, E K1,, and for all h > 0. (9.1.6) This is the classical case. We have error estimates. Let us write 

From Theorem 9.1.1 it follows that the second summand converges to zero. For the first one, ifwe fix h, due to Theorem 8.2.8, we have that IIY1,,(u1,,)-yu,. IIL00(n) $ Ch2-f i1Yu,.IIH2(n)• Due to this and to (9.1.6) we have that the first summand tends to zer, and the proof is complete. □ To prove analogous results in the case where the states are not regular enough, we are going to introduce the following result. 
Lemma 9.1.5 For all h > 01 all u e K and all u1,, e K1,, there exists C > 0 independent 
of h such that IIY1,,(u1,,) -Y1,,(u)IIHi}(n) $ Cl l u - u1,,IIH-1(n)• 

Proof. From the monotonicity of / and the HJ(O) ellipticity of a(•, •), we hace that 
mjjy1,,(uh) - Yh(u)ll�il({i) $ a(y1,,(u1,,) - Yh(u), Yh(u1,,) - y1,,(u)) = 

( f(x, y1,,(u1,,)) - f(x, Yh(u)), Yh(u1,,) - y1,,(u)) + (u - u,,,, Yh(uh) - Yh(u)) $ 
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Therefore 
□ 

Theorem 9.1.6 Suppose that the coefficients fli,; E 0(11), Ji(·, 0) E £Pl2(!l), h E w-1"'(!1) and for all M > 0 there exists a function </>M E Lr(n), r > 2 in such a way that the local Lipschitz cond ition (8.1.1). Let us also suppose that triangulation is of non negative type. For all h > 0 set uh E Kh, such that uh ➔ u weakly-* in L00(!l). Then (9.1.7) 
Proof. Now the adjoint state belongs to W1"'(!l) and we do not have error estimates, just a convergence result. In this case, we may write 

The second summand converges to zero as a consequence of Theorem 8.2.15. We know that Yh(uh) - Yh(u) solves the discrete problem 
In this case we can apply the discrete maximum principle (8.2.25), and we get 

IIYh(uh) - yh( u)IIL00(n) < Cllf(x, Yh(u)) + u - f(x, Yh(uh)) - uhl lw-1,P(O) < � C (llf(x, Yh(u)) - f(x, Yh( uh))llw-1,P(n) + l l u  - uhl l w-1,11(n}) . In the second summand, the weak-* convergence in £00(!1) of the uh implies the strong convergence in w-1"'(!1). On the other side 
Due to Lemma 9.1.5 
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The weak-* convergence of the uh implies the strong convergence in n-1 (0). Therefore the states converge uniformly. D We are going to state now four lemmas anlogous to Lemmas 8.2.10-8.2.13 
Lemma 9.1.7 For all h > 0 let uh E Kh, such that uh ➔ u weakly-* in L00 (0). Then 

Proof. We can bound IIY1.11a - IIhY1.1,. l lw1,11(n1a) as 
The first summand converges to zero due to Theorem 9.1.1. The second one due to Lemma 8.2.10. The third one, due to the continuity ofllh (proved at the beginning of the proof of Lemma 8.2.10), can be bounded by a constant that multiplies IIYu,. -Yu l lw1,,,cn,.) ,  which agains converges to zero. D 
Lemma 9.1.8 For all h > 0 let uh e Kh be such that uh ➔ u weakly-* in L00(0). Then 

The first summand converges to zero due to Theorem 9.1.1. The second one due to Lemma 8.2.11 and the third one, due to Lema 9.1.5, can be bounded by l lu - uhllH-1(n)• Weak-* convergence of the uh implies strong convergence in n-1(0). D 
Lemma 9.1.9 Suppose N = 2, the coefficients Cli,; e c0,1('1), /(-, 0) e Vl2(0), h E 
w-1.P(O) and for all M > 0 there exists _a function <PM E L2(0) in such a way that the 
local Lipschitz condition (8.1.1) holds. For all h > 0 set Uh E Kh, such that uh ➔ u 

weakly-* in L00(0). Then 
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Proof. Since Yh(uh) and Yu,. are the continuos and discrete states associated to the same control, following exactly the proof of Lemma 8.2. 7 we obtain that for every ¢ E L2(n) (¢, Yu,. -yh(uh)) :5 Chl lYu,. -yh(uh) l ]H1(n) l l ztJi-Ziµ,hl l H1(0) :5 Chl lYu,. -yh(uA)IIH1(n)f]¢IIL2(n), where let us remember that Zip is the solution of problem (8.2. 7) introduced in page 177 and Ztph is the solution of ( 8.2.10). So 1 h l lYu,. - Yh(u1i)IIL2(0) :5 CIJyu,. -Yh(u1i)IIH1(n) and we can apply the previous lemma. The proof is complete. D 

Lemma 9,1.10 For every h > 0 let u1i E Khbe such that uh ➔ u weakly-* in L00('1). 
Then lim IIYu,. - Il11Yu,. I IL2(n11) = O. 

h➔D h Proof. For the proof we use that IIhYu,. e W1tP(nh), we use the interpolation lemma 
8.2.3 and we obtain that 
]!Yu,. - IlhYu,. IILP(011) = IJYu11 - IThYu,. - IIh(Yu,. - IlhYu,.)IILP(n11) < Chl lYu,. - IlhYu,. l l w1,P(011) and the result is obtained dividing by h and applying Lemma 9.1.7. □ 
Theorem 9.1.11 Suppose N = 2, the coefficients ai,; E 0°•1(0), /(·, 0) e Vl2(fl), 
h E w-1.P{fl) and for all M > 0 there exists a function <PM E L2(fl) in such a way that 
the local Lipschitz condition (8.1.1) holds. For all h > 0 set uh E Kh, such that uh ➔ u 
weakly-* in L00(fl). Then {9.1.8) Proof We have 
The second summand converges to zero due to Theorem 9.1.1. The first one can again be bounded by the triangular inequality with 
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Due to Lemma (8.2.3), we can estimate the second summand: 

IIIThYui, - Yui, I IL00(0) ::5 Ch1-lf l 1Yu1i l lw1,.P(O) · 

Since the {uh{ is uniformly bounded, due to Theorem 9.1.1 {Yu,.} is also in bounded in 
W1sP(f2). So this second summand converges to zero. To estimate 11Yh(uh)-IlhYu,JILC10(n,.) , 
let us take into account (8.2.11), which gives us the equivalence between two Sobolev 
norms in finite dimensional spaces and we obtain, taking into account that N = 2 and 
applying again the triangular inequality 

C 
I IYh(uh) - IThYu,. I IL-(01,) < h llYh(uh) - IlhYu,. I IL2(011) < 

C CIYh(uh) -
h

Yu,. llvil(O) + I IYu,. - II�u,. IIL2(01,) ) . 

Now we can apply Lemmas 9.1.9 and 9.1.10 and deduce that this quantity converges to 
zero. So we have proved that 

Notice that �ince Yu E C(s'i) n HJ(S1), l1Yu llLC10(0\n,.) tends to zero when h decreases. 
The proof is complete. D 

We are now ready to prove that the discrete optimal controls converge to the so
lution of the problem. One of the key assumptions to prove the convergence of the 
discretizations is the weak stability on the left. 

Definition 9.1.1 We will say that control problem (P6) is weakly stable on the left at 6 
if 

li.m inf(P6') = inf(Pcf). 61 )'6 

Notice that weak stability on the right 

(9.1.9) 

is always true: Take u6 a solution of (P6). · Since K is bounded, we can deduce the 
existence of a sequence { 6;} such that 6; \, 6 when j ➔ oo and lim;➔oo u6; = u weakly-* 
in L00 ('1) for some u E K, being 'I.I.cf; a solution of (P6J). If Yi and fi are the associated 
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states to Uo; and u respectively, we have that Y; ➔ fi uniformly in n. Therefore ii. is an admissible control for (P0). Now, using the convexity in the third variable of L and the admissibility of u0 for each ( PcP  ), with fl > 6, we obtain 

which proves ( 9.1.9). Therefore, weak stability on the left assures us that inf( P0) is a continuous function in o. There are problems not weakly stable on the left. Let us see two examples of problems not weakly stable on the left. The first one is in finite dimension and will help us to illustrate geometrically that the lack of weak stability on the left implies that the problem is ill posed numerically. 
Example 9.1.1 Consider the problem 

Minimize x2 + (y - 1)2 -5 :5 X '.5 5 0 < y :5 1 
½x3 + Jx2 -y + 2 :5 6. 

Problem (Q0) is not weakly stable on the left for 6 = 1. In fact, inf( P1) = 01 reaching 
the solution at the point (0, 1). If we take 6' < 1, then 1 > y > (1/5)x3 + (3/5)x2 + 1 = 
x2((1/5)x + 3/5) + 1, and therefore we have that x + 3 < 0, or what is the same x < -3. 
From here we deduce that 

lim inf( P0,)  > 9 > inf( P1). 
6')'1 -

Observe that the problem id that for 6 = 1 the admissible region has an isolated point, 
and it is the point where the minimum is attained. 
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Next we introduce a control problem not weakly stable on the left. 
Example 9.1.2 Take n = B(O, 1) in R" and r its boundary. Given u E L00(f2) consider 
the partial differential equation 

Set 

{ -1:l.yu. = u 

Yu = 0 

in n 

on r 

z(x) = 2 (1 - llxll2) • 

it is clear that z satisfies the partial differential equation 

{ -1:l.z 4n in n 

z - 0 on r, 

and z(O) = 2. 
Set 

g(t) = { : 
ij t $ 1  
if t > 1 
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Let us state the following control problem 

{ min J( u) = f (u - 4n}2 d x  
(P1) ln 

u E L00(0) g(yu) < 8 in 0. 

Let us see that our example is not weakly stable on the left for 6 = 1 .  
The solution to (P1) is attained by taking u1 = 4n;then Yu1 = z, and we have that 9(Yu1) < 1 < 8 and J(u) = O. 
Take 8' < 1. Let u,, and y0, = Yu6, be such that they solve (Po,) .  Necessarily y0, (0) < 1 

and therefore 1 < I IYo' - zllL-(0) since both Yo' (x) and z(x) are continuous functions. 
Moreover y0, - z solves the problem 

u6, - 4n 
and we obtain the inequality 

in O 

on r, 

where C is a constant that does not depend on 61
• Therefore, for all 6' < 1 

. 1 inf( P0,) � 02 > 0 
and it is impossible to have weak stability on the left. Nevertheless, almost all the problems are weakly stable on the left. 
Theorem 9.1.12 Take 60 as in Theorem 9.1.9. Then, for all 6 > 60 but at most a 
numerable set, problem (P1) is weakly stable on the left. 

Proof Let 60 be the number obtained in Theorem 9.1.3. If we define cp : [60, +oo) ➔ lR with cp(6) = inf( Po), then cp is a monotone decreasing function, and therefore it is continuous at every point of [60, +oo) but at most is a countable number of them. But, as we have already seen, weak stability on the left is equivalent to the continuity of cp in 6, and that proves the Theorem. D For weakly stable on the left problems, we have the following result. Casas [17] gives a proof for this result in the case of a regular state. The key is to prove that the states converge uniformly. 
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Definition 9.1.2 Given a family of elements { uh}A>o, with uh E K1,, for every h > 0, we 
will say that u is an accumulation point of { uh}h.>o if there exists a subsequence { uh,. }�1, 
with h11: ➔ 0 such that uh,. ➔ u weakly- " in L00(0) . Obviously, form the definition of the K1,,, for every non empty family different there exist accumulation points, and these ones belong to K. Due to the convexity of L with respect to the third variable, we have the follwong result. Lemma 9.1.13 Let { uhaJr=l be sequence with h11: ➔ 0, '-'h,. ➔ u weakly-* in £00 (0). 
Then 

Proof. We know that there exists a sequence v1,,,. 
of finite convexe combinations of uh,. thet converges strongly to u in V'(O) for some p E (1, oo): 

n(k) 

n(k) vh,. = L >.11:,;uh; , 
j=k 

con AA:,; > O, L >.1c,; = 1, lim v1,,
,. 

= u in .V( O). 
lc➔oo ;=>. So we can write 

J(u) = 1 L(x, Yu, u)d x = lim 1 L(x, Yu, Vh11 )d x < 
0 A:➔oo o,.,. 

n(k) 

< limsup L >-11:.; f (L(x, Yu, 'Uh;) - L(x, 1/hJ (uh;), Uh;))d x+ 
k-+oo ;=k ln,.,. 

n(k) + liminf� >.k.; f L(x,Yh; (u1i;), uhJ )d x. 
k➔oo L...i Jn j=lc .. ,.; The second summand is lim inf Jh,. ( uh,.). Just like at the end of the proof of Theorem 
k➔oo 9.1.3 we get that 
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From here it follows that 

The proof is complete. □ 

Theorem 9.1.14 Let c5o be as in Theorem 9.1 .9 and c5 > c50 • If (Po) is weakly stable on 
the left, then there exists ho > 0 such that (P01i) has at least a solution u,. for h ::5 ho. 
Moreover, each accumulation point u of {u1ih�1i0 is solution of (P0) .  Finally 

(9. 1.10) 
Proof. Since every K1i is compact and J,. is continuous, the existence of a solution of (P01i) will be established if we prove that the set of admissible controls for (P6h) is not empty. To do that take u0 E K an admissible control for problem (P60) and take uo1a E K,. in such a way that uoh ➔ u0 a.e. x E n. Since u01i ➔ u in every U'(O), 1 < p < oo, then, due to the previous theorems, Y1a(u011,) ➔ 1/uo uniformly in n. Since g(x, 1/u0 (x)) ::5 c5o for every x En, we can deduce from the uniform convergence and the relation c5 > c50 the existence of a ho > 0 such that g(x, y11,(u011,)) < c5 for all x E n and each h ::5 ho . So we conclude that (Po11) hBB a solution for every h ::5 h0• Now let u01a be a solution of (P011.), h < ho, whose aBsociated state will be denoted Yo,,, . Since { ua11.h�1a0 c K and K is bounded, we can extract a subsequence { u6,.,} such that h1c ➔ 0 and u01i,. ➔ u weakly-* in DX)(n) for some u E K. Let us prove that u is a solution of (Po)- Let fi be the aBsociate state to u. Since y6,.

,. ➔ fi uniformly in {l and 
g ( x;, Yoh,. ( x;)) ::5 c5 for each node of the triangulation, we deduce that g( x, y( x)) < c5 for every x E n, and therefore u is admissible control for (P6) .  Let us take c5' E (c5o, c5) and let u0, be a solution of (P6) . For every h < ho let us take Uo'h E K1a such that Uo'h ➔ Uo• a.e. inn. From the uniform convergence y,.(u0,h) ➔ Yu6, and the relation g ( x, y0, ( x)) ::5 c5' < c5 for every x E n, we deduce the existence of h6, > 0 such that g(x, y,.(uo,h)(x)) $ c5 for all x E {l and all h $ h6, ,  this is, u0,,. is an admissible control for (Po1a) always that h $ ho' • From here we obtain that J1a,. (u0,.,.) $ J1a,.(u6,,.1. ) for each k big enough. Using now Lemma 9.1.13 it follows that 
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Finally the stability on the left condition allow us to conclude inf(P.,) $ J(ii) $ � (inf(PcY )) = inf(P6), 
which, together with the admissibility of ii for (P6) proves that u is a solution of (P6).  The rest of the theorem is immediate. □ 
Remark 9.1.1 If the soltt,tion of the problem is tt,nique, we have that all the seqtt,ence 
converges weakly-* to the soltt,tion of the problem. Theorem 9,1,15 Let us suppose that the assumptions of the previous theorem apply 
and that L is of class C2 in the third variable and that there exists a > 0 such that 

<PL &u.2 (x, y, u) > a >  0 for a.e. x En and all y, u E R  
For every h $ ho let Uh be a solution of (P6h) and let ii be an accumulation point point 
of { uh} with uh,. ➔ ii weakly-* in £00(0). Then lim llii - '-'h,. IIL2(0) = o. 

k➔oo 
Proof. On one hand 

f (L(x,yh,. (un,.), uni.) - L(x, y, a))d x = (Jn,. (un,.) - J(ii)) + f L(x,yh,. (uh11), uh1Jdx. lo ln\n,.,. The first summand converges to �ro due to the previous theorem and the second one because {L(x, Yh,., uh,.)} is dominated by a function 'PM E £1 (0). So 
(9.1.11) 

On the other hando 
L (L(x, Yh,. (uh,.), uhi.) - L(x, 'ii, ii))dx = L (L(x, 1/h,. (uh,.), uh,.) - L(x, 'ii, uh,.))d x+ + L (L(x, ti, uh11) - L(x, y, ii))d x. 

As in the proof of Theorem 9.1.3 
lirn / (L(x, Yh,. ( uh,.), uh,.) - L(x, fi, uh,.))dx = 0. k➔oo Jo 

(9.1.12) 
(9.1.13) 
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As a consequence of (9.1.11)-(9.1.13) .we have that 

lim f (L(x, fi, uh.,) - L(x, fi, u))d x = 0. 
/c➔ooJn Making now a Taylor expansion of order two we obtain that 

(9.1.14) 

L (.L(x, ti, uh.,)-L(x, ti, ii))d x = L: (x, ii, u)(uh., -u)d x+� L :; (x, fi, v1c)(uh,. -ii)2d x, 
where v1c is an intermediate point between uh., and ii. Since u,.., converges weakly-* to il, the first summand converges to zero: 
Finally we have that 

1 8L fun -
8 

(x, ti, ii)(uh,. - ii)d x = 0. 
A:➔oo n u 

1 f 8
2L( ) - 2 al l - 1 1

2 2 Jn 8u2 x, 'li, v1c (uh,. - u) d x  � 2 u - u,.., L:i(n) · Therefore we can write 

(9.1.15) 

; l l ii  - uh1 l l i:icn) 5 L (L(x, ti, uh.,) - L(x, ti, u) )dz -L : (x, ti, u) ( "'"• - u)d x which converges to zero due to (9.1.14) and (9:1.15). So llu- u,.,, I IL:i(n) converges to zero and the proof is complete. □ 
9.2 Neumann case 

Consider the sets, operators, and spaces described in Sections 8.1 and 8.3. We will denote r the boundary of n, and we will suppose that it is polygonal o polyhedric . Consider also a0 E Ll.f:11 (n), a0 � 0, a0 ¢: 0 in n, p > N. Let K a convex, weakly-* closed, bounded and non empty subset of L00(r), l : 
n x R.2 --+ R. a Caratheodory function, convex in the third variable and that satisfies that for all M > 0 there exists 'PM E L1(r) such that ll(s, Y, v)I $; 'PM(s) for a..e. 8 E r, for all IYI , lvl 5 M. Let g: n x lR --+ lR be a continuous function. Let us formulate the optimal control problem 

{ min J(u)= r l ( B,Yu( s), u(s)) d s 
(PN6) lr u E K  g (x,yu(x)) $; o 'vx E 0, 

(9.2.1) 



where { Ay + aoy = f(•, y) + h 

BnAY = U 
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inn on r. 

( 9.2.2) 
Aplying the same techniques than in Theorem 3.1.1 and using the regularity results in Dauge [47] we have the following result. 
Theorem 9.2.1 Para cada u E K existe una unica Yu e W1iP(n) soluci6n de ( 9.2.2). 
Ademas existe una constante Cx, que s6lo depende una cota para K, tal que IIYul lw1,,,(n) :5 Cx para todo u E K. Finalmente si u; ➔ u *debilmente en L00 (I') entonces YuJ ➔ Yu 

fuertemente en W1 .P(0). Analogamente al caso Dirichlet, se tiene el siguiente resultado sobre existencia de soluci6n. Theorem 9.2.2 Existe un ntimero 60 E R.  de forma que que el problema (PN0) posee al 
menos una soluci6n para cada 6 � 60, mientras que (PN0) no posee controles admisibles 
para 6 < 60 . Consider now the space Uh of elements u of L00 (I') in such a way that every side ( face if N = 3) of an element T of in that is on r, u is constant. For every uh e Uh, let us define Yh(uh) e Wh as the unique element that satisfies 

N ,� L a;,(x)8.,,y,(u.)(x)8,,z,(x)dx + L ao(x)y.(u,)(x)z,(x)d x = 
L f(x, yh(uh) (x))zhdx + (h, zh}cw1,,,,(n))'xwi,i,'(n) + i uh(s)yh(uh)(s)ds Vzh E Wh, 

(9.2.3) 

Lemma 9.2.3 Equation (9.2.3) has a unique solution. The discrete control problem is formulated then as 
( 9.2.4) 

where {x;}';i� is the set of vertexes of in, Ih is the set of indexes corresponding to the interior vertexes. We are going to state now the convergence result for our problem. The proofs are very similar to those of Dirichlet's case. 
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Lemma 9.2.4 Para todo h > 0, todo u e K y todo uh e Kh existe C > 0 independiente 
de h tal que 

IIYh(uh) - Yh(u) IIH1(n) < Cllu - uhllH-½cr> • 

Proof. De la monotonia de /, la H1(0) elipticidad de a(•, •) y la continuidad de la traza en hu tenemos que 
mllyh(uh) - Yh(u) lli-1cn) $ a(yh(uh) -. Yh(u), 1Jh(uh) - Yh(u)) = 

(J(x, Yh(uh)) - J(x, Yh(u)), Yh(u,.) - Yh(u)) + L (u - uh) (Yh(uh) - Yh(u))ds $ 

< i (u - uh)(Yh(uh) - yh(u))ds $ !lu - uial lH-½cr> IIYh(uh) - yh(u) lla1(n) • 

Por lo tanto 
□ 

Theorem 9.2.5 Suppose that there exists a function <PM e L"(O), r > 2 in such a way 
that the local Lipschitz condition (8.1.1) holds. Suppose also that the triangulation is of 
non negative type. For all h > 0 set uh e Kh, such that u,. ➔ u weakly-*  in L00{f). 
Then 

{9.2.5) 

Proof. The state belongs to W1.P{O) and we have not error estimates, just a convergence result. In this case we write 
The second summand converges to zero as a consequence of Theorem 8.3.5. We know that Yh(u1i) - y,.(u) solves the discrete problem 

a(y,.(uh) - y,.(u), z,.) = (J(x, y,.(uh))  - J(x, y,.(u)), zh) + i (u,. - u)z,.ds Vz,. E W,., 

where 
a(y, z) = ,� L "<;(x)ll.,y(x)ll,,z(x)dx + L a0(x)y(x)z(x)dx. 
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In this case we can apply the discrete maximum principle (8.3.4), and hence 

On one hand, the weak-* convergence of the uh implies the strong convergence in 
w-½,p(r). 

On the other hand 

Due to Lemma 9.2.4 

l Weak-* convergence of the uh implies strong convergence in H-2 (r). Therefore, the 
states converge uniformly. D 

Vamos a dar ahora cuatro lemas analogos a los Lemas 8.2.10-8.2.13 y a  los Lemas 9.1.7-
9.1.10. 

Lemma 9.2.6 Para todo h > 0 sea uh E Kh, tales que uh ---+ u *-debilmente en L00 (r). 
Entonces 

Proof. Podemos acotar 1 1Yu11 - IlhYu,. IJw1,,,(0) como 

El primer sumando converge hacia cero por continuidad. El segundo en virtud del Lema 
8.2.10. El tercero, gracias a la continuidad de Ilh (demostrada al principio de la prueba 
del Lema 8.2.10), lo podemos acotar por una constante que multiplica a 1 1Yu11 -Yullw1,,,(n) , 
que converge hacia cero por continuidad. D 

Lemma 9.2.7 Para todo h > 0 sea uh E Kh, tales que uh ---+ u *-debilmente en L00(r). 
Entonces 
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Proof Podemos acotar l !Yu" - Yh(uh)l l n1(n) como 

El primer sumando converge hacia cero por continuidad. El Segundo en virtud del lema 8.2.11 y el tercero, gracias al Lema 9.2.4, lo podemos acotar por Jiu - uhllH-,cr> • La convergencia * -debil de los uh implica la convergencia fuerte en n-½(r). D 

Lemma 9.2.8 Su.pongamos N = 2 y que los coeficientes ai,; E C0•1(0). Para todo h > 0 
sea Un E Kh, tales que Un ➔ u *-debilmente en D'°(r). Entonces 

Proof Como Yh(uh) y Yu" son los estados discreto y continue 8Bociados al mismo control, siguiendo exactamente la demostraci6n del lema 8.3.3 se obtiene que para todo '¢ E L2(0) 
donde recordemos que Zt/J es la soluci6n del problema (8.3.3) introducido en la pagina 190. Asi hl lYu" - yh(uh)IIL2(n) :5 C[l y"'" - yn(uh)l l n1(n) y podemos aplicar le lema anterior. La prueba esta completa. D 
Lemma 9.2.9 Para todo h > 0 sea Un E Kh, tales que uh -+ u *-debilmente en L00(r). 
Entonces 

Proof. Para la demostraci6n aprovechamos que IlhYu" e W1,p(n) usamos el lema de interpolaci6n 8.2.3 y se tiene que 
y el resultado se obtiene dividiendo por h y aplicando el Lema 9.2.6. □ 
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Theorem 9.2.10 Suppose N = 2 and the coefficients a;.J E 0°•1(0). For all h > O set 
uh E Kh, such that uh --+ u weakly-* in L00(I') . Then 

(9.2.6) 
Proof. Due to the triangular inequality, we have 

The second summand converges to zero due to the continuity. The first one can again be bounded by the triangular inequality with 
Due to Lemma (8.2.3), we can bound the second summand: 

Since the uh converge, they are uniformly bounded, and therefore Yu,. is also in bounded in W1iP(f2). So this second summand converges to zero. To estimate I IYh(uh) -IIhYu,. IILoo(n), let us take into account (8.2.11), which gives us the equivalence between two Sobolev norms in finite dimensional spaces and we obtain, taking into account that N = 2 and applying again the triangular inequality 
0 

I IYh(uh) - llhYu,.IIL00 (n) =:::; hl[Yh(uh) - llhYu1al lL2(n) =:::; 
C CIYh(uh)

: Yu,. l fL2(0) + lJYu,. - II�Yu,. I IL2(n) ) 

Ahora podemos aplicar los Lemas 9.2.8 y 9.2.9 y deducir que esta cantidad converge hacia cero. The proof is complete. □ Finally, using again the concept of weak stability on the left, we can prove that the solutions of the discrete problems converge to the solutions of the continuous problem. 
Definition 9.2.1 Diremos que el problema de control (PN6) es debilmente estable por 
la izquierda en � si lim inf(P N6, )  = inf(P N6) ,  

61 )"6 
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Definition 9.2.2 Given a family of elements { uhh>o, with uh E Kh for every h > O, we will say that u is an accumulation point of { u11h>o if there exists a subsequence { uh1o}�i, with h1c ➔ 0 such that u11• ➔ u weakly-* in D)Q (r). 

Theorem 9.2.11 If (PN6) is weakly stable on the left, then there exists h0 > 0 such that (PN6h) has at least a solution uh for h :5 ho. Moreover, each accumulation point u of { u11h:sho is solution of (PN6)- Finally lim Jh(tt11) = inf(PN6)-
h➔O Proof. Since every Kh is compact and Jh is continuous, the existence of a solution of (PN61,,) will be established if we prove that the set of admissible controls for (PN6h) is not empty. To do that take u0 E K an admissible control for problem (P N60) and take uoh E K,,, in such a way that uoh ➔ u0 a.e. x E r. Since u011 ➔ u in every .V(r), 1 :5 p < oo, then, due to the previous theorems, Yh(uoh) ➔ Yuo uniformly inn. Since g(x, Yu0 (x)) < oo for every x E n, we can deduce from the uniform convergence and the relation o > oo the existence of a ho > 0 such that g(x, Yh(uoh)) :$ o for all x E s1 and each h < h0 • So we conclude that (PN6h) has a solution for every h :5 ho. Now let u6h be a solution of (PN6h), h $ ho, whose associated state will be denoted Y6". Since { u6h} hSho C K and K is bounded, we can extract a subsequence { U.611,,.} such that h1c ➔ 0 and u6h,. ➔ ii. weakly-* in £0Cl(f) for some u E K. Let us prove that u is a solution of (P N6) ,  Let fi be the associate state to u. Since Y6h,. ➔ fi uniformly in n and 

g(x;, Y6h.1: (x;)) $ o for each node of the triangulation, we deduce that g(x, y(x)) :5 o for every x En, and therefore u is admissible control for (PN6).  Let us take o' E ( oo, o) �d let u6, be a solution of ( P N6). For every h $ ho let us take u6'h E Kh such that_ u6'h ➔ u6, a.e. in r. From the uniform convergence Yh(u6'h) ➔ Yu6, and the relation g(x;y6, (x)) :$ 6' < o for every x E n, we deduce the existence of h6, > 0 such that g(x, Yh(u6�h)(x)) < o for all x E O and all h $ h6, ,  this is, u6'h is an admissible control for (PN6h) always that h $ h6' · From here we obtain that Jh. (U&h,.) $ Jh,. (u6'h,.) for each k big enough. Using now the convexity of L with respect to the third component it follows that 
Finally, the admissibility of u for (PN&) and the stability on the left condition allow us to conclude inf(PN6) < J(u) $ J}� ( inf(PN0,)) = inf(PN0) ,  
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what proves that u is a solution of (P N0) .  The rest of the theorem is immediate. □ Analogamente al caso distribuido, podemos enunciar el siguiente resultado. 
Theorem 9.2.12 Supongamos que se cumplen las hip6tesis del teorema anterior y que 
ademas l es de clase 02 en la tercera variable y existe a > 0 tal que 

£Pi 
8t,,2 (s, y, u) � a > 0 para c.t.p. s E r y todo y; u E R 

Para cada h � ho sea uh una solucion de (P Nh) y sea u tm punto de acumulacion de 
{ uh} con uh• ---+ il *debilmente en L00 (r). Entonces 
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