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RESUMEN (en español)

Actualmente,  es  posible  adquirir  y  almacenar  grandes  volúmenes  de  datos  sobre 
diferentes fenómenos complejos en muchas áreas importantes. Con el fin de ser útil, 
esta información debe ser explicada de la manera más comprensible posible, incluyendo 
los conocimientos previos disponibles sobre el fenómeno que se estudia.

Estos objetivos sólo pueden lograrse mediante el uso de lenguaje natural, especialmente 
si la información final va a ser utilizada por personas no expertas. Por lo tanto, esta  
información  debe  ser  explicada  de  manera  comprensible  a  través  de  los  modelos 
lingüísticos. La formulación de modelos lingüísticos puede ser vista como una tarea no 
trivial, y muchas veces, el modelado lingüístico contribuye a una mejor comprensión de 
los fenómenos, proporcionando una novedosa e inédita visión de los mismos. En esta 
tesis,  nos basamos en el paradigma de la computación con palabras y percepciones 
desarrollado por Zadeh con el fin de extender la Teoría Computacional de Percepciones. 
La idea consiste en extender la Lógica Borrosa para crear modelos de sistemas basados 
en  la  forma  en  que  los  seres  humanos  hacen  descripciones  utilizando  el  lenguaje 
natural. El objetivo es utilizar las estructuras complejas del lenguaje natural para hacer 
modelos imprecisos y robustos de los fenómenos complejos, cuyas principales ventajas 
son la incorporación de las capacidades creativas, abstractas y de adaptación del ser 
humano, y reducir al mínimo los aspectos no deseados tales como la imprevisibilidad, la 
incoherencia, la subjetividad y la inestabilidad temporal. Nuestro objetivo es hacer uso 
de  una  relación  simbiótica  entre  el  diseñador  y  el  ordenador,  de  tal  manera  que  la 
motivación y la creatividad de los diseñadores se vean reforzadas por la gran capacidad 
de almacenamiento y rendimiento del ordenador. 

Hemos ampliado el concepto de Máquina de Estados Finitos Borrosos para abordar el 
problema de modelar cada fenómeno complejo específico sobre la base de un diseño l 
lingüístico  y  guiado  por  el  ser  humano.  Además,  dado  que  la  definición  de  los 
parámetros de la Máquina de Estados Finitos Borrosos es, en cada caso particular, una 
tarea compleja para los expertos, hemos propuesto una metodología que consiste en un 
método  de  aprendizaje  automático  para  definir  los  parámetros  del  modelo.  Esta 
metodología se basa en la hibridación de las Máquinas de Estados Finitos Borrosos y los 
Algoritmos  Genéticos,  que  conducen  a  la  Máquina  Genética  de  Estados  Finitos 
Borrosos.  La  Máquina  Genética  de  Estados  Finitos  Borrosos  es  capaz  de  aprender 
automáticamente las reglas borrosas y las funciones de pertenencia, mientras que un 
experto define los posibles estados y las transiciones permitidas entre los estados. A 
continuación, hemos desarrollado el Modelo Lingüístico Granular de un Fenómeno, que 
es el modelo necesario para interpretar los datos de entrada de una forma jerárquica. El 
Modelo Lingüístico Granular de un Fenómeno es capaz de combinar diferentes fuentes 
de conocimiento, en combinación con la expresividad del paradigma de modelado de las 
Máquinas de  Estados  Finitos  Borrosos.  Una  vez  que la  Máquina  de  Estados  Finitos 
Borrosos es capaz de modelar cada fenómeno complejo, el Modelo Lingüístico Granular 
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de un Fenómeno es capaz de producir descripciones lingüísticas sobre él y su evolución 

en el tiempo. 

Finalmente,  se  ha  validado  la  metodología  propuesta  con  varias  aplicaciones  en  el 

mundo real. Primero, hemos sido capaces de modelar la marcha y la actividad humana 

con  nuestro  enfoque  de  modelado  lingüístico  mediante  conocimiento  experto  y 

conocimiento  inducido.  A  continuación,  hemos  desarrollado  un  sistema  capaz  de 

modelar  la  calidad  de  la  marcha  y  producir  descripciones  lingüísticas  sobre  ella.  

También hemos mostrado cómo nuestra propuesta funciona correctamente en el campo 

de los Sistemas Inteligentes de Transporte, donde hemos sido capaces de modelar y 

generar descripciones lingüísticas de la evolución del tráfico en carreteras. 

RESUMEN (en Inglés)

Nowadays,  it  is  possible  to  acquire  and  store  vast  volumes  of  data  about  different 

complex phenomena in many crucial areas. In order to be useful, this information must 

be explained in an understandable way, including facts that may be derived from the data 

and the background knowledge available about the phenomena under study. This can 

only be achieved by using natural language, especially if the final information is going to 

be  used  by  non-experts.  Therefore,  this  information  must  be  explained  in  an 

understandable way by means of linguistic models. The formulation of linguistic models 

can be seen as a non-trivial task, and many times, linguistic modeling contributes to a  

better understanding of phenomena, providing a novel and previously unseen view of 

them. In this thesis, we follow Zadeh’s computing with words and perceptions paradigm 

in  order  to  extend  the  Computational  Theory  of  Perceptions.  The  idea  consists  of 

extending Fuzzy Logic to create system models based on the way that humans make 

descriptions using natural language.  The aim is to use complex structures of natural 

language  to  make  robust  imprecise  models  of  complex  phenomena,  whose  main 

advantages are the incorporation of creative, abstract and adaptive human capabilities, 

while  minimizing  undesirable  aspects  such  as  unpredictability,  inconsistency, 

subjectivity and temporal instability. Our aim is to make use of a symbiotic relationship 

between the designer and the computer, in such a way that designer’s motivation and 

creativity  are  strengthened  by  the  computer’s  greater  memory  storage  and  higher 

computational performance.

 

We have extended the concept of Fuzzy Finite State Machine to deal with the problem of 

modeling each specific complex phenomenon on the basis of a linguistic, human-guided 

design. Moreover, since the definition of details of the Fuzzy Finite State Machine in each 

particular case is a complex task for experts, we have proposed a methodology which 

consists  of  a  machine  learning  method  to  define  the  model  parameters.  This 

methodology is based on the hybridization of Fuzzy Finite State Machines and Genetic 

Algorithms leading to  Genetic  Fuzzy Finite  State Machines. The Genetic  Fuzzy Finite 

State  Machine  automatically  learns  the  fuzzy  rules  and membership  functions of  the 

model,  while  an  expert  defines  the  possible  states  and  allowed  transitions  between 

states. 

Then,  we have developed the Granular  Linguistic  Model  of  a Phenomenon paradigm, 

which  is  the  model  needed to  interpret  the  input  data in  a  hierarchical  fashion.  The 

Granular  Linguistic  Model  of  a  Phenomenon  is  able  to  merge  different  sources  of 

knowledge in combination with the expressiveness of the Fuzzy Finite State Machine 

modeling paradigm. Once the Fuzzy Finite State Machine is able to model each complex 

phenomenon,  the  Granular  Linguistic  Model  of  a  Phenomenon  is  able  to  produce 

linguistic descriptions about it and its evolution in time. 

Finally,  we  have  validated  the  proposed  methodology  with  several  real  world 

applications. We have been able to model the human gait and the human activity using 
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We must not forget that when radium was

discovered no one knew that it would prove

useful in hospitals. The work was one of pure

science. And this is a proof that scientific

work must not be considered from the point

of view of the direct usefulness of it. It must

be done for itself, for the beauty of science,

and then there is always the chance that a

scientific discovery may become like the ra-

dium a benefit for humanity.

Marie Curie (1867 - 1934)
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Abstract

Nowadays, it is possible to acquire and store vast volumes of data about di↵erent complex

phenomena in many crucial areas. In order to be useful, this information must be ex-

plained in an understandable way, including facts that may be derived from the data and

the background knowledge available about the phenomena under study. This can only

be achieved by using natural language, especially if the final information is going to be

used by non-experts. Therefore, this information must be explained in an understandable

way by means of linguistic models. The formulation of linguistic models can be seen as a

non-trivial task, and many times, linguistic modeling contributes to a better understand-

ing of phenomena, providing a novel and previously unseen view of them. In this thesis,

we follow Zadeh’s computing with words and perceptions paradigm in order to extend

the Computational Theory of Perceptions. The idea consists of extending Fuzzy Logic

to create system models based on the way that humans make descriptions using natural

language. The aim is to use complex structures of natural language to make robust im-

precise models of complex phenomena, whose main advantages are the incorporation of

creative, abstract and adaptive human capabilities, while minimizing undesirable aspects

such as unpredictability, inconsistency, subjectivity and temporal instability. Our aim is

to make use of a symbiotic relationship between the designer and the computer, in such a

way that designer’s motivation and creativity are strengthened by the computer’s greater

memory storage and higher computational performance.

We have extended the concept of Fuzzy Finite State Machine to deal with the problem

of modeling each specific complex phenomenon on the basis of a linguistic, human-guided

design. Moreover, since the definition of details of the Fuzzy Finite State Machine in each

particular case is a complex task for experts, we have proposed a methodology which

consists of a machine learning method to define the model parameters. This methodology

is based on the hybridization of Fuzzy Finite State Machines and Genetic Algorithms

leading to Genetic Fuzzy Finite State Machines. The Genetic Fuzzy Finite State Machine

automatically learns the fuzzy rules and membership functions of the model, while an

expert defines the possible states and allowed transitions between states.

Then, we have developed the Granular Linguistic Model of a Phenomenon paradigm,

which is the model needed to interpret the input data in a hierarchical fashion. The

Granular Linguistic Model of a Phenomenon is able to merge di↵erent sources of knowl-

edge in combination with the expressiveness of the Fuzzy Finite State Machine modeling
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paradigm. Once the Fuzzy Finite State Machine is able to model each complex phe-

nomenon, the Granular Linguistic Model of a Phenomenon is able to produce linguistic

descriptions about it and its evolution in time.

Finally, we have validated the proposed methodology with several real world appli-

cations. We have been able to model the human gait and the human activity using our

linguistic modeling approach using expert and induced knowledge. Then, we have devel-

oped a system capable of modeling the gait quality and producing linguistic descriptions

about it. We have also showed the generality of our proposal, showing how it works in a

completely di↵erent field, namely, intelligent transportation systems, where we have been

able to model and generate linguistic descriptions of the tra�c evolution in roads.



Resumen

Actualmente, es posible adquirir y almacenar grandes volúmenes de datos sobre diferentes

fenómenos complejos en muchas áreas importantes. Con el fin de ser útil, esta información

debe ser explicada de la manera más comprensible posible, incluyendo los conocimientos

previos disponibles sobre el fenómeno que se estudia.

Estos objetivos sólo pueden lograrse mediante el uso de lenguaje natural, especial-

mente si la información final va a ser utilizada por personas no expertas. Por lo tanto,

esta información debe ser explicada de manera comprensible a través de los modelos

lingǘısticos. La formulación de modelos lingǘısticos puede ser vista como una tarea no

trivial, y muchas veces, el modelado lingǘıstico contribuye a una mejor comprensión de

los fenómenos, proporcionando una novedosa e inédita visión de los mismos. En esta tesis,

nos basamos en el paradigma de la computación con palabras y percepciones desarrollado

por Zadeh con el fin de extender la Teoŕıa Computacional de Percepciones. La idea con-

siste en extender la Lógica Borrosa para crear modelos de sistemas basados en la forma

en que los seres humanos hacen descripciones utilizando el lenguaje natural. El objetivo

es utilizar las estructuras complejas del lenguaje natural para hacer modelos imprecisos y

robustos de los fenómenos complejos, cuyas principales ventajas son la incorporación de

las capacidades creativas, abstractas y de adaptación del ser humano, y reducir al mı́nimo

los aspectos no deseados tales como la imprevisibilidad, la incoherencia, la subjetividad

y la inestabilidad temporal. Nuestro objetivo es hacer uso de una relación simbiótica

entre el diseñador y el ordenador, de tal manera que la motivación y la creatividad de los

diseñadores se vean reforzadas por la gran capacidad de almacenamiento y rendimiento

del ordenador.

Hemos ampliado el concepto de Máquina de Estados Finitos Borrosos para abordar

el problema de modelar cada fenómeno complejo espećıfico sobre la base de un diseño

lingǘıstico y guiado por el ser humano. Además, dado que la definición de los parámetros

de la Máquina de Estados Finitos Borrosos es, en cada caso particular, una tarea com-

pleja para los expertos, hemos propuesto una metodoloǵıa que consiste en un método de

aprendizaje automático para definir los parámetros del modelo. Esta metodoloǵıa se basa

en la hibridación de las Máquinas de Estados Finitos Borrosos y los Algoritmos Genéticos,

que conducen a la Máquina Genética de Estados Finitos Borrosos. La Máquina Genética

de Estados Finitos Borrosos es capaz de aprender automáticamente las reglas borrosas

y las funciones de pertenencia, mientras que un experto define los posibles estados y las
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transiciones permitidas entre los estados.

A continuación, hemos desarrollado el Modelo Lingǘıstico Granular de un Fenómeno,

que es el modelo necesario para interpretar los datos de entrada de una forma jerárquica.

El Modelo Lingǘıstico Granular de un Fenómeno es capaz de combinar diferentes fuentes

de conocimiento, en combinación con la expresividad del paradigma de modelado de

las Máquinas de Estados Finitos Borrosos.Una vez que la Máquina de Estados Finitos

Borrosos es capaz de modelar cada fenómeno complejo, el Modelo Lingǘıstico Granular

de un Fenómeno es capaz de producir descripciones lingǘısticas sobre él y su evolución en

el tiempo.

Finalmente, se ha validado la metodoloǵıa propuesta con varias aplicaciones en el

mundo real. Primero, hemos sido capaces de modelar la marcha y la actividad humana con

nuestro enfoque de modelado lingǘıstico mediante conocimiento experto y conocimiento

inducido. A continuación, hemos desarrollado un sistema capaz de modelar la calidad

de la marcha y producir descripciones lingǘısticas sobre ella. También hemos mostrado

cómo nuestra propuesta funciona correctamente en el campo de los Sistemas Inteligentes

de Transporte, donde hemos sido capaces de modelar y generar descripciones lingǘısticas

de la evolución del tráfico en carreteras.



General scheme

This memory entitled “Linguistic Modeling of Complex Phenomena”, presented to obtain

the degree of Doctor by the “Universidad de Oviedo”, is organized into two di↵erent parts

apart from the previous “Abstract” and “Resumen”:

• The “Report” is presented in the first part, which is organized as follows. Chapter 1

contains the introduction to the topics developed in this thesis. Chapter 2 describes

the main objectives of the thesis. The discussion of results is presented in Chapter 3.

Chapters 4 and 5 draw some conclusions, both in English and Spanish, respectively.

Finally, at the end of this part, the relevant bibliography is included.

• The second part, “Publications”, is organized as follows. Chapter 6 includes a com-

plete copy of the presented publications, including their bibliographic references.

Chapter 7 consists of a report on the impact factor of each of the presented pub-

lications. Then, Chapter 8 includes the whole list of the candidate’s publications.

Finally, in Chapter 9, some other publications are included due to their high rela-

tionship with the work and topics developed during this Ph.D. Thesis.
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Chapter 1

Introduction

There is nothing more di�cult to take in

hand, more perilous to conduct or more un-

certain in its success than to take the lead in

the introduction of a new order of things.

Niccolo Machiavelli (1469 - 1527)

Currently, new technologies allow to acquire and store vast volumes of data about

di↵erent time-evolving complex phenomena in many crucial areas, like Economy, Science,

and industrial processes. Examples in Economy include the evolution of every kind of

economical indicators at local or global levels, like stock funds; electricity, gas or water

consumption; price of basic products; etc. In Science, the amount of information collected

by researchers is overwhelming and ever growing, including astronomical observations by

radio telescopes, space probes, and data collected from experiments in diverse scientific

fields among others. Finally, in the context of industrial applications, there are di↵erent

amounts of data such as the ones related to the supply chain or those ones produced

during the whole industrial process.

In order to be useful, these data must be explained in an understandable way, including

facts that may be derived from data and the background knowledge available about each

phenomenon under study. This objective can only be achieved by using natural language

(NL), especially if the final information is going to be used by non-experts. This thesis

seeks to contribute with some fundamental basis and practical tools to overcome this

problem. The formulation of linguistic models can be seen as a non-trivial task, and

many times, linguistic modeling contributes to a better understanding of the phenomenon,

providing a novel and previously unseen view of it.

In the literature, the task of modeling complex phenomena is usually called System

Identification (SI) [Sod 94, Lju 98]. It is worth noting that the concept of SI and its

formal definition were introduced by Zadeh [Zad 56]. According to Zadeh’s definition

[Zad 62], given a class of models, SI involves finding a model which may be regarded

as equivalent to the objective system with respect to input-output data. The field of

3
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SI uses statistical methods in order to build mathematical models of dynamical systems

from measured data. SI also includes the optimal design of experiments for e�ciently

generating informative data for fitting such models. A dynamical mathematical model in

this context, is a mathematical description of the dynamic behavior of a system or process

in either the time or frequency domain.

Traditionally in SI, engineers use di↵erential equations to build white-box models

based on first principles to model the behavior of real-world systems [Oga 67, Lju 98,

Nel 00, Ise 09]. In this approach, engineers can choose among several paradigms to rep-

resent system models. One of the most expressive model structure is the state space

representation [Oga 67, Lju 98]. In this approach, the designer must find out the nec-

essary and su�cient subset of state variables (x1, x2, . . . xn

) to represent the entire state

X[t] of the system at the time instant t. The designer uses her/his creativity and personal

experience to choose the adequate set of state variables regarding the system goals. This

set of variables emphasizes the relevant aspects of the system and hides the irrelevant

ones. When the system evolves in time, the current state X[t] follows a trajectory in the

state space. The general form of the model of a time-invariant discrete system in the state

space is formulated by the following set of equations:

(
X[t+ 1] = f(X[t], U [t])

Y [t] = g(X[t], U [t])
(1.1)

where:

• U is the input vector of the system: (u1, u2, ..., un

u

), with n

u

being the number of

input variables.

• X is the state vector: (x1, x2, ..., xn

x

), with n

x

being the number of states and

X0 = X[t = 0] the initial state of the system.

• Y is the output vector: (y1, y2, ..., yn
y

), with n

y

being the number of output variables.

• f is the function which calculates the state vector at time instant t+ 1.

• g is the function which calculates the output vector at time instant t.

Unfortunately, for many systems in our environment, it is not feasible, or it is very

costly, to obtain and to solve these equations. This situation is described by the Zadeh’s

Principle of Incompatibility: “as the complexity of a system increases, our ability to make

precise and yet significant statements about its behavior diminishes until a threshold is

reached beyond which precision and significance (or relevance) become almost mutually

exclusive characteristics” [Zad 73]. This is to say that, when the system to be modeled

grows in complexity, the number of variables and equations becomes intractable and we

have no other option but to work with alternative models.
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A di↵erent approach is therefore to start from measurements of the behavior of the

system and the external influences (inputs to the system) and try to determine a mathe-

matical relation between them without going into the details of what is actually happening

inside the system. These models are known as black-box models. In these models, no

prior knowledge is available. Examples of these models are neural networks [Hay 94] or

autoregressive linear models [Sea 97, Sta 09].

An intermediate approach is the grey-box modeling, where, although the peculiarities

of what is going on inside the system are not entirely known, a certain model based on

both insight into the system and experimental data is constructed. Grey-box modeling

is also known as semi-physical modeling. In the last forty years, there have been several

attempts to deal with this type of problems by means of models based on Fuzzy Logic

(FL) [Zad 73, Sug 88, Ped 93, Bar 95, Dri 96, Dri 97, Ped 99], which have become a good

alternative to deal with those systems where obtaining and solving the appropriate state

equations is a di�cult or impossible task. Based on the Principle of Incompatibility,

Zadeh suggested linguistic analysis in place of quantitative analysis. He suggested the

use of the so-called linguistic variables [Zad 75a, Zad 75b, Zad 75c] instead of or in ad-

dition to numerical values, the characterization of simple relations between variables by

conditional fuzzy statements, and the characterization of complex relations by fuzzy al-

gorithms. Zadeh’s original purpose in introducing the fuzzy sets [Zad 65] was to provide

a tool to help in the modeling of complex phenomena, especially, but not restricted to,

those involving human agents. By permitting a certain amount of imprecision in our

models, we provide a robustness that allows us to model complex situations [Yag 94].

According to De Kleer [Kle 84], “the behavior of a physical system can be discussed by

the exact values of its variables (forces, velocities, positions, pressures, etc.) at each time

instant. Such description, although complete, fails to provide much insight into how the

system functions. Our longterm goal is to develop an alternative physics in which these

same concepts are derived from far simpler, but nevertheless formal qualitative basis. Our

proposal is to reduce the quantitative precision of the behavioral descriptions but retain

the crucial distinctions”. In essence, the fundamental reason for a high level approach is

to provide transparent models that can be understood and used by practitioners in the

relevant fields [Law 04].

Fuzzy modeling is one of the most important issues in FL and it is interpreted as a

qualitative modeling scheme by which we describe the system behavior using NL [Sug 93].

On the one hand, semantic expressiveness, using linguistic variables [Zad 75a, Zad 75b,

Zad 75c] and rules [Mam 74, Mam 75, Mam 77], is quite close to NL which reduces the

e↵ort of expert knowledge extraction. On the other hand, being universal approximators

[Buc 93, Cas 95] fuzzy inference systems are able to perform nonlinear mappings between

inputs and outputs.

During the last years, models based on FL have grown in complexity as a consequence

of the modeling requirements in terms of accuracy and interpretability. The number of
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variables and the number of needed rules to create a fuzzy model have grown up until

making models di�cult to understand, and consequently, di�cult to apply. Currently,

researchers in the field work to establish the formalism that will make the designed fuzzy

models more human friendly [Cas 03a, Cas 03b, Alo 07, Alo 08, Alo 11a, Alo 11b].

Figure 1.1 shows the relation between the topics on which the thesis is based (in

yellow) and the topics produced during the development of the thesis (in green). We follow

Zadeh’s computing with words and perceptions paradigm [Zad 99] in order to extend the

Computational Theory of Perceptions [Zad 01]. The idea consists of extending FL to

create system models based on the way that humans make descriptions using NL. The

aim is to make use of complex structures of NL to make robust imprecise models of

complex systems. We have considered Fuzzy Finite State Machines (FFSMs) to deal with

the problem of modeling the evolution in time of each specific complex phenomenon and

we have developed the so-called Granular Linguistic Model of a Phenomenon (GLMP),

which is the model needed to create a granular description of it. The GLMP must manage

granular and imprecise information in a hierarchical fashion. Therefore, once the FFSM

is able to model the evolution of each phenomenon, the GLMP will be able to produce a

linguistic description about it and its evolution in time.

The theoretical foundations that established the first FFSMs were introduced by

Santos [San 68] and developed by Moderson [Mor 02] among others. Our model of

FFSM is inspired by the concepts of fuzzy state and fuzzy system developed by Zadeh

[Zad 96a, Zad 96b]. More specifically, it can be considered an implementation of the gen-

eral idea of input-output fuzzy models of dynamic systems proposed by Yager [Yag 94],

where the set of state equations is implemented using a set of fuzzy rules. However,

the detailed definition of each of the elements that form part of the FFSM model is a

complex task for experts. Therefore, we have proposed a methodology which consists of

a machine learning method to define the model parameters, this methodology is based

on the hybridization of FFSMs and Genetic Algorithms (GAs) leading to Genetic Fuzzy

Finite State Machines (GFFSMs). This Genetic Fuzzy System (GFS) [Cor 01, Her 08]

automatically learns the fuzzy rules and membership functions of the FFSM, while an

expert defines the possible states and allowed transitions between states. Our aim is that

the expert can combine her/his knowledge about the phenomenon in the form of states

similar to the state space approach in order to produce an accurate linguistic description

of the phenomenon under study. One of the main advantages of linguistic modeling is

to develop systems that incorporate the creative, abstract and adaptive attributes of a

human, while minimizing the undesirable aspects such as unpredictability, inconsistency,

subjectivity and temporal instability [Bro 94]. Inspired by Licklider [Lic 68], our aim is

to make use of a symbiotic relationship between the user and the computer, in such a way

that human motivation and creativity is strengthened by the computer’s greater memory

storage and higher computational performance.
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System Identification
[Zad 56, Zad 62]

State Space Models
[Oga 67, Lju 86]

Fuzzy State Space Models
[Zad 96a, Zad 96b]

Linguistic Variables
[Zad 75a, Zad 75b, Zad 75c]

Fuzzy Finite State
Machine (FFSM)

Genetic Fuzzy Systems
[Cor 01, Her 08]

Genetic Fuzzy Finite
State Machine (GFFSM)

Granular Lingustic Model
of a Phenomenon (GLMP)

Lingustic Modeling 
and Description of

 Complex Phenomena

Figure 1.1: Graphical representation that shows the relation between the topics on which
the thesis is based (in yellow) and the topics arising from the development of the thesis
(in green).



8



Chapter 2

Objectives

Failure comes only when we forget our ideals

and objectives and principles.

Jawaharlal Nehru (1889 - 1964)

Despite the existence of several computational models for modeling complex phenom-

ena, a linguistic approach for developing models of complex phenomena in a hierarchical

fashion is missing. Such kind of models are usually developed, and used, in a somehow

ad-hoc way without the possibility of allowing the expert to add her/his knowledge or to

interpret or to understand the proposed model.

To the best of our knowledge, the extensive literature on computational approaches

for modeling complex phenomena concentrates in accuracy disregarding interpretability

issues, and do not facilitate the expert to incorporate her/his knowledge. Therefore, we

have designed the following set of objectives in order to create linguistic models of complex

phenomena:

O1. Contribute to the System Identification field by developing Fuzzy State Space Mod-

els leading to the FFSM modeling paradigm.

O2. Develop a general methodology for the construction of the FFSM model based on

merging expert and induced knowledge by the use of GAs, leading to the GFFSM

model.

O3. Contribute to the Computational Theory of Perceptions by developing the concept

of GLMP.

O4. Propose a granular and hierarchical architecture within the GLMP that allows to

merge di↵erent sources of information or knowledge in combination with the expres-

siveness of the FFSM modeling paradigm.

O5. Generate linguistic reports of the complex phenomena under study based on the

proposed linguistic models.

9
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O6. Validate the proposed methodology with several real world applications.

In order to achieve our objectives, we have proposed a model of complex phenomena

evolving in time based on the basis of a linguistic, human-guided design, plus the later in-

corporation of machine learning mechanisms within the FFSM modeling paradigm. Then

we have introduced the FFSM paradigm in combination with the GLMP. Our hypothesis

here was that FL and approximate reasoning tools are suitable for modeling complex

phenomena and for incorporating expert knowledge in a grey-box modeling approach.



Chapter 3

Discussion of the results

If you want di↵erent results, do things di↵er-

ently.

Albert Einstein (1879 - 1955)

In this chapter, we show the results achieved during these last four years of research

that demonstrate the fulfillment of all the objectives established in Chapter 2.

Figure 3.1 summarizes the results achieved. It extends the information showed in

Figure 1.1, related to the topics on which the thesis was based with their main references

(in yellow) and the topics developed during the thesis (in green), by including the produced

publications. The publications highlighted in red are those ones presented in Chapter 6

which are the core of the thesis. Moreover, the ones remarked in blue are those additional

publications included in Chapter 9. We have also indicated the objectives of the thesis,

presented in Chapter 2, fulfilled by each publication.

In the following lines, we include six di↵erent sections whose headings are each one

of the objectives presented in Chapter 2. Each section explains the work carried out and

describes the publications produced during the development of the thesis related to each

objective.

O1. Contribute to the System Identification field by developing Fuzzy State

Space Models leading to the FFSM modeling paradigm

First, in order to contribute to the System Identification field by the development of the

FFSM modeling paradigm, and according to this objective, we established a theoretical

framework for the FFSM. In [Alv 09], we created the first formal definition of our FFSM

model and applied it to the human gait modeling problem, which consists of studying

the biomechanics of this human movement, and it is very di�cult to obtain an accurate

model due to the number of variables that take part in the process. We analyzed the

accelerations produced during this phenomenon, which are quasi-periodic signals, from a

linguistic and comprehensible approach.

11
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System Identification
[Zad 56, Zad 62]

State Space Models
[Oga 67, Lju 86]

Fuzzy State Space Models
[Zad 96a, Zad 96b]

Linguistic Variables
[Zad 75a, Zad 75b, Zad 75c]

Fuzzy Finite State
Machine (FFSM)

Genetic Fuzzy Systems
[Cor 01, Her 08]

Genetic Fuzzy Finite
State Machine (GFFSM)

Granular Lingustic Model
of a Phenomenon (GLMP)

Lingustic Modeling 
and Description of

 Complex Phenomena

[Alv 09]: O1, O6
[Alv 10a]: O1, O6
[Alv 10b]: O1, O6
[Tri 10]: O1, O6

[Alv 11a]: O2, O6
[Alv 12a]: O2, O6

[Alv 11b]: O3, O5, O6

[Alv 12b]: O4, O5, O6
[Alv 12c]: O4, O5, O6
[San 12]: O4, O5, O6

Figure 3.1: Graphical representation of the topics and publications produced during the
development of the thesis.

Once we were able to model this phenomena, in [Tri 10], we explored the possibilities of

distinguishing between the di↵erent phases of the gait in order to extract relevant features

that serve as a biometric measure for human gait pattern recognition. The model was

easily understood and provided good results, where a practical demonstration with an

equal error rate of 3% was included. A complete copy of this article can be found in

Chapter 9 as an additional selected publication.

Then, we proposed the application of our modeling paradigm to recognize between

di↵erent activities in a working environment based on the body posture and the posi-

tion of the user in the environment [Alv 10a]. This proposal materialized in a successful

application that was presented in [Alv 10b], which can be found in Chapter 9 as an ad-

ditional selected publication. In this article, we applied our framework for the linguistic

modeling of the human activity and demonstrated its capabilities for fusing information

from di↵erent sources of knowledge. Firstly, a WiFi localization system implemented as
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a Fuzzy Rule-based Classifier was used to obtain an approximate position at the level

of discrete zones. Secondly, a FFSM was used for human body posture recognition. Fi-

nally, another FFSM combined both WiFi localization and posture recognition to obtain

a robust, reliable, and easily understandable activity recognition system. We included a

practical application in an o�ce environment with real data that showed the goodness of

our proposal.

O2. Develop a general methodology for the construction of the FFSM model

based on merging expert and induced knowledge by the use of GAs, leading

to the GFFSM model

The common characteristic in all of the previous works was that all the FFSM models

were based on expert knowledge, i.e., the states, allowed transitions, membership functions

and fuzzy rules that represented the modeled phenomena were defined by the expert; thus

making the design of new models a di�cult and tedious task. Therefore, and according

to this second objective, we decided to incorporate machine learning mechanisms in the

FFSM modeling paradigm in order to merge expert and induced knowledge. This goal

was achieved by means of GAs, leading to the concept of GFFSM.

In [Alv 12a], which is the first publication presented in Chapter 6, was the first work

where we introduced machine learning capabilities to our FFSM modeling tool in order to

improve its accuracy keeping its interpretability due to the fact that the number of states

and allowed transitions were defined by the expert. In this case, we designed a GFFSM

for the human gait modeling problem.

The first part of the article motivated the use of linguistic modeling for complex phe-

nomena. Then, it presented all the theoretical details of our FFSM modeling paradigm,

highlighting their usefulness to model dynamical processes which change in time, becom-

ing an extension of classical finite state machines (FSMs), but with the main advantage

that their fuzziness allows them to handle imprecise and uncertain data, which are in-

herent to real-world phenomena. Then, it explained how the definition of details of the

FFSM model in each particular case is a complex task for experts and motivated the

development of a general methodology for the construction of the FFSM model based on

both expert and induced knowledge leading to the concept of GFFSM. This new GFS

automatically learned the fuzzy rules and membership functions of the FFSM, while an

expert defined the possible states and allowed transitions between states.

Our final goal was to obtain a specific model for each person’s gait in such a way that

it can generalize well with di↵erent gaits of the same person. The obtained model has

become an accurate and human friendly linguistic description of this phenomenon, with

the capability of identifying the relevant phases of the process, which were the states of

the FFSM.

This article included a complete experimentation to test the performance of our pro-
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posal when dealing with datasets of 20 di↵erent people. It comprised a detailed analysis of

results, which discussed our proposal in terms of accuracy, interpretability, computational

cost, and importance of the use of expert knowledge. Our proposal was also compared

against other state of the art technologies for modeling these types of complex phenomena,

namely neural networks and autoregressive linear models. Therefore, we have concluded

that the GFFSM model presented in this article constituted an innovative application of

fuzzy set theory since it was the first time that GAs were used to design a FFSM; and it

outperformed other standard computational intelligence techniques for modeling complex

phenomena, by allowing us to produce a linguistic description of the human gait while

identifying the relevant phases of the process with an accurate and human friendly model

which allowed the designer to introduce her/his own knowledge about the phenomenon.

Once we showed the accuracy improvement of our GFFSM model while keeping its in-

terpretability, in [Alv 11a], we explored the possibility of applying this model for modeling

the body posture in such a way that the final model was an accurate and human friendly

linguistic description of this phenomenon, with the capability of identifying the posture of

the user accurately. A complete experimentation was developed to test the performance

of this proposal in terms of accuracy and interpretability. This article was awarded with

the IEEE Computational Intelligence Society 2011 Outstanding Paper Award in the 5th

IEEE International Workshop on Genetic and Evolutionary Fuzzy Systems held in Paris

(France). A complete copy of this article can be found in Chapter 9 as an additional

selected publication.

O3. Contribute to the Computational Theory of Perceptions by developing

the concept of GLMP

Once we were able to model complex phenomena based on expert and induced knowl-

edge, we introduced the concept of GLMP. This model contributed to the Computational

Theory of Perceptions and allowed us to interpret the input data and manage granular

and imprecise information in a hierarchical fashion.

In a first approach developed in [Alv 11b], we designed a simple GLMP and explained

the elements that form part of it, namely the concept of computational perception (CP)

and the concept of perception mapping (PM). A CP is the computational model of a

unit of information acquired by the designer about the phenomenon to be modeled, it

corresponds to particular details of the phenomenon at di↵erent degrees of granularity

(from basic CPs that are the numerical input data to complex CPs that describes the

phenomenon evolution). The PM is the tool used to create and aggregate CPs.

In this article, we applied our GLMP for the linguistic description about an static

phenomenon, which consisted of the linguistic modeling and description about relevant

features of the Mars’ Surface. This article was motivated by the existence of tens of

Satellites in the orbit of Mars planet that provide us with thousands of images of its
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surface. Typically, these images are analyzed by experts that select the relevant features

and generate textual reports containing the result of their observations. However, the

number of images is increasing and this procedure is not e↵ective enough. Therefore,

we created a computational application able to generate simple linguistic descriptions of

circular structures on the Mars’ Surface, including several examples and analysis of the

obtained results. This article was awarded with the Best Special Session Student Paper

Award in the 11th International Conference on Intelligent Systems Design and Applica-

tions held in Córdoba (Spain). A complete copy of this article can be found in Chapter

9 as an additional selected publication.

O4. Propose a granular and hierarchical architecture within the GLMP that

allows to merge di↵erent sources of information or knowledge in combination

with the expressiveness of the FFSM modeling paradigm

Once we introduced the concept of GLMP and tested it in a real application, we

combined this granular and hierarchical architecture with the expressiveness of the FFSM

modeling paradigm.

First, in the second publication presented in Chapter 6 [Alv 12c], we designed a GLMP

to create a basic linguistic model of the human gait quality, we did this by using our FFSM

model as a PM within the GLMP. The FFSMmodel was in charge of identifying the phases

of each gait, while the GLMP created a hierarchical structure where NL concepts such

as symmetry and homogeneity of the gait were created based on basic CPs associated

to the gait phases. In summary, this paper presented important results in the field of

developing computational systems able to model and generate linguistic descriptions of

complex phenomena. It also showed how the new version of GLMP including a FFSM

is an expressive tool to represent the behavior of this type of phenomenon in a human

friendly way.

Once we checked that the combination of the GLMP and the FFSM worked in the

field of human gait modeling and gait quality assessment, we explored the possibility of

applying this same combination in a completely di↵erent field: the field of intelligent

transportation systems. In this field, one important challenge consists of maintaining

updated the electronic panels installed in roads with relevant information expressed in

NL. Moreover, it also includes the problem of generating linguistic reports to assist traf-

fic managers that must take their decisions based on large amounts of quickly evolving

information.

In the third publication presented in Chapter 6 [Alv 12b], we were not only able to

model a phenomenon as complex as the tra�c in a road, but we were also capable of facing

the challenge of modeling its evolution in time following the steps previously presented

in [San 12]. In this third publication, we introduced our developments to create a basic

GLMP of the tra�c evolution in roads based on the tra�c density and the speed of the
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vehicles. These data were obtained from video signals produced by cameras installed in

the scenario under study. We used this model to generate a human friendly linguistic

description of this phenomenon focused on describing the tra�c evolution, where the

FFSM model was a PM within the GLMP that modeled the level of service in a road.

Moreover, in order to model the evolution of the level of service, we focused on the

perception of change and explored possibilities to perform linguistic descriptions of how

the tra�c evolves in time. We researched on how to model the meaning of sentences

such as “the phenomenon is changing from state A to state B”. In order to model the

evolution of phenomena in time, we used our previous works on FFSMs and we extended

the use of the FFSM’s output function to be used with this aim. Our perception of

temporal evolution of phenomena was modeled by means of three di↵erent types of CPs,

namely, the perception of the current state (assertive CP), the perception of the trend

to evolve (derivative CP) and the summary of accumulated perceptions (integrative CP).

The assertive CP was associated with a linguistic expression of the current state of the

phenomenon, e.g., “the tra�c density is high”. The derivative CP corresponded to trend

analysis information and gives insight into how the phenomenon is evolving in time, e.g.,

“the tra�c density is decreasing”. Finally, the integrative CP represented the accumulated

perception of the phenomenon over a period of time, e.g., “the tra�c density during the

last two hours has been low”.

Therefore, this paper contributed to the field of developing computational systems

able to model and generate linguistic descriptions of complex phenomena by introducing

the perception of change. We showed how the FFSM used as a PM inside the GLMP was

not only an expressive tool to represent the level of service in a road in a human friendly

way but it was also capable of modeling its evolution in time. Moreover, the introduction

of the three di↵erent types of CPs allowed us to di↵erentiate between the current state of

the phenomenon, its trend, and its evolution over a certain period of time.

O5. Generate linguistic reports of the complex phenomena under study based

on the proposed linguistic models

Thanks to the expressiveness of our GLMP model, we could produce linguistic re-

ports in NL about complex phenomena under study thus fulfilling this objective. As

explained above, first, we were able to create linguistic descriptions of circular structures

on the Mars’ Surface [Alv 11b]. Then, we created a basic linguistic model of the hu-

man gait, and we used this model to generate a human friendly linguistic description

of this phenomenon focused on the assessment of the gait quality [Alv 12c]. Finally, we

were able to model and create linguistic summaries about the tra�c evolution in roads

[Alv 12b, San 12].
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O6. Validate the proposed methodology with several real world applications

This objective was fulfilled in the majority of the works and publications developed

during this Ph.D. Thesis due to the practical nature of the problems addressed. Moreover,

the generality of our proposal was demonstrated by showing how it works in several

completely di↵erent fields such as intelligent transportation systems, human gait modeling

or activity recognition, among others.

Specifically, the three publications presented in Chapter 6 have a strong practical

component since all the data that took part in the experimentation were collected using

accelerometer sensors (in the case of the human gait) or video cameras (in the case of the

tra�c) in a real world scenario.

The work related to the first article presented in Chapter 6 [Alv 12a] included a big

experimental phase where we collected accelerometer data from twenty di↵erent people,

where ten di↵erent datasets of ten complete gait cycles were collected for each person

resulting in a total of 200 di↵erent datasets.

The second article presented in Chapter 6 [Alv 12c], includes a real world practical

application where we analyzed the gait quality of healthy individuals and people with

lesions in their limbs (knee and ankle) before and after their lesions.

Finally, in the experimental part of the third article presented in Chapter 6 [Alv 12b]

we used digital image processing techniques to obtain real data from the video cameras

installed in the road. Moreover, in order to analyze all the possible situations in a road, we

developed a simulator based on the Monte Carlo method, where simulated data followed a

normal distribution that was defined by the mean and the standard deviation parameters.

These parameters were modified depending on the period of the day in such a way that

we were able to generate data that recreates the tra�c behavior in all of the possible

di↵erent situation types. The results showed how our proposal was able to model and

describe linguistically the tra�c evolution in a real road and with the simulated data.
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Chapter 4

Conclusions and future works

You can know the name of a bird in all the

languages of the world, but when you’re fin-

ished, you’ll know absolutely nothing what-

ever about the bird. So, let’s look carefully at

the bird and let’s learn something about it.

Richard Feynman (1918 - 1988)

During the development of this Ph.D. Thesis we have faced the challenge of proposing

a framework for linguistic modeling of complex phenomena. We have explored to what

extent the existing models are just black-box models and how this choice a↵ects the in-

terpretability and usability of the model. Therefore, we have reviewed the current models

and existing technologies for modeling complex phenomena. Then, we have motivated

the use of linguistic modeling by showing its advantages based on FL and approximate

reasoning tools, which are suitable approaches for modeling complex phenomena and for

incorporating expert knowledge in a grey-box modeling approach.

We have fulfilled all the objectives established in Chapter 2. First, we have contributed

to the System Identification field by developing Fuzzy State Space Models leading to the

FFSM modeling paradigm, highlighting their applicability to model dynamical processes

which change in time. We have also developed a general methodology for the design of

the FFSM model based on merging expert and induced knowledge by the use of GAs,

leading to the GFFSM model. We have also contributed to the Computational Theory

of Perceptions by developing the concept of GLMP in order to merge di↵erent sources

of information or knowledge in combination with the expressiveness of the FFSM mod-

eling paradigm. Then, we have used the expressiveness of the GLMP model to generate

linguistic reports of the complex phenomenon under study. Finally, we have validated

the proposed methodology with several real world applications. We have been able to

model the human gait using our linguistic modeling approach by merging expert and

induced knowledge. Then, we have developed a system capable of modeling the human

gait quality and producing linguistic descriptions about it. We have also showed how
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our proposal works in the field of intelligent transportation systems, where we presented

successful results in the field of developing computational systems able to model and gen-

erate linguistic descriptions of complex phenomena evolving in time by introducing the

perception of change.

In the current stage of development, we have been able to model and generate lin-

guistic descriptions that correspond to the context of a laboratory experimental setup.

In future projects, we will deep into the specific application field in order to improve

the meaning and, therefore, the usability of these texts. We will apply these results to

generate expressions close to NL in the context of each specific application, e.g., to assess

the risk of falling in elderly people, to monitor the recovery process in physiotherapy,

and to set up a complete system for monitoring and control the tra�c in a real world

scenario. From the theoretical point of view, we will continue exploring how to model

the meaning of di↵erent linguistic expressions that will allow us to model and describe

complex phenomena from di↵erent perspectives that do not only include the validity of

the NL expression, e.g., the truthfulness, relevance or importance of the current state of

the phenomenon under study.

The promising results obtained during the development of this thesis have pushed

us to the development of an exciting entrepreneurial project: the creation of a spin-

o↵ promoted also from the European Centre for Soft Computing. The business idea of

this spin-o↵ consists of o↵ering the possibility of creating linguistic descriptions of data

and complex phenomena using the techniques and models developed during this thesis

in order to facilitate their interpretation by individuals as well as the development of

commercial applications that can interact and communicate with users in NL. Currently,

we are working on the first prototype which consists of an Android application installed in

a smartphone and a server that implement a personal trainer that summarizes the user’s

daily activity. This application will measure the accelerometer data of the user provided

by the sensors embedded in the smartphone, then, it will communicate with the server and

produce a summary in NL on the progression and performance of daily physical activity

of this user.



Chapter 5

Conclusiones y trabajo futuro

Tú puedes saber el nombre de un pájaro en

todos los idiomas del mundo, pero cuando

hayas terminado, no sabrás absolutamente

nada sobre el pájaro. Por tanto, miremos

atentamente a ese pájaro y aprendamos algo

de él.

Richard Feynman (1918 - 1988)

Durante el desarrollo de esta Tesis Doctoral nos hemos enfrentado al desaf́ıo de pro-

poner un marco para el modelado lingǘıstico de fenómenos complejos, hemos explorado

hasta qué punto los modelos existentes son sólo modelos de caja negra y cómo esta elección

afecta a la interpretabilidad y usabilidad del modelo. Por lo tanto, hemos revisado los

modelos actuales y las tecnoloǵıas existentes para el modelado de fenómenos complejos.

A continuación, hemos motivado el uso de los modelos lingǘısticos, mostrando sus ven-

tajas basadas en la Lógica Borrosa y el razonamiento aproximado, que son herramientas

adecuadas para la modelización de fenómenos complejos mediante la incorporación de

conocimiento experto en un enfoque de de caja gris.

Hemos cumplido todos los objetivos establecidos en el Caṕıtulo 2. En primer lugar,

hemos contribuido en el campo de la Identificación de Sistemas mediante el desarrollo de

Modelos Borrosos en el Espacio de Estados que nos llevan al paradigma de modelado de las

Máquinas de Estados Finitos Borrosos, destacando su utilidad para modelar los procesos

dinámicos que evolucionan en el tiempo. También hemos desarrollado una metodoloǵıa

general para la construcción de las Máquinas de Estados Finitos Borrosos basado en la

fusión de concimiento experto e inducido mediante el uso de los Algoritmos Genéticos, que

conduce al modelo de Máquina Genética de Estados Finitos Borrosos. También hemos

contribuido a la Teoŕıa Computacional de Percepciones mediante el desarrollo del concepto

de Modelo Lingǘıstico Granular de un Fenómeno con el fin de combinar diferentes fuentes

de información o conocimiento, en combinación con la expresividad del paradigma de

modelado de las Máquinas de Estados Finitos Borrosos. A continuación, hemos utilizado
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la expresividad del Modelo Lingǘıstico Granular de un Fenómeno para generar informes

lingǘısticos acerca del fenómeno complejo que se estudia. Finalmente, se ha validado

la metodoloǵıa propuesta con varias aplicaciones del mundo real. Hemos sido capaces

de modelar la marcha humana con nuestro enfoque de modelado lingǘıstico mediante

conocimiento experto y conocimiento inducido. A continuación, hemos desarrollado un

sistema capaz de modelar la calidad de la marcha y producir descripciones lingǘısticas

sobre la misma. También hemos mostrado cómo nuestra propuesta se puede aplicar

en el campo de los Sistemas Inteligentes de Transporte, donde se presentan resultados

importantes en el campo de desarrollo de sistemas computacionales capaces de modelar

y generar descripciones lingǘısticas de los fenómenos complejos que evolucionan en el

tiempo mediante la introducción de la percepción asociada al cambio de un fenómeno.

En la etapa actual de desarrollo, hemos sido capaces de modelar y generar descrip-

ciones lingǘısticas que corresponden a un contexto de laboratorio. En futuros proyectos,

profundizaremos en cada campo espećıfico de aplicación con el fin de mejorar el signifi-

cado y, por lo tanto, la utilidad de estos textos. Vamos a aplicar estos resultados para

generar expresiones en lenguaje natural en el contexto espećıfico de cada aplicación, por

ejemplo, para evaluar el riesgo de cáıdas en personas de edad avanzada, para supervisar

el proceso de recuperación en fisioterapia, y la creación de un sistema completo para el

seguimiento y control del tráfico en un escenario real. Desde el punto de vista teórico,

vamos a seguir estudiando la forma de modelar el significado de diferentes expresiones

lingǘısticas que nos permitirán modelar y describir fenómenos complejos desde diferentes

perspectivas que no sólo incluyen el grado de validez de la expresión en lenguaje natural,

sino también otros como la veracidad, la relevancia o la importancia del estado actual del

fenómeno bajo estudio.

Los prometedores resultados obtenidos durante la elaboración de esta tesis nos han

llevado a desarrollar un proyecto empresarial ilusionante: la creación de una spin-o↵ pro-

movida también por el European Centre for Soft Computing. La idea de negocio de esta

spin-o↵ consiste en ofrecer la posibilidad de crear descripciones lingǘısticas de los datos y

fenómenos complejos utilizando las técnicas y modelos desarrollados en esta tesis con el

fin de facilitar su interpretación por parte de las personas, aśı como el desarrollo de apli-

caciones comerciales que puedan interactuar y comunicarse con los usuarios en lenguaje

natural. En la actualidad, estamos trabajando en el primer prototipo, que consiste en una

aplicación para Android instalada en un smartphone y un servidor que implementan un

entrenador personal que resumen la actividad diaria del ususario. Esta aplicación medirá

los datos de las aceleraciones del usuario proporcionadas por los sensores integrados en

el smartphone, a continuación, se comunicará con el servidor y producirá un resumen

en lenguaje natural con la progresión y el rendimiento de la actividad f́ısica diaria del

usuario.
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Chapter 6

Presented publications

Better to write for yourself and have no pub-

lic, than to write for the public and have no

self.

Cyril Connolly (1903 - 1974)

This chapter contains a complete copy of the presented publications. It is divided into

three di↵erent Sections corresponding to each article together with their bibliographic

reference.
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Human Gait Modeling Using a Genetic Fuzzy
Finite State Machine

Alberto Alvarez-Alvarez, Student Member, IEEE, Gracian Trivino, Member, IEEE,
and Oscar Cordón, Senior Member, IEEE

Abstract—Human gait modeling consists of studying the biome-
chanics of this human movement. Its importance lies in the fact that
its analysis can help in the diagnosis of walking and movement dis-
orders or rehabilitation programs, among other medical situations.
Fuzzy finite state machines can be used to model the temporal evo-
lution of this type of phenomenon. Nevertheless, the definition of
details of the model in each particular case is a complex task for
experts. In this paper, we present an automatic method to learn the
model parameters that are based on the hybridization of fuzzy fi-
nite state machines and genetic algorithms leading to genetic fuzzy
finite state machines. This new genetic fuzzy system automatically
learns the fuzzy rules and membership functions of the fuzzy fi-
nite state machine, while an expert defines the possible states and
allowed transitions. Our final goal is to obtain a specific model for
each person’s gait in such a way that it can generalize well with
different gaits of the same person. The obtained model must be-
come an accurate and human friendly linguistic description of this
phenomenon, with the capability to identify the relevant phases of
the process. A complete experimentation is developed to test the
performance of the new proposal when dealing with datasets of 20
different people, comprising a detailed analysis of results, which
shows the advantages of our proposal in comparison with some
other classical and computational intelligence techniques.

Index Terms—Fuzzy finite state machines, fuzzy systems, genetic
algorithms (GAs), genetic fuzzy systems, human gait modeling.

I. INTRODUCTION

HUMAN gait modeling consists of studying the biome-
chanics of this human movement and can help in the

detection of gait disorders, identification of balance factors, and
assessment of clinical gait interventions and rehabilitation pro-
grams [1]. Typically, in human gait modeling there are a large
number of variables such as height, limb length, walking speed,
acceleration along axes, foot forces, etc., which are obtained by
means of different measurement techniques, thus making the
obtaining of an accurate model a very complex task.
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Traditionally in system identification, engineers use differ-
ential equations to model the behavior of real-world systems
(white-box models) [2]–[5]. However, when the system grows
in complexity, the number of variables and equations becomes
intractable. In the last 40 years, fuzzy logic (FL)-based mod-
els [6]–[9] have become a good alternative to deal with those
systems, where to obtain the appropriate differential equations
is difficult or impossible.

FL is widely recognized for its ability for linguistic concept
modeling and its use in system identification. On the one hand,
semantic expressiveness, using linguistic variables [10]–[12]
and rules [13], is quite close to natural language (NL), which
reduces the effort of expert knowledge extraction. On the other
hand, being universal approximators [14] fuzzy inference sys-
tems are able to perform nonlinear mappings between inputs
and outputs. Thanks to these advantages, FL has been success-
fully applied in classification [15], [16], regression [17], [18],
control [7], [19], [20], and system modeling [8], [9] achieving
a good interpretability accuracy tradeoff.

Fuzzy finite state machines (FFSMs) are specially useful tools
to model dynamical processes which change in time, becoming
an extension of classical finite state machines (FSMs) [21], [22].
The main advantage of FFSMs is that their fuzziness allows
them to handle imprecise and uncertain data, which are inher-
ent to real-world phenomena, in the form of fuzzy states and
transitions. The theoretical basics of FFSMs were established
in [23] and later developed in [24]–[26]. In previous studies,
we have learned that FFSMs are suitable tools to model sig-
nals that follow an approximately repetitive pattern. In [27], we
explored the possibilities to use an FFSM to create the linguis-
tic description of the temporal evolution of a signal by using
a skin conductivity meter and accelerometers to model the ac-
tivity of a person. Once we had checked the ability of FFSMs
to deal with temporal data, we analyzed the chance to consider
FFSMs for pattern recognition tasks such as human gait recog-
nition [28], [29] and gesture recognition [30]. Finally, in [31],
we used an FFSM to fuse information related to body posture
and WiFi positioning [32], which consists of recording and pro-
cessing signal strength information of WiFi networks to obtain
the estimated position in indoor environments.

As any fuzzy system, FFSMs require the definition of a
knowledge base (KB). It is well known that this is a complex
task for experts as it was the case in the previous applications
of FFSMs. In addition, the dynamic nature of FFSMs increases
the complexity of the process. For this reason, in this contri-
bution we consider the design of an automatic learning method
for the fuzzy KB of FFSMs. In particular, we will take the use
of genetic algorithms (GAs) [33] as a base, which have proven

1063-6706/$31.00 © 2012 IEEE
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largely their effectiveness and efficiency for this task during the
last two decades in the so-called genetic fuzzy systems (GFSs)
area [34]–[38].

In our approach, the fuzzy states and transitions will still
be defined by the expert in order to keep the knowledge that
she/he has over the whole system, while the fuzzy rules and
membership functions (MFs) that regulate the state changes will
be derived automatically by the GFS, making a robust, accurate,
and human friendly model, which is called genetic FFSM from
now on. In addition, the use of this expert knowledge and the
prefixed structure of the FFSM allows us to learn only the MFs
and part of the rules to build its fuzzy KB, dealing with a reduced
search space.

In the presented application, we show how the expert can
combine her/his knowledge about human gait dynamics with the
numerical data of the acceleration signals in order to produce an
accurate linguistic description of the phenomenon. According
to Licklider [39], our aim is to create a symbiotic relationship
between the user and the computer in such a way that human
motivation and creativity are strengthened by the computer’s
greater memory storage and higher computational performance.

In the experimental phase, we have worked with gaits of 20
different people. Regarding to the human gait modeling prob-
lem, the goal is to obtain a specific model (FFSM) for each
person in such a way that this FFSM can generalize well with
different gaits of the same person. Each FFSM will be composed
of a small set of linguistic fuzzy IF-THEN rules in the transition
function producing a linguistic description of the gait of this
person while identifying the relevant states of the model. The
design of the FFSM will be tackled in an automatic fashion by
the proposed GFS. The performance of the obtained FFSMs
will then be benchmarked against other system identification
approaches.

To our mind, this research constitutes an innovative applica-
tion of fuzzy set theory since, to the best of our knowledge, i)
it is the first time that GAs are used to design an FFSM, and
thus, it is also the first time that human gait modeling is tackled
by means of an intelligent system of this kind, and ii) it outper-
forms other standard and nonfuzzy computational intelligence
techniques, allowing us to produce a linguistic description of the
human gait while identifying the relevant phases of the process
with an accurate and human friendly model.

The remainder of this paper is organized as follows. Section II
presents the human gait modeling problem. Section III de-
scribes how to use FFSMs to model the temporal evolution
of a phenomenon. Section IV explains how to build FFSMs to
model the human gait. The automatic method to learn the fuzzy
KB of these FFSMs based on GAs is presented in Section V.
Section VI describes the experimentation carried out, compar-
ing the obtained results with other system identification tools.
Finally, Section VII draws some conclusions and introduces
some future research works.

II. HUMAN GAIT MODELING

Human gait modeling consists of studying the biomechanics
of this human movement aimed to quantify factors that govern

Fig. 1. One gait cycle illustrating various phases and events and the dorsoven-
tral ax and mediolateral ay accelerations.

the functionality of the lower extremities. Gait is a complex
integrated task that requires precise coordination of the neural
and musculoskeletal system to ensure correct skeletal dynam-
ics [40]. Therefore, its analysis can help in the diagnosis and
treatment of walking and movement disorders, identification of
balance factors, and assessment of clinical gait interventions
and rehabilitation programs [1], [41].

The gait cycle is a periodical phenomenon which is defined
as the interval between two successive events (usually heel con-
tact) of the same foot [42]. It is characterized by a stance phase
(60% of the total gait cycle), where at least one foot is in contact
with the ground, and a swing phase (40% of the total gait cycle),
during which one limb swings through the next heel contact (see
Fig. 1). These phases can be quite different between individuals
but when normalized to a percentage of the gait cycle they main-
tain close similarity, indicating the absence of disorders [43].

Typically, in human gait modeling there are a large number of
variables that are obtained by means of different measurement
techniques. Most gait parameters can be categorized as anthro-
pometric data which include height, weight, or limb length;
spatiotemporal data that comprise variables such as walking
speed, step length, or phases times; kinematic data of measure-
ments of joint angles, displacement, or acceleration along axes;
kinetic data variables that include foot force and torques; or
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electromyographic data which measure the muscle activation
levels.

Our approach consists of identifying the relevant phases of
the gait based on the accelerations that are produced during the
process, i.e., we will develop human gait modeling by means of
kinematic data. We have measured the accelerations using an ac-
celerometer which is placed in the waist and centered in the back
of the person that provides us with the dorsoventral acceleration
ax , the mediolateral acceleration ay , and the anteroposterior ac-
celeration az at each instant of time. In this contribution, we
only use ax and ay because az has to do with the walking speed,
and this speed can vary for the same person.

Fig. 1 shows three different synchronized pictures. The first
one (at the top) illustrates the dorsoventral acceleration ax and
the mediolateral acceleration ay that are obtained from the three-
axial accelerometer. The middle picture plots a sketch of a per-
son who represent the different phases of the gait with the right
limb boldfaced. Finally, the picture at the bottom represents the
time period from one event (usually initial contact) of one foot
to the subsequent occurrence of initial contact of the same foot.

III. FUZZY FINITE STATE MACHINES

In system identification, designers can choose among several
paradigms to represent system models. One of the more expres-
sive model structures is the state space representation [2]. In this
approach, the designer must find out the necessary and sufficient
subset of state variables (x1 , x2 , . . . xn ) to represent the entire
state X[t] of the system at the time instant t.

The designer uses her/his creativity and personal experience
to choose the adequate set of state variables regarding the system
goals. This set of variables emphasizes the relevant aspects of
the system and hides the irrelevant ones.

When the system evolves in time, the current state X[t] fol-
lows a trajectory in the state space. The general form of the
model of a time-invariant discrete system in the state space is
formulated by the following set of equations [2]:

(
X[t + 1] = f(X[t], U [t])

Y [t] = g(X[t], U [t])
(1)

where
1) U is the input vector of the system: (u1 , u2 , . . . , unu

),
with nu being the number of input variables;

2) X is the state vector (x1 , x2 , . . . , xn ), with n being the
number of states, and X0 is the initial state of the system,
i.e., X0 = X[t = 0];

3) Y is the output vector: (y1 , y2 , . . . , yny
), with ny being

the number of output variables;
4) f is the function that calculates the state vector at time

step t + 1;
5) g is the function that calculates the output vector at time

step t.
Unfortunately, for many systems in our environment, we are

unable, or it is very costly, to obtain the differential equa-
tions corresponding to the functions f and g. This situation
is described by Zadeh’s Principle of Incompatibility: “As the
complexity of a system increases, our ability to make pre-

cise and yet significant statements about its behavior dimin-
ishes until a threshold is reached beyond which precision and
significance (or relevance) become almost mutually exclusive
characteristics” [6].

This is to say that, when systems to be modeled grow in
complexity, we have no other option but to work with imprecise
models. There have been several attempts to deal with this type
of problems by means of linguistic fuzzy models, which are
models where at least one variable is fuzzy [44].

During the last few years, FL-based models have grown in
complexity as a consequence of the modeling requirements in
terms of accuracy and interpretability. The number of variables
and the number of needed rules to create a fuzzy model have
grown up until making models difficult to understand and, con-
sequently, difficult to apply. Currently, researchers in the field
work to establish the formalism that will make the designed
fuzzy models more human friendly [45]–[49].

In this paper, we follow Zadeh’s computing with words and
perceptions paradigm [50]. The idea consists of extending FL
to create system models based on the way that humans make
descriptions using NL. The aim is the use of complex structures
of NL to make robust imprecise models of complex systems.

As said, we will consider an FFSM to deal with the human gait
modeling problem. The initial concept of FFSM was introduced
by Santos [23] and developed by different authors (see, e.g.,
[24]). This family of FFSMs was characterized by having fuzzy
states but crisp inputs. Later, this initial model was extended
to have fuzzy inputs [25], [26]. Although the basic concept
of FFSM that is used in this paper is much related to the latter
one, the initial conception is quite different. The model of FFSM
presented is inspired by the concepts of the fuzzy state and fuzzy
system developed by Zadeh [51], [52]. More specifically, it can
be considered an implementation of the general idea of input–
output fuzzy models of dynamic systems proposed by Yager [53],
where the set (1) is implemented using sets of fuzzy rules. In
addition, we focus our contribution on the practical challenge
to develop a mechanism to learn automatically the set of rules
and MFs of the FFSM.

In this section, we introduce the main concepts and elements
of our paradigm for system modeling allowing experts to build
comprehensible linguistic fuzzy models in an easier way. In our
framework, an FFSM is a tuple {Q, U, f, Y, g}, where

1) Q is the set of states of the system;
2) U is the set of input vectors of the system;
3) f is the transition function that calculates the set of states

of the system;
4) Y is the set of output vectors of the system;
5) g is the output function that calculates the set of output

vectors of the system.
Each of these components is described in detail in the follow-

ing sections. See [28], [29], and [31] to find several previous
applications of this FFSM model.

A. Fuzzy States (Q)

Q is the set of states of the system, which is defined as
a linguistic variable [10]–[12] that takes its values in the set
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of linguistic labels {q1 , q2 , . . . , qn}, with n being the number
of fuzzy states. Every fuzzy state represents the pattern of a
repetitive situation. The concept of fuzzy state was introduced by
Zadeh in [6]. Numerically, the state of the FFSM is represented
by a state activation vector:

S[t] = (s1 [t], s2 [t], . . . , sn [t]), where si [t] 2 [0, 1].
S0 is defined as the initial value of the state activation vec-

tor, i.e., S0 = S[t = 0]. The FFSM implementation verifiesPn
i=1 si [t] = 1 in such a way that we maintain compatibility

with classical FSMs where only one state can be activated with
degree 1 at each time instant. Hence, in order to maintain the
latter characteristic in our FFSM model, the activation degree
of the states must sum up to 1 for any system input. This re-
striction has been applied in previous fuzzy extensions of crisp
phenomena such as fuzzy clustering [54], [55], where the sum
of the membership value of a pattern to different clusters must
also equal to 1. This decision of design is easily implemented
using (2) as is shown in Section III-C1.

B. Input Vectors (U )

U is the set of input vectors: (u1 , u2 , . . . , unu
), with nu being

the number of input variables. U is a set of linguistic variables
that are obtained after fuzzification of numerical data. Typically,
ui can be directly obtained from sensor data or by applying some
calculations to the raw measures, e.g., the derivative or integral
of the signal, or the combination of several signals.

The expert summarizes the domain of numerical values rep-
resenting them by a set of linguistic labels which define all the
possible values that ui can take.

Aui
= {A1

ui
, A2

ui
, . . . , Ani

ui
}, with ni being the number of

linguistic labels of the linguistic variable ui .

C. Transition Function (f )

f is the state transition function that calculates, at each time
instant, the next value of the state activation vector: S[t + 1] =
f(U [t], S[t]).

This function is implemented by means of a fuzzy KB. Once
the expert has identified the relevant states in the model, she/he
must define the fuzzy rules that govern the temporal evolution
of the system among these states.

We can distinguish between rules Rii to remain in a state qi ,
and rules Rij to change from state qi to state qj . Fuzzy rules will
only be associated with allowed transitions, i.e., if a transition
is forbidden in the FFSM, it will have no fuzzy rules associated.

A generic expression of a rule Rij is formulated as follows.
Rij : IF (S[t] is qi) AND Cij THEN S[t + 1] is qj

where we have the following.
1) The first term in the antecedent (S[t] is qi) involves the

computation of the degree of activation of the state qi

in the time instant t, i.e., si [t]. With this mechanism, we
only allow the FFSM to change from the state qi to the
state qj (or to remain in the state qi , when i = j) if it was
previously in that state.

2) The second term in the antecedent Cij describes the con-
straints imposed on the input variables that are required
to change from the state qi to the state qj (or to remain in

state qi , when i = j). For example, Cij = (u1 [t] is A3
u1

)
AND (u2 [t] is A4

u2
OR A5

u2
)1.

3) Finally, the consequent of the rule is the next value of the
state activation vector S[t + 1]. It consists of a vector with
a zero value in all of its components but in sj [t], where it
takes value 1.

1) Fuzzy Reasoning Mechanism: The next value of the state
activation vector is calculated as a weighted average of the indi-
vidual rules. The weight of a rule k is calculated from its firing
degree !k . To calculate the value of !k , we use the minimum
t-norm (�min(a, b) = min{a, b}) for the AND operator and
the bounded sum of the Łukasiewicz t-conorm (�Luk(a, b) =
min{a + b, 1}) for the OR operator [60], e.g., the constraint Ck

= (u1 is A3
u1

) AND (u2 is A4
u2

OR A5
u2

) will produce a firing
degree !k = min

�
A3

u1
(u1), min{1, A4

u2
(u2) + A5

u2
(u2)}

�
.

As we have explained earlier, a certain output of a rule k
predicting state qi will be of the form (0, . . . , si [t] = 1, . . . , 0)k .
To calculate the total output of the rules and therefore, the state
activation vector (S[t + 1]), a weighted average of the individual
outputs of each rule is computed as defined in

S[t + 1] =

8
>>>><

>>>>:

P#Rules
k=1 !k · (s1 , . . . , sn )kP#Rules

k=1 !k

if
P#Rules

k=1 !k �= 0

S[t] if
P#Rules

k=1 !k = 0.
(2)

This expression is a typical defuzzification mechanism that is
applied to a set of Mamdani-type fuzzy rules where the linguistic
labels of the consequent are singletons (see, e.g., [53]). With this
fuzzy reasoning mechanism, the state activation vector always
verifies the two constraints that are demanded in Section III-A:
si [t] 2 [0, 1] and

Pn
i=1 si [t] = 1. Moreover, it keeps the system

in its previous state if no rule is fired.
Notice that the similarity between the FFSM’s fuzzy rule

structure and a fuzzy classification rule can easily be recognized.
Among the three existing fuzzy classification rule structures,
which mainly differ on the composition of the consequent, the
simplest one is based on the use of a single class (the other
two variants either include the class and a certainty degree or a
certainty degree for each possible class) [16], [61]. Besides, a
significant relation can be identified between the fuzzy reasoning
mechanism used by the FFSM and that usually applied in fuzzy-
rule based classification systems based on the latter kind of
rules [61]. In fact, the computation of the next state for the
FFSM can be considered as a classification problem, where the
set of possible fuzzy states are taken as the classes, and the
fuzzy system provides a membership degree to each of them
by means of a single selection or an aggregation of the firing
degree of the fuzzy rules matching the class and the input pattern.
Nevertheless, the main difference between both fuzzy reasoning
mechanisms is that, while the membership degree to all the
possible fuzzy states must sum up to 1 in any case in an FFSM,

1Notice that this fuzzy rule structure corresponds to a disjunctive normal form
(DNF), which has been largely used in fuzzy modeling and fuzzy classification
[56]–[59].
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there is no such restriction for the existing class labels in a fuzzy
rule-based classification system.

D. Output Vectors (Y )

Y is the set of output vectors: (y1 , y2 , . . . , yny
), with ny

being the number of output variables. Y is a summary of the
characteristics of the system evolution that are relevant for the
application, i.e., each yi can be obtained as the average of certain
parameters of the system, while the model remained in the state
qi .

E. Output Function (g)

g is the output function: Y [t] = g(U [t], S[t]). It calcu-
lates, at each time instant, the value of the output vector
Y (t). The most simple implementation of g is Y [t] = S[t] =
(s1 [t], s2 [t], . . . , sn [t]). In this contribution, the output is the
current fuzzy state of the system that is represented by the state
activation vector. An application example of a complex output
function can be found in [29].

IV. FUZZY FINITE STATE MACHINE FOR HUMAN

GAIT MODELING

This section presents the design of the main elements that are
needed to build an FFSM to model the human gait.

A. Fuzzy States

As stated in Section III-A, every state represents the pattern
of a repetitive situation. According to the diagram at the bottom
of Fig. 1 and using our own knowledge about the process, we
can define four different fuzzy states which explain when double
limb support, right limb single support, or left limb single sup-
port are produced. Therefore, we can easily define the possible
set of fuzzy states as follows.

1) q1 ! the right foot is in stance phase, and the left foot is
in stance phase (double limb support).

2) q2 ! the right foot is in stance phase, and the left foot is
in swing phase (right limb single support).

3) q3 ! the right foot is in stance phase, and the left foot is
in stance phase (double limb support but different of q1

because the feet position).
4) q4 ! the right foot is in swing phase, and the left foot is

in stance phase (left limb single support).

B. Input Variables

As we have explained in Section II, we only use two of
the three available accelerations: ax and ay . Therefore, the set
of input variables is U = {ax, ay}. We will build two differ-
ent FFSMs, where each input variable will have three (FFSM
3) or five (FFSM 5) associated linguistic labels because, as
we will show in the experimental results, they are enough to
achieve a good accuracy keeping a high interpretability. The
linguistic labels for each linguistic variable in FFSM 3 are
{Sax

, Max
, Bax

} and {Say
, May

, Bay
}, where S, M , and B

are linguistic terms that represent small, medium, and big, re-
spectively. While the linguistic labels for each linguistic vari-

Fig. 2. State diagram of the FFSM for the human gait cycle.

able in the FFSM 5 are {V Sax
, Sax

, Max
, Bax

, V Bax
} and

{V Say
, Say

, May
, Bay

, V Bay
}, where the additional terms V S

and V B are linguistic terms that represent very small, and very
big, respectively.

C. Transition Function

As shown in Section III-C, the only thing required to deter-
mine the structure of the fuzzy rule base (RB) is the definition of
which transitions are allowed and which are not. This is easily
represented by means of a state diagram. Fig. 2 shows the pro-
posed state diagram of the FFSM for the human gait cycle. This
state diagram is very simple because the accelerations that are
produced during the human gait are quasi-periodic, i.e., they are
repeated with approximately similar values and periods. More-
over, all the states are correlative, i.e., they always follow the
same activation order. Therefore, it is rather easy to define the
allowed transitions and the forbidden ones.

From the state diagram that is represented in Fig. 2, it can be
recognized that there are eight fuzzy rules in total in the system:
four rules to remain in each state and other four to change
between states. Therefore, the RB will have the following
structure.

D. Output Vector and Output Function

In this contribution, we simply consider Y [t] = S[t], i.e., the
output of the FFSM is the degree of activation of each state.

V. GENETIC FUZZY SYSTEM

Fuzzy systems have showed their ability to deal with a large
number of applications. In most of cases, the key for the success
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was the ability of fuzzy systems to incorporate human expert
knowledge [47], [62], [63]. However, the lack of learning ca-
pabilities has generated a strong interest for the study of fuzzy
systems with added learning capabilities. One of the most pop-
ular approaches is the hybridization between FL and artificial
neural networks [64] leading to the well-known area of neuro-
fuzzy systems [65], [66]. Another very extended hybrid com-
putational intelligence system is based on the use of GAs (and,
in general, evolutionary algorithms) to learn the components
of a fuzzy system leading to the field of GFSs [34]–[38]. This
section introduces a new fusion framework of FFSMs, a fuzzy
system type, and GAs, which will be called genetic fuzzy finite
state machines (GFFSMs) from now on. Basically, a GFFSM is
an FFSM augmented by a learning process that is based on a
GA. In particular, this section is devoted to present the GFS that
is developed to learn the KB of the FFSM designed for human
gait modeling.

When using a GA to learn a rule-based system, we can cover
different levels of complexity according to the structural changes
that are produced in the learning system by the search algo-
rithm [67], i.e., we can do parameter optimization which is the
simplest case or we can learn the complete rule set of a fuzzy
rule-based system (FRBS). The KB is usually the object of
study in the GFS framework. From the view point of optimiza-
tion, the task to find an appropriate KB for a particular problem
is equivalent to parameterize the KB and to find those parameter
values that are optimal with respect to the optimization crite-
rion. The KB parameters constitute the search space, which is
transformed into a suitable genetic representation on which the
search process operates [35], [37].

As seen in Section III, the FFSM is a fuzzy system and, more
specifically, a FRBS as the transition function is implemented
by means of fuzzy IF-THEN rules. Therefore, we can define a
GFS to learn the main components of this fuzzy system.

In our approach, we allow the expert to introduce her/his
own knowledge over the whole system by defining the states
and transitions and specifying the general structure of the fuzzy
rules that define the state transitions. The fuzzy rules themselves
and the MFs of the input variables’ linguistic labels will be au-
tomatically derived by the GFS, thus making a robust, accurate,
and human friendly model. Therefore, according to the different
approaches presented in [34], [35], and [37], we will develop a
complete learning of the KB, i.e., our GFS will learn the MF
shapes associated with the linguistic terms and the fuzzy rules
simultaneously, although dealing with a reduced search space
thanks to the incorporated expert knowledge.

The joint learning of the RB and the MFs associated with the
input variables in the database (DB) can be used as a coopera-
tive way to obtain an FFSM that is not only accurate but also
compact. We have opted this genetic learning scheme since we
consider that the joint learning of DB and RB deals with the in-
teractions existing between both KB components in a better way
than following a multistage learning based on first deriving the
RB and later refining the preliminary DB definition [34]–[37].
Moreover, in real complex problems, most of the effort devel-
oped in an RB learning problem is typically devoted to increase
the performance of some wrong rules rather than to improve

the performance of the overall system by performing a complex
MF parameter learning process [68]. Nevertheless, learning the
DB and the RB concurrently can make the search space so large
that suboptimal models are generated [69]. Fortunately, in our
case the combination of the use of expert knowledge and the
prefixed structure of the FFSM allows us to deal with a more
reduced search space size, thus allowing the derivation of good
performing KBs.

The following sections will describe in detail the structure of
the different components of our GFS to learn the KB of FFSMs
devoted to human gait modeling.

A. Representation Scheme and Initial Population Generation

Since we are developing a complete learning of the KB, we
have divided the representation scheme into two parts: the RB
part and the DB part. In the following, we explain each of these
representations.

1) RB Part: Once we have the complete rule set defined in
Section IV-C, we codify the whole rule set in a chromosome
following the Pittsburgh approach [70] because the evaluation
of the FFSM requires a complete execution cycle. Moreover, the
fixed size and structure of the rules (where the consequent and
the first term of the antecedent are known) and the predefined
structure of the constraints imposed on the input variables shown
in Section III-C allow us to use the classical DNF representation
based on a binary string coding [58], [59] to codify only the
remaining part of the antecedent. For each of the two input
variables ax and ay , the rule representation consists of a binary
substring of the same length as the number of labels that refers
to its linguistic term set. Each bit has a 1 (0) which denotes the
presence (absence) of each linguistic term in the rule. Moreover,
the feature selection capability of this representation is used
since an input variable is omitted in the rule if all of its bits in
the representation become 0s or 1s.

As an example of how this representation is developed in the
GFFSM 3, let us define a rule Rk with the following constraint
over the input variables:

Ck = (ax [t] is Max
) AND ay [t] is May

OR Bay
).

Therefore, the representation of this DNF fuzzy rule will
be of the form {010 : 011}, where in the first substring the
second digit indicates the presence of the linguistic term Max

,
and the zeros indicate the absence of the terms Sax

and Bax
.

The second substring has 1s in the second and third positions
indicating the presence of the linguistic terms May

and Bay
, and

a zero in the first position, indicating the absence of the linguistic
term Say

.
The RB part of the chromosome will, thus, be composed of

8 rules ⇥ 2 linguistic variables ⇥ l = 16 ⇥ l binary-coded genes,
being l the number of linguistic terms per input variable.

2) DB Part: Once we have decided the number of linguistic
terms for each input variable (see Section IV-B), we can show
how to represent the DB part of the KB, i.e., the representation
of the MFs definition.

We have used strong fuzzy partitions (SFPs) [54] to define
the fuzzy partitions. In an SFP, the membership degree forms
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Fig. 3. Parameters that form all the linguistic labels of the linguistic variable
ax in GFFSM 3, which are trapezoidal or triangular MFs.

a partition of unity. SFPs allow us to reduce the number of pa-
rameters to tune in such a way that the normalization constraint
is easily satisfied by only coding the modal points of the MFs
(one point for triangular MFs and two points for trapezoidal
shapes). Moreover, when we calculate the OR between two lin-
guistic labels using Łukasiewicz’s bounded sum as explained in
Section III-C1, the resulting linguistic label will be a convex
fuzzy set without sawtooth shapes that would be produced if
we use the maximum. From the interpretability point of view,
SFPs satisfy semantic constraints and help to get comprehensi-
ble fuzzy partitions [47].

We have used trapezoidal SFPs that are defined in the whole
domain of discourse of the input variable. Since the fuzzy parti-
tion of each input variable is generically comprised by l linguis-
tic labels, we have to code 2 ⇥ [(l � 2) ⇥ 2 + 2] real parame-
ters, (l � 2) ⇥ 2 + 2 per input variable where one parameter is
enough to codify the first and last linguistic labels and two pa-
rameters are needed to codify each intermediate linguistic label.
In particular, working with three or five linguistic labels, the DB
part of the chromosome will be composed of 8 or 16 real-coded
genes, respectively:

GFFSM3

(
ax ! {a1

ax
, a2

ax
, b2

ax
, a3

ax
}

ay ! {a1
ay

, a2
ay

, b2
ay

, a3
ay

}

GFFSM5

(
ax ! {a1

ax
, a2

ax
, b2

ax
, a3

ax
, b3

ax
, a4

ax
, b4

ax
, a5

ax
}

ay ! {a1
ay

, a2
ay

, b2
ay

, a3
ay

, b3
ay

, a4
ay

, b4
ay

, a5
ay

}.

Fig. 3 shows the graphical representation of the fuzzy partition
related to the linguistic input variable ax in GFFSM 3. For the
first linguistic label Sax

, we only need one parameter a1
ax

. The
same stands for the last one Bax

whose parameter is a3
ax

. For
the intermediate linguistic label, we need two parameters a2

ax

and b2
ax

. Note that we have chosen trapezoidal MFs because
triangular MFs are a particular case of trapezoidal MFs, i.e., the
linguistic label Bax

will be of triangular shape when the value
a3

ax
reaches the limits of the domain of discourse of the input

variable ax .

We should remark that this learning problem demands a real-
coded representation, and therefore, we have to implement real-
coded crossover and mutation genetic operators. Moreover, to
define the variation interval of each allele we have considered
that each parameter can be only modified within the interval that
is defined by its previous and next parameter, i.e., in Fig. 3, the
definition/variation interval of the parameter a2

ax
is [a1

ax
, b2

ax
],

while that of the parameter a3
ax

is [b2
ax

, max(ax)] (with max(ax)
being the maximum value taken by the input variable ax ).

Hence, the final chromosome encoding a candidate problem
solution will be comprised by 48 + 8 = 56 genes in GFFSM 3,
and 80 + 16 = 96 genes in GFFSM 5. Fig. 4 shows the shape
of the complete chromosome encoding the RB and DB parts of
GFFSM 3.

We have initialized the first population by generating all the
individuals at random. However, in order to include our previous
knowledge about the problem, the DB part of the first individual
of the population will encode uniform fuzzy partitions for both
linguistic variables ax and ay . Then, the following individuals
are created at random to introduce diversity.

B. Fitness Function

The fitness function measures the quality of the candidate
problem solution encoded in each chromosome. In the case of
our GFFSM for human gait modeling, the dependence of the
next state on the previous state makes it strictly necessary to test
the FFSM over the whole dataset and for each chromosome,
which is very computationally expensive. This problem also
appears when learning FL controllers, where the fitness measure
must be evaluated by simulating how the plant is controlled
[71]–[73].

We have chosen the minimization of the mean absolute error
(MAE) defined in (3) as the fitness function

MAE =
1

n
· 1

T
·

nX

i=1

TX

j=0

|si [j] � s�
i [j]| (3)

where
1) n is the number of states, i.e., n = 4 for the human gait

modeling problem (see Section IV);
2) T is the dataset size (i.e., the considered time interval

duration);
3) si [j] is the degree of activation of state qi at time t = j;
4) s�

i [j] is the expected degree of activation of state qi at time
t = j.

The MAE is a very informative measure of the quality of
the candidate solution because it directly measures the differ-
ence between the expected state activation vector (S�[t]) and
the obtained one (S[t]). However, we need to define an expected
activation vector S�[t] for each input dataset that we want to
learn, i.e., a training dataset in the context of a supervised learn-
ing problem to design our human gait FFSM-based model. This
definition could be problematic and must be done carefully be-
cause sometimes it must be defined at each time instant more
than one state, activated with certain degree in the interval [0, 1].
In Section V-C, this issue is explained in detail.
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Fig. 4. Chromosome which codifies the RB and DB parts of GFFSM 3.

C. Defining the Training Dataset

As described in Section V-B, in order to learn an FFSM for
different gaits of the same person, there is a need to define an ex-
pected activation vector S�[t] for each one of the gaits we want to
learn. Hence, we have to create a training vector that consists of
ax [t], ay [t], and S�[t], i.e., (ax [t], ay [t], s�

1 [t], s
�
2 [t], s

�
3 [t], s

�
4 [t]).

To define the training vector, we have developed a user-
friendly graphical interface that allows the expert to select the
relevant points where each state starts and ends using her/his
knowledge about the human gait process. For instance, “the
double limb support that comes after the right single support
starts just after the heel contact” can be translated as “state q1

must start when ax increases drastically and ay tends to de-
crease” [74]. The fuzzy definition of the states is based on the
imprecision of the expert when defining the start and the end of
each state which she/he must identify and label within the time
series associated with the measured signals. We have defined
the training vectors for datasets which consist of five complete
cycles of the human gait. For each state qi , we will have ten dif-
ferent points: five comprising the beginning (bm

i ) and another
five comprising the end (em

i ) of each state, with m = 1, . . . , 5.
In the current FFSM that involves four fuzzy states, the ex-
pert will have to tag each sample of five cycles with 40 points:
{b1

1 , b
2
1 , . . . , e

4
4 , e

5
4}.

As an example, let us consider the definition of the degree of
activation of state q2 specified by (4). Between the end time of
q1 (em

1 ) and the start time of q2 (bm
2 ), the activation of the state

q2 is rising from 0 to 1. Between the start (bm
2 ) and the end time

(em
2 ) of q2 which is defined by the user, the activation has the

maximum of 1, and afterward, the activation drops to zero at the
start of q3 (bm

3 ). Otherwise, the activation is zero

s�
2 [t] =

8
>>>>>>><

>>>>>>>:

t � em
1

bm
2 � em

1

if em
1 < t < bm

2

1 if bm
2  t  em

2

bm
3 � t

bm
3 � em

2

if em
2 < t < bm

3

0 otherwise.

(4)

Fig. 5 shows an example of how a part of the training vector
is labeled based on the beginning and the end points given by
the expert.

Fig. 5. Construction of the vectors of training data based on the start and end
points given by the user.

D. Genetic Operators

The definition of the genetic operators considered in our
GFFSM for human gait modeling is shown as follows.

1) Selection Mechanism: To select the parents that will un-
dergo crossover and mutation, a binary tournament selection is
considered. This operator is very useful since it does not require
any global knowledge of the population [33]. The idea is to se-
lect at random two parents and choose the best one with respect
to the fitness function, repeating this process until a complete
set of parents is built.

2) Crossover: The classical two-point crossover has been
used for the RB (binary-coded) part of the chromosome and
BLX-↵ crossover [75] for the DB (real-coded) part. The
BLX-↵ crossover is applied twice over a pair of parents in order
to obtain a new pair of chromosomes. When a pair of chromo-
somes is chosen for crossover that is based on a single crossover
probability, we separately crossover the binary part and the real
part. Notice that the proposed genetic operators can be indepen-
dently applied in both chromosome parts ensuring the obtaining
of an offspring encoding a coherent FFSM KB definition. That
does not always happen when working with GFSs learning the
whole KB using a representation scheme based on two infor-
mation levels (the DB and RB parts) since those two parts can
be related so that the action of a genetic operator in one of them
can cause the appearance of meaningless chromosomes because
the information encoded in the other part is no longer valid (see,
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for example, [76] and [77]). Nevertheless, that is not the case in
the current coding scheme.

3) Mutation: For the binary-coded RB part, the classical
bitwise mutation has been selected. For the real-coded DB part,
the corresponding mutation operator which is called uniform
mutation [33] has been chosen. It consists of changing the allele
value of each gene randomly within its definition interval. As
for the crossover, the same mutation probability defined at gene
level is considered for both chromosome parts.

4) Replacement Mechanism: In our approach, we directly
replace the current population by the offspring one (generational
replacement) keeping elitism.

5) Termination Condition: In this contribution, we have
implemented three different termination conditions. First, the
search is stopped when the algorithm has obtained a fitness
value equal to zero, which is the best value that the fitness func-
tion can take. However, this condition is almost impossible to be
reached. Therefore, we have decided to set the maximum num-
ber of evaluations and also to stop the search when, for a certain
number of evaluations, the fitness value of the best individual is
not improved.

VI. EXPERIMENTATION

This section presents the experimentation which is carried out
to validate our proposal. First, the experimental setup, which
comprises the data acquisition and the GFFSM parameter val-
ues, is explained. Section VI-B contains a brief description of
two alternative modeling approaches used for human gait mod-
eling. Finally, Sections VI-C and D report the obtained results
and their analysis, respectively.

A. Experimental Setup

1) Data Acquisition: To evaluate the proposed approach, we
have collected the acceleration signals of 20 different people in
order to create a specific FFSM to model the gait of each person.
The group of people consisted of healthy adults, 5 women and
15 men, with ages ranging between 23 and 52 years (with an
average age of 30 years) and weights between 45 and 97 kg
(with an average weight of 76 kg).

We attached to a belt, which is centered in the back of the per-
son, a three-axial accelerometer with Bluetooth capabilities that
provided measurements of the three orthogonal accelerations
with a frequency of 100 Hz. We programmed a personal digital
agenda (PDA) to receive the data via a Bluetooth connection
and to record them with a timestamp. Therefore, every record
contained the information (t, ax , ay , az ), where t is each instant
of time, ax is the dorsoventral acceleration, ay is the mediolat-
eral acceleration, and az is the anteroposterior acceleration. As
explained in Section II, in this study, we only use ax and ay .

We asked each person to walk a certain distance at a self-
selected walking speed which comprises around ten complete
gait cycles in such a way that we were able to extract five
complete gait cycles discarding the first and last steps which are
not very stable. This process was repeated ten times for each
person that produces a total of ten datasets of five complete
cycles for each person. These datasets were then processed as

explained in Section V-C in order to define all the fuzzy states.
Therefore, once we captured and tagged all the signals, we
had ten different datasets for each person with the following
components:

(ax [t], ay [t], s�
1 [t], s

�
2 [t], s

�
3 [t], s

�
4 [t])

where
1) ax [t] is the dorsoventral acceleration at time instant t;
2) ay [t] is the mediolateral acceleration at time instant t;
3) s�

1 [t] is the expected degree of activation of state q1 at time
instant t;

4) s�
2 [t] is the expected degree of activation of state q2 at time

instant t;
5) s�

3 [t] is the expected degree of activation of state q3 at time
instant t;

6) s�
4 [t] is the expected degree of activation of state q4 at time

instant t.
2) Parameter Values for the Genetic Fuzzy Finite State

Machine: Two different granularity levels have been considered
for the fuzzy partitions: 3 and 5 (noted as GFFSM 3 and GFFSM
5, respectively). The parameter values that are used by both
GFFSMs are as follows. Quite standard values are considered,
and a preliminary experimentation was developed to check their
good performance:

1) population size ! 100 individuals;
2) crossover probability ! pc = 0.8;
3) value of alpha (BLX-↵ parameter) ! ↵ = 0.3;
4) mutation probability per bit ! pm = 0.02;
5) termination conditions:

a) fitness value reached ! MAE = 0;
b) maximum number of evaluations ! 40 000 for

GFFSM 3 and 60 000 for GFFSM 5;
c) evaluations without improvement of the fitness func-

tion ! 10 000.

B. Alternative Modeling Approaches

In order to compare the two GFFSM results with other sys-
tem identification approaches, we have considered two differ-
ent techniques which are commonly used in system model-
ing of time-dependent systems: autoregressive linear models
(ARX) [3] and neural networks (NNs) [64].

1) Autoregressive Linear Models: We have defined a
multiple-input multiple-output (MIMO) ARX model with the
structure defined by

Y [t] = A1 · Y [t � 1] + · · · + AnA
· Y [t � nA ]

+ B0 · U [t] + · · · + BnB
· U [t � nB ] (5)

where
1) Y [t] = (s1 [t], s2 [t], s3 [t], s4 [t]) is the current output

vector;
2) Y [t � 1], . . . , Y [t � nA ] are the previous output vectors

on which the current output vector depends;
3) U [t] = (ax [t], ay [t]), . . . , U [t � nB ] are the current and

delayed input vectors on which the current output vector
depends;
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TABLE I
PARAMETER VALUES CONSIDERED FOR THE DIFFERENT ARX

MODELS AND THEIR COMPLEXITY

4) nA is the number of previous output vectors on which the
current output vector depends;

5) nB is the number of previous input vectors on which the
current output vector depends.

6) A1 , . . . , AnA
, B0 , . . . , BnB

are the matrices that define
the models. They are estimated using the least-squares
method.

We have tested the performance of this model for ten different
values of the parameters nA and nB in order to obtain several
models with a different accuracy–complexity tradeoff.

For the first parameter values, we have selected a simple
model similar to the delay of our GFFSM, i.e., nA = nB = 1
resulting in the ARX model number 1 defined by

Y [t] = A1 · Y [t � 1] + B0 · U [t]. (6)

Then, another nine different values (with the maximum delay
of 100) were used to progressively increase the complexity of
the model. A linear complexity index is defined in such a way
that the complexity of the basic model with nA = nB = 1 is
0 and the complexity for the most complex model with nA =
nB = 100 is 1. The different parameter values for each model
together with the model complexity are shown in Table I.

2) Neural Networks: As for the ARX models, we have built
ten different feed-forward NN architectures that represent dif-
ferent levels of complexity. The first and simplest one (NN 1)
consists of two neurons in the input layer which represent the two
input variables ax [t] and ay [t], one hidden layer, and four output
neurons in the output layer that correspond to the four compo-
nents of the state activation vector (s1 [t], s2 [t], s3 [t], s4 [t]).

The other NN models, which represent different levels of
complexity, are determined by the number of delayed input vari-
ables. Moreover, in order to avoid NNs with a large number of
input neurons (which leads to overfitting and big training times),
we have considered delayed input variables that are separated
by a fixed interval of ten samples. For example, the second NN
architecture (NN 2) has ax [t], ax [t � 10], ay [t], and ay [t � 10]
as inputs, while the most complex one (NN 10) has 20 inputs that
cover a delay of 90 samples: ax [t], ax [t � 10], . . . , ax [t � 90],
and ay [t], ay [t � 10], . . . , ay [t � 90].

The NN weights have been estimated using the Levenberg–
Marquardt method during 500 epochs. The number of neurons
in the hidden layer was chosen to minimize the test error of each
specific architecture. The architectures of the two extreme NNs
are represented in Fig. 6.

Similar to the ARX models, a complexity index is defined in
such a way that the complexity of the NN with 2 inputs (NN 1)
is 0 and the complexity of the NN with 20 inputs (NN 10) is 1.
The different models, their input variables, and their complexity
are shown in Table II.

C. Results

To test the performance of the two GFFSMs and the alterna-
tive modeling approaches, we have done a leave-one-out cross
validation [78] for each of the ten datasets of each person. As
an example, Table III shows the MAE that is obtained for each
fold of the leave-one-out corresponding to the first person’s ex-
periments. It also depicts the average value of the MAE and its
standard deviation for the ten folds.

As a global summary of the results that are obtained,
Table IV reports, for each of the leave-one-out applications for
the ten datasets of each person, the average (MEAN) and stan-
dard deviation (STD) of the MAE for eight different models:
those two corresponding to our proposal (GFFSM 3 and GFFSM
5), three ARX models comprising a good tradeoff model (ARX
7) and the two extreme ones (ARX 1 and ARX 10), and three
NN models comprising a good tradeoff model (NN 4) and the
two extreme ones (NN 1 and NN 10).

To select the best accuracy–complexity tradeoff model for
both NN and ARX models, we compute 1000 random weights
!i 2 [0, 1]. We calculate the average MAE for each model for
the 20 people (MAE) and normalize the resulting set of MAEs in
the interval [0, 1]. We take the average value of the aggregation
function of both the normalized MAE ( �MAE) and the complex-
ity index value (COMPLEXITY) of each model as shown in (7).
Finally, the model with the lowest aggregated value is selected
as that with the best tradeoff

QMODEL =
1000X

i=1

!i · �MAEMODEL

+ (1 � !i) · COMPLEXITYMODEL . (7)

Moreover, since our final goal is to obtain a specific model
(FFSM) for each person’s gait, Table V shows the average of the
MAE for each one of the person’s models (FFSMs) generated
during the leave-one-out procedure when the input data are the
whole set of gaits of each person. The aim of these results is
to check if the generated models are significantly fitted to the
specific person’s gait than to other persons’ gaits, as expected
and desired.

As can be seen, that is clearly the case. For example, notice
that models GFFSM 3 and GFFSM 5 for the first person (P1)
corresponding to the first two rows get an average MAE (bold-
faced) of 0.088 and 0.076, respectively, with its own person’s
gait (first row, first column), while they get large average MAE
values for the gaits of the rest of the people (the rest of the
columns in the first row). This fact can also be checked for the
models of the rest of the people. In addition, the last column of
Table V (MEAN�) shows boldfaced the average value of all the
MAEs obtained by each person’s FFSM model with the gaits of
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Fig. 6. Architectures of the simplest neural network (NN 1) and the most complex one (NN 10) designed for human gait modeling. All of them have a single
hidden layer and the difference arises in the number of (delayed) inputs.

TABLE II
TEN DIFFERENT NN ARCHITECTURES WITH THEIR INPUT VARIABLES AND COMPLEXITIES

TABLE III
MAE OF THE LEAVE-ONE-OUT FOR THE DATASETS OF THE FIRST PERSON, WITH THE AVERAGE (MEAN)

AND STANDARD DEVIATION (STD) FOR EACH OF THE EVALUATED MODELS

all the people, except its own input gaits. It can be easily seen
that these values are much greater than the ones obtained with
the gaits of each person’s model (boldfaced in the diagonal cells
of the table).

D. Discussion

This section aims to present a discussion about four different
issues of our proposed model: its accuracy, its interpretability,
its computational cost, and the importance of the use of expert
knowledge.

1) Accuracy Analysis: The results given in Tables III and IV
show that the GFFSM models exhibit better accuracies when
compared with the simplest competing models, namely ARX
1 and NN 1. Besides, it can be seen how the best tradeoff
model ARX 7 is able to outperform our proposal, although it
needs a big delay of 50 samples to do so. In contrast, the best
tradeoff model NN 4 shows a similar accuracy to our models.
Its results are slightly better than those of GFSSM 3 and slightly
worse than those of GFFSM 5. In fact, GFFSM 5 is better than
GFFSM 3 for the majority of the people because of its higher
granularity in the number of linguistic labels, which provides it
with additional freedom degrees for the modeling task.
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TABLE IV
AVERAGE (MEAN) AND STANDARD DEVIATION (STD) OF THE MAE FOR EACH ONE OF THE LEAVE-ONE-OUT FOR THE 10 DATASETS OF EACH PERSON

TABLE V
AVERAGE OF THE MAE FOR EACH ONE OF THE PERSON’S FFSM MODELS WHEN THE INPUT DATA ARE THE WHOLE SET OF GAITS OF EACH PERSON
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TABLE VI
p-VALUES OBTAINED FOR THE THREE DIFFERENT WILCOXON SIGNED-RANK TESTS AND THEIR NULL HYPOTHESES

In order to assess whether significant differences exist among
the results of all models, we use the Wilcoxon signed-rank
test [79] for pairwise comparison between our models (GFFSM
3 and GFSSM 5) and the rest of competing models. We choose
this test because it does not assume normal distributions and
because it has been commonly used to compare performance
of methods in computational intelligence [80], [81]. To perform
the test, we use the standard confidence level of ↵ = 0.05.

We have run the Wilcoxon signed-rank test for three different
hypotheses: if the average MAEs of our proposed approaches
(µGFFSM3 and µGFFSM5) are equal to, less than, or greater
than those obtained by the other modeling techniques (µMOD ).
We conclude that our proposal is better (denoted by [+]) if
the test rejects both null hypotheses H0 : µGFFSM > µMOD

and H0 : µGFFSM = µMOD . We conclude that our proposal is
worse (denoted by [�]) if the test rejects both null hypothe-
ses H0 : µGFFSM < µMOD and H0 : µGFFSM = µMOD . In all
other cases, we draw no conclusions (denoted by [=]).

Table VI shows the obtained p-values and the drawn conclu-
sions. The results particularly indicate that the GFFSM 3 model
is significantly better than the first five ARX models and the

first two NNs (while for ARX 6, NN 3, and NN 4, the testings
do not provide clear conclusions). The GFFSM 5 model is sig-
nificantly better than the GFFSM 3, the first six ARX models,
and the first three NNs (while for NN 4, NN 5, NN 6, NN 7, NN
8, and NN 10, the testings do not provide clear conclusions). In
view of these results, the accuracy of the GFFSMs, in particular
that of GFFSM 5, is competitive with almost every NN (all but
NN 9) and the first six ARX models.

The good accuracy of our model is also illustrated in Fig. 7.
The vertical axis depicts each component of the state activa-
tion vector for a gait of the first person obtained using our
proposal (S[t]GFFSM3 and S[t]GFFSM5), the THRIFT-FFSM
model (S[t]THRIFT ; see Section VI-D4), the best tradeoff ARX
model (ARX 7) (S[t]ARX7), and the best tradeoff NN architec-
ture (NN 4) (S[t]NN4). The actual values (S�[t]) are reported in
the bottom line for comparison. The activation value is repre-
sented by means of a gray intensity scale (black means 1 and
white means 0). Notice that both ARX 7 and NN 4 calculate
the activation vector after the first 0.5 and 0.3 s, respectively,
because of the fact that they need the first 50 and 30 samples to
operate (0.5 and 0.3 s with a sampling frequency of 100 Hz).
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Fig 7. Comparison of the state activation vector (s1 [t], s2 [t], s3 [t], s4 [t]) values obtained by means of the two GFFSMs, the THRIFT-FFSM, the ARX 7 model,
and the NN 4 model, with the actual values (s�

1 [t], s�
2 [t], s�

3 [t], s�
4 [t]) with respect to time.

It can be seen how GFFSM 3 and GFFSM 5 are able to follow
the appropriate sequence of states with the correct activation
degree.

2) Interpretability Analysis: From the interpretability point
of view, both NNs and the ARX models are black-box models
which are difficult to be understood by human experts and even
more if they have a big number of delayed input variables or a
high number of inputs. Nevertheless, our GFFSMs are able to
describe and model the human gait phenomenon by means of
only eight linguistic fuzzy IF-THEN rules (whose input variables
have only three or five associated linguistic labels) achieving a
good interpretability–accuracy tradeoff. As an example of how
our proposal is describing linguistically the temporal evolution
of the accelerations produced during the human gait, a complete
RB learned for GFFSM 3 in one of the executions of the GA is
shown as follows: Fig. 8. MFs which comprise the learned DB compared with the original

uniformly distributed MFs.

Fig. 8 shows the graphical representation of the learned DB
associated with this RB. The initial DB is also plotted, which
consists of uniformly distributed MFs. In both cases, the use of
SFPs produces comprehensible fuzzy partitions which allow us
to get an interpretable fuzzy system.

As mentioned earlier, the main advantage of our model of
human gait is its interpretability. The chance to properly under-
stand the obtained model can report a large number of benefits
for the designer. For example, in [29], we took advantage of this
interpretability to create a model which is aimed to compare the
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characteristics of different human gaits, which is a different but
related problem. With this aim, we elaborated upon two relevant
measures of human gait based on the degree of activation and
duration of successive states. We called these measures symme-
try and homogeneity. Symmetry is a measure of the similarity
among accelerations that are produced by steps given by the
right leg (states q1 and q2) and accelerations that are produced
by steps of the left leg (states q3 and q4). Homogeneity is a
measure of how the same pattern of accelerations is repeated
on time, i.e., it is a measure of similarity between each two
steps and the following ones. Empirically, we have observed
that these measures are characteristic of the style of walking of
each person. In the paper mentioned earlier, we showed how
to use these parameters to authenticate one person among 11
individuals (see a research work with the same goal but with
a different approach in [82]). As in [1] and [41], we think that
the model presented in that paper could be used to detect and
analyze pathological disorders in the gait in the same way. It
seems evident that symmetry and homogeneity will be affected
by the presence of gait disorders, i.e., we can check this point
measuring the symmetry of gait when a person is carrying a
heavy bag in one hand and when she/he is free of that heavy
unbalancing load.

Focusing on the current contribution, the expert analysis of
the RB and the DB obtained of the human gait GFFSM model
constitutes another approach to detect gait disorders. The an-
tecedents of the learned rules in conjunction with the MFs of
each variable can provide relevant information about the quality
of the gait of a person, i.e., by showing abnormal member-
ship values of the dorsoventral acceleration (ax ) or inconsistent
rules not compatible with the expert’s knowledge. Moreover,
regarding the topic of gait modeling, it is worth noting that
the interpretability of the model allows us to calculate relevant
temporal features of the gait, i.e., the duration of the states and
their temporal sequence. With this information, we can easily
count the number of steps and the duration of each of them and
therefore the instantaneous walking speed. This is a significant
issue in gait disorder analysis because of the fact that, e.g., pa-
tients tend to alter speed in order to accommodate loads that are
applied on the knee.

3) Computational Cost Analysis: We have already com-
pared the different algorithms in terms of the complexity and
accuracy. Nevertheless, it is also interesting to evaluate their
computational cost. The average times needed to build GFFSM 3
and GFFSM 5 models were 4076 and 6022 s, respectively, while
the ARX 1, ARX 7, and ARX 10 models took 0.25, 72, and
630 s, respectively. NN 1, NN 4, and NN 10 took 40, 118, and
314 seconds, respectively. All the methods were run in a single
computer, with 4 GB RAM and an Intel Core 2 Quad Q8400
with 2.66 GHz.

As expected, the GFFSMs spent a larger run time as they do
not only involve parameter estimation but also structure identifi-
cation. As said in Section V-B, the dependence of the next state
on the previous state in our GFFSM makes it strictly necessary to
test the FFSM over the whole dataset for each chromosome eval-
uation, which is very computationally expensive. Nevertheless,

the additional interpretability advantage makes this computa-
tional cost increase worthy. In addition, while NNs and ARX
models are implemented in well-established and -optimized li-
braries, the GFFSMs were programmed in not optimized MAT-
LAB code (more refined implementations could be done in the
future).

4) Importance of the Use of Expert Knowledge Analysis:
Our GFFSMs are designed to take advantage from the avail-
able expert knowledge, exploiting the power of fuzzy systems
which are capable of integrating this knowledge with machine
learning techniques. The possibility to merge expert informa-
tion with the information derived from data using GAs al-
lows us to obtain a rough linguistic description of the gait,
i.e., the final set of fuzzy rules obtained provides a linguis-
tic description of the phenomenon. In the current GFFSMs,
the designer has chosen a model of human gait with four ba-
sic fuzzy states that are easily recognized when we observe
a walking person (see Fig. 1). Applying this constraint in the
model, the designer makes the model easily understandable.
Then, the GA explores possibilities into this restricted frame-
work to define the final model structure and to estimate its
parameters.

Even so, we have also decided to check whether the pro-
posed GFFSM method is powerful enough to handle the over-
all learning problem, i.e., to extract the whole model (fuzzy
rule set) structure from scratch along with the relevant labels
and MFs in the case of three linguistic labels per input vari-
able. We have assumed full ignorance of the RB and tried to
build an FFSM using the classical genetic learning method pro-
posed by Thrift [83] to derive the RB of the FFSM keeping
the previous derivation of the DB based on a GA with real-
coded chromosomes (from now on, this method will be called
THRIFT-FFSM).

Thrift’s RB derivation method is based on encoding all the
cells of the complete decision table in the chromosomes. In our
case, we have three antecedents: the current state (with four
different possibilities corresponding to the number of possible
states, the only information provided by the expert in the cur-
rent experiment, together with the granularity of the fuzzy parti-
tions), the input variable ax (with three different linguistic labels
corresponding to Sax

, Max
, and Bax

), and the input variable ay

(with another three different linguistic labels corresponding to
Say

, May
, and Bay

). Therefore, the decision table will be a 3-D
structure of size 4 ⇥ 3 ⇥ 3 consisting of a total of 36 possible
rules. Each cell of the decision table will represent the output
of each fuzzy rule by means of an integer coding scheme rep-
resented by the set {0, 1, 2, 3, 4}, where 0 indicates the absence
of the rule and 1, 2, 3, or 4 indicates that the next state will be
q1 , q2 , q3 , or q4 , respectively. Hence, we substitute the first part
of the chromosome in Fig. 4 (RB part), which is composed of
48 binary genes (see Section V-A), by an integer-coded array of
size 36, encoding the consequents for each possible rule. The
resulting coding scheme has, thus, 44 genes (36 for the RB part
plus 8 for the DB part).

We have used the same genetic operators for the GA as ex-
plained in Section V and the same parameter values shown
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TABLE VII
MAE OF THE LEAVE-ONE-OUT FOR THE DATASETS OF THE FIRST AND SECOND
PERSON, WITH THE AVERAGE (MEAN) AND STANDARD DEVIATION (STD) FOR

THE TWO EVALUATED MODELS

Fig. 9. State diagram obtained with Thrift’s RB derivation.

in Section VI-A2, except the bitwise mutation (designed for
binary-coded chromosomes) which was replaced by the origi-
nal Thrift’s mutation operator that randomly adds or subtracts 1
(with equal probability) to the current value of the allele within
the set {0, 1, 2, 3, 4}.

Table VII shows the MAE that is obtained for each fold of the
leave-one-out corresponding to the first and second person using
Thrift’s RB derivation keeping the DB derivation (THRIFT-
FFSM) compared with our expert information-based proposal
(GFFSM 3). It also depicts the average value of the MAE and
its standard deviation for the ten folds. As can be seen, the
lack of expert knowledge pays the cost of larger test errors.
Moreover, the average training time for each THRIFT-FFSM
model is 10 855 s, while the original GFFSM takes an average
of 4076 s.

We can also examine whether the RB extracted by the
THRIFT-FFSM model resembles to the expert knowledge-
based one. As an example, the RB obtained for the seventh
fold of the first person (with a MAE of 0.083) is shown as
follows:

It consists of 22 rules (14 rules were automatically discarded)
which, as can be seen in the state diagram shown in Fig. 9,
are not able to capture the expert knowledge represented by the
state diagram of the human gait shown in Fig. 2. It presents some
weird transitions as that represented in rule number 13 from the
state q1 to the state q4 or the transitions between states q2 and
q4 in rules 15, 20, 21, and 22. The effects of these transitions
are reflected in Fig. 7, where the state activation vector corre-
sponding to the THIRFT-FFSM model (S[t]THRIFT ) activates
q4 when going from the state q1 to the state q2 .

In summary, it is clear that the full consideration of the expert
knowledge is the best way to design an FFSM for the human
gait modeling problem by means of GAs.

VII. CONCLUDING REMARKS

We have presented a practical application where we described
how to build FFSMs to model the human gait of a set of people
by using GAs and expert knowledge. We have defined the prin-
cipal elements of the human gait cycle and developed a genetic
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learning procedure for FFSMs to model the gait cycle for each
person. It has been shown how this GFS can obtain automat-
ically the fuzzy rules and the fuzzy MFs associated with the
linguistic terms of the FFSM, while the states and transitions
are defined by the expert, thus maintaining the knowledge that
she/he has about the problem. To incorporate this expert knowl-
edge, we have designed a user-friendly graphical interface to
define the fuzzy states of the human gait. The results obtained
showed the goodness of our proposal.

We have increased the capabilities of FFSMs with a novel
GA-based procedure for the automatic definition of its KB.
Therefore, a great number of opportunities arise. We can set out
new applications of system modeling by means of GFFSMs. The
ability of our proposal to combine the available expert knowl-
edge with the accuracy achieved by the learning process can be
used to study several signals where the human interaction is de-
manded. Examples of application could range from biomedical
engineering (e.g., electroencephalogram or electrocardiogram
signals) to other time series analysis (e.g., econometrics or nat-
ural processes).

Our next research work in this direction consists of devel-
oping a model of the human gait where gait symmetry and
homogeneity can be analyzed in detail. This work will include
the automatic generation of linguistic reports about the human
gait quality.
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[48] M. J. Gacto, R. Alcalá, and F. Herrera, “Integration of an index to preserve
the semantic interpretability in the multiobjective evolutionary rule selec-
tion and tuning of linguistic fuzzy systems,” IEEE Trans. Fuzzy Syst.,
vol. 18, no. 3, pp. 515–531, Jun. 2010.
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a b s t r a c t

The human gait is a complex phenomenon that is repeated in time following an approximated pattern.
Using a three-axial accelerometer fixed in the waist, we can obtain a temporal series of measures that
contains a numerical description of this phenomenon.

Nevertheless, even when we represent graphically these data, it is difficult to interpret them due to
the complexity of the phenomenon and the huge amount of available data. This paper describes our
research on designing a computational system able to generate linguistic descriptions of this type of
quasi-periodic complex phenomena.

We used our previous work on both, Granular Linguistic Models of Phenomena and Fuzzy Finite
State Machines, to create a basic linguistic model of the human gait. We have used this model to
generate a human friendly linguistic description of this phenomenon focused on the assessment of the
gait quality. We include a practical application where we analyze the gait quality of healthy individuals
and people with lesions in their limbs.

& 2012 Elsevier Ltd. All rights reserved.

1. Introduction

Human beings describe phenomena in our environment using
natural language (NL). In order to perform this task, we interpret
the available data using our experience in both, namely, the field
of knowledge that allow us to recognize the phenomena and our
experience on using NL.

Our research line deals with the design and development of a
new family of computational systems capable of generating
linguistic descriptions of complex phenomena, i.e., these compu-
tational systems obtain data from a phenomenon and provide
linguistic descriptions that are relevant for specific users in
specific contexts. This type of systems will be used in supervision
and control applications and especially in the development of
user interfaces based on the use of NL.

Human gait is a quasi-periodic phenomenon which is defined
as the interval between two successive events (usually heel
contact) of the same foot (Begg et al., 2007). This process is
characterized by a stance phase (that approximately takes 60% of
the total gait cycle), where at least one foot is in contact with the
ground, and a swing phase (approximately 40% of the total gait
cycle), during which one limb swings through the next heel
contact. Gait phases can be quite different between individuals
but when normalized to a percentage of the gait cycle they

maintain close similarity, indicating the absence of disorders
(Perry, 1992). Fig. 1 shows two different synchronized pictures.
The top picture plots a sketch of a person representing the
different phases of the gait with the right limb boldfaced. The
picture at the bottom represents the time period from one event
(usually initial contact) of one foot to the subsequent occurrence
of initial contact of the same foot.

Due to the fact that human gait is a complex integrated task
which requires precise coordination of the neural and musculos-
keletal system to ensure correct skeletal dynamics (Winter, 1990),
its analysis can help in the diagnosis and treatment of walking
and movement disorders, identification of balance factors, and
assessment of clinical gait interventions and rehabilitation pro-
grams (Hamacher et al., 2011; Lai et al., 2009; Moustakidis et al.,
2010; Sant’Anna et al., 2011; Wren et al., 2011).

In human gait analysis, there are a huge number of variables
obtained by means of different measurement techniques. Most
gait parameters can be categorized as anthropometric data which
include height, weight, or limb length; spatiotemporal data
comprising variables such as walking speed, step length, or
phases time span; kinematic data of measurements of joint
angles, displacement, or acceleration along axes; kinetic data
variables including foot force and torques; or electromyographic
data which measures the muscle activation levels.

Two of the most common approaches to manage and analyze
human gait kinematic data are the computer vision approach
(Tafazzoli and Safabakhsh, 2010) and the sensor-based one. The
main advantage of the computer vision approach is the avoidance
of placing sensors on the user’s body. However, an expensive and
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complex system for capturing images is needed. Moreover, these
methods usually work in lab but fail in real world scenarios due to
clutter, variable light intensity and contrast. On the other hand,
the sensor-based approach consists of using small sensors
(usually accelerometers) placed in the body of the person. This
solution provides a smart solution to the problem of capturing the
signal, where data can be obtained anywhere by means of a
smartphone. Moreover, they can be used in the dark and provide
three-dimensional data. This line of research has attracted an
important number of researchers that focus the problem of
human gait modeling from different perspectives (see, e.g.,
Alaqtash et al., 2011; Najafi et al., 2003).

Our approach is based on the Computational Theory of
Perceptions (CTP). This field was introduced in the Zadeh’s
(1999) seminal paper ‘‘From computing with numbers to comput-
ing with words—from manipulation of measurements to manip-
ulation of perceptions’’ and further developed in subsequent
papers. CTP provides a framework to develop computational
systems with the capacity of computing with the meaning of NL
expressions, i.e., with the capacity of computing with imprecise
descriptions of the world in a similar way that humans do it. In
CTP, a granule is a clump of elements which are drawn together
by indistinguishability, similarity, proximity or functionality
(Zadeh, 1979). The boundary of a granule is fuzzy. Fuzziness of
granules allow us to model the way in which human concepts are
formed, organized and manipulated in an environment of impre-
cision, uncertainty, and partial truth (Zadeh, 1997). A granule
underlies the concept of a linguistic variable (Zadeh, 2008). A
linguistic variable is a variable whose values are words or
sentences in NL (Zadeh, 1975a,b,c).

In this paper, we do an extensive use of our previous research,
contributing to the human gait quality analysis field by providing a
new technique for modeling this type of phenomenon. We have
developed a computational application that uses a single three-axial
accelerometer to generate linguistic descriptions for assessing the
human quality. Here, we develop upon our previous research on the
Granular Linguistic Model of a Phenomenon (GLMP) improving its
expressiveness by introducing a new type of components based on
the concept of Fuzzy Finite State Machine (FFSM). First, we identify
the relevant phases of the gait based on the accelerations produced
during the process. Once the phases are recognized, we use two
relevant features of the human gait (homogeneity and symmetry) to
evaluate the gait quality corresponding to a specific person. Finally,
we develop a method for producing a linguistic report about the
quality of the gait in terms of the homogeneity and the symmetry.

This type of reports could be used to analyze the evolution of the
human gait, e.g., after a recovery treatment and also for preventing
falls in elderly people.

The remainder of this paper is organized as follows. Section 2
presents the main concepts of our approach to linguistic descrip-
tion of complex phenomena evolving in time. Section 3 describes
how to use these concepts for the linguistic description of the
human gait quality. Section 4 describes the experimentation
carried out, by describing the experimental setup and discussing
the results. Finally, Section 5 draws some conclusions and
introduces some future research works.

2. Linguistic description of phenomena evolving in time

Our approach to computational model of phenomena is based
on subjective perceptions of a domain expert that we call the
designer. The more experienced designer, with better under-
standing and use of NL in the application domain, the richer the
model with more possibilities of achieving and responding to final
users’ needs and expectations. The designer uses the resources of
the computer, e.g., sensors, to acquire data about a phenomenon
and uses her/his own experience to interpret these data and to
create a model of the phenomenon. Then the designer uses the
resources of the computer to produce the linguistic utterances.

In this section, we introduce the components of the GLMP, our
approach based on CTP for developing computational systems
able to generate linguistic descriptions of phenomena (Alvarez-
Alvarez et al., 2011a; Eciolaza and Trivino, 2011; Mendez-Nunez
and Trivino, 2010; Trivino et al., 2010b).

2.1. Computational perception (CP)

A CP is the computational model of a unit of information
acquired by the designer about the phenomenon to be modeled.
In general, CPs correspond to particular details of the phenom-
enon at certain degrees of granularity. A CP is a couple (A, W)
where:

A¼ ða1,a2, . . . ,anÞ is a vector of n linguistic expressions (words or
sentences in NL) that represents the whole linguistic
domain of the CP. Each ai describes the value of the CP in
each situation with specific granularity degree. These
sentences can be either simple, e.g., ai¼ ‘‘The dorso-
ventral acceleration is high’’ or more complex, e.g.,

Fig. 1. One gait cycle illustrating the four main phases.
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ai¼ ‘‘The homogeneity during the double limb support of
the reference foot is low’’.

W ¼ ðw1,w2, . . . ,wnÞ is a vector of validity degrees wiA ½0;1%
assigned to each ai in the specific context. The concept
of validity depends on the application, e.g., it is a
function of the truthfulness of each sentence in its
context of use.

2.2. Perception mapping (PM)

We use PMs to create and aggregate CPs. There are many types
of PMs and this paper explores several of them and contributes to
this research line including a new one. A PM is a tuple (U, y, g, T)
where:

U is a vector of input CPs, U ¼ ðu1,u2, . . . ,unÞ, where
ui ¼ ðAui

,Wui
Þ and n is the number of input CPs. In

the special case of the first order perception mappings
(1-PMs), these are the inputs to the GLMP, which are
values zAR provided either by a sensor or obtained
from a database.

y is the output CP, y¼ ðAy,WyÞ.
g is an aggregation function employed to calculate the

vector of validity degrees assigned to each element in y,
Wy ¼ ðw1,w2, . . . ,wny Þ. It is an aggregation of input vec-
tors, Wy ¼ gðWu1 ,Wu2 , . . . ,Wun Þ, where Wui

are the valid-
ity degrees of the input perceptions. In Fuzzy Logic,
many different types of aggregation functions have been
developed. For example, g might be implemented using
a set of fuzzy rules. In the case of 1-PMs, g is built using a
set of membership functions as follows:

Wy ¼ ðma1
ðzÞ,ma2

ðzÞ, . . . ,many
ðzÞÞ ¼ ðw1,w2, . . . ,wny Þ

where Wy is the vector of degrees of validity assigned to
each ay, and zAR is the input data.

T is a text generation algorithm that allows generating the
sentences in Ay. In simple cases, T is a linguistic tem-
plate, e.g., ‘‘The dorso-ventral acceleration is flow9
medium9highg’’.

2.3. Granular Linguistic Model of a Phenomenon

The GLMP consists of a network of PMs. Each PM receives a set
of input CPs and transmits upwards an output CP. We say that
each output CP is explained by the PM using a set of input CPs. In
the network, each CP covers specific aspects of the phenomenon
with certain degree of granularity. Fig. 2 shows an example of a
GLMP. In this example, the phenomenon can be described at a
very basic level in terms of three variables providing values z1, z2,
and z3 respectively at a certain instant of time.

Using different aggregation functions and different linguistic
expressions, the GLMP paradigm allows the designer to model
computationally her/his perceptions. In the case of Fig. 2, other
two higher-level descriptions of the phenomenon are provided.
These descriptions are given in the form of computational
perceptions CP4 and CP5. The second order perception mappings
(2-PMs) PM4 and PM5 indicate that CP4 and CP5 can be explained
in terms of CP1, CP2, and CP3, i.e., how the validity of each item in
CP4 and CP5 is explained by those of CP1, CP2, and CP3. Finally, the
top-order description of the phenomenon is provided, at the
highest level of abstraction, by CP6, explained by PM6 in terms
of CP4 and CP5. Notice that, using this structure, one can provide
not only a linguistic description of the phenomenon at a certain

level, but also an explanation in terms of linguistic expressions at
a lower level.

2.4. Report generation

Once the GLMP is fed with input data, the aggregation functions
are used to calculate the weights corresponding to potentially
hundreds of linguistic expressions. Now, the challenge consists of
choosing the more adequate combination of these sentences to
generate a useful linguistic description of the phenomenon evolu-
tion including the current state. The design of this report requires a
deep analysis of the application domain of language and, therefore,
the collaboration of the specific final user.

In this paper, we provide a simple solution to this problem.
Here, we are focused on a demonstration of concept that can be
solved with a simple report. For this first version of our human
gait report generator, we will choose the linguistic expressions

Fig. 2. Example of a GLMP.

Fig. 3. GLMP for the linguistic description of the human gait quality divided into
three different levels of granularity.
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with the highest validity degree and we will include detailed
explanations of a perception using the conjunction ‘‘because’’.

3. Linguistic description of the human gait quality

Fig. 3 shows the GLMP designed for the linguistic description
of the human gait quality. The grey speech bubbles show different
examples of linguistic expressions associated to several CPs.

We use the dorso-ventral acceleration (ax) and the antero-
posterior acceleration (ay) to identify the relevant phases of the
human gait. Then, using the information provided by the human
gait phases, we analyze the homogeneity and the symmetry of
each phase based on the dorso-ventral acceleration (ax) during
each phase. Finally we use the total homogeneity and symmetry
of the gait to obtain its quality. In the following subsections, we
explain the different PMs and related CPs in the model.

It is worth remarking that the trapezoidal membership func-
tions and the sets of rules used below were designed empirically
after an important experimental effort. Nevertheless, in order to
apply this model in practice, these parameters should be tuned
according with the criteria of the specific final user. Moreover, we
must say the same regarding with the definition of the most
suitable set of sentences for describing each CP.

3.1. Dorso-ventral acceleration perception mapping (PMax )

It is a 1-PM whose input is the numerical value of the dorso-
ventral acceleration (axAR) that is normalized by subtracting its
average.

The output CP yax
includes the following set of NL sentences:

a1ax
- ‘‘The dorso-ventral acceleration is low’’

a2ax
- ‘‘The dorso-ventral acceleration is medium’’

a3ax
- ‘‘The dorso-ventral acceleration is high’’

The validity degrees (w1ax
,w2ax

,w3ax
) are obtained by means of

the aggregation function gax
, which uses a set of trapezoidal

membership functions, i.e., to obtain these validity degrees from
the input variable ax, we fuzzify the numerical values using three
linguistic labels which consist of uniformly distributed trapezoi-
dal membership functions: fLax ,Max ,Hax g, where Lax , Max and Hax

are linguistic terms representing low, medium, and high respec-
tively in such a way that validity degrees are directly w1ax

¼
Lax ðaxÞ, w2ax

¼Max ðaxÞ, and w3ax
¼Hax ðaxÞ.

3.2. Antero-posterior acceleration perception mapping (PMaz )

This 1-PM is similar to PMax . It has the numerical value of the
antero-posterior acceleration (azAR) as input. This input variable
az is also normalized by subtracting its average value.

The output CP yaz
includes the following set of NL sentences:

a1az
- ‘‘The antero-posterior acceleration is low’’

a2az
- ‘‘The antero-posterior acceleration is medium’’

a3az
- ‘‘The antero-posterior acceleration is high’’

The validity degrees (w1az
,w2az

,w3az
) are also directly obtained

from trapezoidal membership functions: w1az
¼ Laz ðazÞ, w2az

¼
Maz ðazÞ, and w3az

¼Haz ðazÞ.

3.3. Gait phase perception mapping (PMphase)

This 2-PM has two 1-CPs as inputs: the dorso-ventral accel-
eration and the antero-posterior acceleration. Therefore, the set of
input CPs is U ¼ ðuax ,uaz Þ.

According to the diagram of Fig. 1 and using our own knowl-
edge about the process, we define four different phases which
explain when double limb support, reference limb single support,
or opposite limb single support are produced. Therefore, the
output CP yphase identifies different four gait phases having the
following set of four possible sentences:

a1phase
- ‘‘The current gait phase is double limb support after the

reference limb swing phase’’
a2phase

- ‘‘The current gait phase is reference limb single support
and swing phase of the opposite limb’’
a3phase

- ‘‘The current gait phase is double limb support after the
opposite limb swing phase’’
a4phase

- ‘‘The current gait phase is opposite limb single support
and swing phase of the reference limb’’

The aggregation function (gphase) calculates, at each time
instant, the next value of the validity degrees for each sentence
based on the previous validity degrees and current input CPs. The
aggregation function is, therefore, an expert knowledge based
FFSM. In a previous work, we have used a model of the human
gait based on a FFSM to recognize the gait pattern of a specific
person (Trivino et al., 2010a). Our model differs significantly from
others, e.g., based on machine learning techniques, because we
use a linguistic model to represent the subjective designer’s
perceptions of the human gait process. This model is easily
understood and does not require high computational cost. Never-
theless, there exists the possibility of making use of an automatic
machine learning technique to tune the elements of the FFSM as
explained in Alvarez-Alvarez et al. (in press).

Due to the characteristics of the human gait as a quasi-periodic
process, there are eight fuzzy rules in total in the system, four
rules to remain in each phase and other four to change between
phases. We chose the phase 1 as the initial phase, i.e., the
sentence ‘‘The current gait phase is double limb support after the
reference limb swing phase’’ will initially have a validity degree of
1. In this way, the FFSM will synchronize with the gait, without
the need of doing previous segmentation of the signal, when the
conditions to be in that phase are fulfilled. We defined the
conditions over the input CPs to remain in a state or to change
between states by combining the information obtained from the
sensors and the available expert knowledge about the human
gait. The rule base of gphase is as follows:

R11: IF a1phase
AND a3ax

AND (a1az
OR a2az

) AND Tstay1
ðd1Þ

THEN a1phase

R22: IF a2phase
AND (a1ax

OR a2ax
) AND Tstay2

ðd2Þ THEN a2phase

R33: IF a3phase
AND a3ax

AND (a1az
OR a2az

) AND Tstay3
ðd3Þ

THEN a3phase

R44: IF a4phase
AND (a1ax

OR a2ax
) AND Tstay4

ðd4Þ THEN a4phase

R12: IF a1phase
AND a3az

AND Tchange1
ðd1Þ THEN a2phase

R23: IF a2phase
AND a3ax

AND Tchange2
ðd2Þ THEN a3phase

R34: IF a3phase
AND a3az

AND Tchange3
ðd3Þ THEN a4phase

R41: IF a4phase
AND a3ax

AND Tchange4
ðd4Þ THEN a1phase

Where

& The first term in the antecedent computes the previous
validity degree of the sentence aiphase

, i.e., wiphase
. With this

mechanism, we only allow the FFSM to change from the phase
i to the phase j (or to remain in phase i, when i¼ j). For
example, in R11, it is computed the validity degree of the
sentence ‘‘The current gait phase is double limb support after the
reference limb swing phase’’ (w1phase

Þ.
& The second term in the antecedent describes the constraints

imposed on the dorso-ventral acceleration input CP (uax ).
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It computes the validity degree of one or two of the three
possible sentences that this CP has, e.g., ‘‘the dorso-ventral
acceleration is low’’ (w1ax

Þ.
& The third term in the antecedent describes the constraints

imposed on the antero-posterior acceleration input CP (uaz ). It
computes the validity degrees of one or two of the three
possible sentences that this CP has, e.g., ‘‘the antero-posterior
acceleration is low or medium’’ (w1az

OR w2az
Þ.

& The fourth term in the antecedent describes the conditions
that constrain the phases duration. To control this duration,
we define two linguistic labels for each phase i: Tstayi

(which is
the maximum time that the phase i is expected to lasts) and
Tchangei

(which is the minimum time that phase i is expected to
lasts before changing to phase j). For example, in R11, we
calculate the membership degree of d1 to the linguistic label
Tstay, where d1 is the time that w1phase

40. Fig. 4 shows an
example of the linguistic labels Tstay1

and Tchange1
used to define

the temporal constraints of phase 1. In agreement with our
knowledge about the typical human gait cycle, we assign to
each phase a duration according to its percentage of the gait
period T, which is calculated using the Fast Fourier Transform
(FFT) (Brigham and Morrow, 1967) over the antero-posterior
acceleration (az).
& Finally, the consequent of the rule defines the next phase. To

calculate the validity degrees of the sentences associated with
each phase j (wjphase

), a weighted average using the firing degree
of each rule Rij (fij) is computed as defined in Eq. (1):

wjphase
¼

P4
i ¼ 1 fijP4

i ¼ 1

P4
j ¼ 1 fij

ð1Þ

where fij is calculated using the minimum for the AND operator
and the bounded sum of Łukasiewicz (Alsina et al., 2006) for the
OR operator.

Note that each rule of this set is, therefore, a complete
linguistic expression as can be seen in the following expanded
expression of the rule R11 to remain in phase 1: ‘‘If the previous
gait phase is double limb support after the reference limb swing
phase, and the dorso-ventral acceleration is low, and the antero-
posterior acceleration is low or medium, and it is time to remain in
this phase. Then, the current gait phase is double limb support after
the reference limb swing phase’’.

As an example of the performance of our proposal for human
gait modeling, Fig. 5 represents the validity degrees of each
sentence together with the dorso-ventral acceleration input vari-
able (uax ) and the antero-posterior acceleration input variable
(uaz ). It shows how this set of fuzzy rules is able to model
linguistically the four phases of the human gait.

It is worth noting that this is an especial type of PM, which is
applied here for the first time, i.e, in this paper, we contribute to
this research field by combining both of our previous results,
namely, GLMP and FFSM. The interested reader could see our
previous papers on FFSM for a more detailed description of this

paradigm and its applications (Alvarez-Alvarez et al., 2010, 2011b,
in press; Trivino et al., 2010a).

3.4. Dorso-ventral acceleration during each gait phase perception
mapping (PMâx

)

This PM belongs to an upper level of granularity (gait cycle
level). Its output CP is calculated for each gait cycle instead of
being calculated at each time instant. As can be seen in Fig. 3, it
has two CPs as inputs: the dorso-ventral acceleration and the gait
phase, i.e., U ¼ ðuax ,uphaseÞ.

The output CP yâx
includes the following set of NL sentences:

a11â x
- ‘‘The dorso-ventral acceleration is low during the double

limb support after the reference limb swing phase’’
a12â x

- ‘‘The dorso-ventral acceleration is low during the refer-
ence limb single support and swing phase of the opposite limb’’
a13â x

- ‘‘The dorso-ventral acceleration is low during the double
limb support after the opposite limb swing phase’’
a14â x

- ‘‘The dorso-ventral acceleration is low during the opposite
limb single support and swing phase of the reference limb’’
a21â x

- ‘‘The dorso-ventral acceleration is medium during the
double limb support after the reference limb swing phase’’
a22â x

- ‘‘The dorso-ventral acceleration is medium during the
reference limb single support and swing phase of the opposite
limb’’
a23â x

- ‘‘The dorso-ventral acceleration is medium during the
double limb support after the opposite limb swing phase’’
a24â x

- ‘‘The dorso-ventral acceleration is medium during the
opposite limb single support and swing phase of the reference
limb’’
a31â x

- ‘‘The dorso-ventral acceleration is high during the double
limb support after the reference limb swing phase’’
a32â x

- ‘‘The dorso-ventral acceleration is high during the refer-
ence limb single support and swing phase of the opposite limb’’
a33â x

- ‘‘The dorso-ventral acceleration is high during the double
limb support after the opposite limb swing phase’’
a34â x

- ‘‘The dorso-ventral acceleration is high during the oppo-
site limb single support and swing phase of the reference limb’’

The aggregation function (gâx
) calculates, for each gait cycle k,

the validity degrees wijâx
of each sentence. This function is defined

by Eq. (2), which merges the validity degrees of the input CPs at

Tstay1 Tchange1

d1 (s)
0 0.3T0.15T

d1 (s)
0 0.3T0.15T

0

0.5

1

0

0.5

1

Fig. 4. Temporal conditions for phase 1.
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Fig. 5. Graphical representation of the validity degrees of each sentence together
with the evolution of the dorso-ventral acceleration input variable (uax ) and the
antero-posterior acceleration input variable (uaz ).
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each time instant t during the total duration T of each cycle k:

wijâx
½k% ¼

PT
t ¼ 0 wiax

½t% 'wjphase
½t%

PT
t ¼ 0 wjphase

½t%
ð2Þ

3.5. Symmetry of the phases perception mapping (PMS13
, PMS24

)

In Fig. 3, we can see that these PMs are on an upper level of
granularity (complete gait level) compared to the previous one
because their output CPs are calculated for a complete gait instead
of being calculated for each gait cycle. These PMs have the dorso-
ventral acceleration during each gait phase as input CP. Therefore,
the set of input CPs is U ¼ ðuâx

Þ. The symmetry of a gait is obtained
by comparing the movement of both legs. We can analyze the
symmetry during the double limb support phases by comparing
the dorso-ventral acceleration during phases 1 and 3, or during
the swing phases by comparing the dorso-ventral acceleration
during phases 2 and 4. Each PM has a set of three NL sentences as
output CP, e.g., the output CP of PMS13

(yS13
) includes the following

set of NL sentences:

a1S13
- ‘‘The symmetry during the double limb support phase is

low’’
a2S13

- ‘‘The symmetry during the double limb support phase is
medium’’
a3S13

- ‘‘The symmetry during the double limb support phase is
high’’

The validity degrees (w1S13
,w2S13

,w3S13
) are obtained by means

of the aggregation function gS13
. This function makes use of the

Jaccard index (Hamers et al., 1989) as similarity function J(x,y),
which is defined using Eq. (3), in order to compare the dorso-
ventral acceleration of the different limbs during the same gait
phase

Jðx,yÞ ¼
1 if x¼ y¼ 0
minðx,yÞ
maxðx,yÞ

otherwise

8
><

>:
ð3Þ

First, we calculate three similarities for each gait cycle k:

& The similarity between the validity degrees of the sentences
a11âx

and a13âx
: Jðw11â x

½k%,w13â x
½k%Þ, which refer to a low dorso-

ventral acceleration during these phases.
& The similarity between the validity degrees of the sentences

a21âx
and a23â x

: Jðw21â x
½k%,w23âx

½k%Þ, which refer to a medium
dorso-ventral acceleration during these phases.
& The similarity between the validity degrees of the sentences

a31âx
and a33â x

: Jðw31â x
½k%,w33âx

½k%Þ, which refer to a high dorso-
ventral acceleration during these phases.

Then, we calculate the average value of the three similarities
by means of Eq. (4), which gives us a value of the symmetry
during the phases 1 and 3 (symmetry13½k%) for each gait cycle k:

symmetry13½k% ¼
Jðw11â x

½k%,w13âx
½k%Þþ Jðw21â x

½k%,w23â x
½k%Þþ Jðw31â x

½k%,w33â x
½k%Þ

3
ð4Þ

Once we have a complete set of symmetry values during the
total number of available cycles (symmetry13Þ, we apply the
ordered weighted averaging operator (OWA) (Dubois and Prade,
1985; Yager, 1988) showed in Eq. (5), over the lowest three values
of symmetry13 in order to obtain a conservative symmetry value

which ensures that the gait symmetry is low when any of the
steps is not symmetric during phases 1 and 3

symmetry013 ¼

3=6

2=6

1=6

2

64

3

75 ' symmetry13 ð5Þ

Finally, the validity degrees of the NL sentences associated to
the output CP yS13

, are calculated using Eqs. (6)–(8), which make
use of the trapezoidal membership functions showed in Fig. 6.
These membership functions convert the numerical value of
symmetry013A ½0;1% into three fuzzy linguistic values (low, med-
ium, and high)

w1S13
¼ low ðsymmetry013Þ ð6Þ

w2S13
¼medium ðsymmetry013Þ ð7Þ

w3S13
¼ high ðsymmetry013Þ ð8Þ

In the same way, the output CP of PMS24
(yS24

) includes the
following set of NL sentences:

a1S24
- ‘‘The symmetry during the swing phase is low’’

a2S24
- ‘‘The symmetry during the swing phase is medium’’

a3S24
- ‘‘The symmetry during the swing phase is high’’

Whose validity degrees (w1S24
,w2S24

,w3S24
) are obtained in a

similar way to the ones associated to the output CP yS13
, i.e., first

we obtain a complete set of symmetry values during the total
number of available cycles (symmetry24) using the Jaccard index
as showed in Eq. (4), then we apply the OWA operator to get the
value symmetry024, and finally the validity degrees are calculated
using Eqs. (9)–(11)

w1S24
¼ low ðsymmetry024Þ ð9Þ

w2S24
¼medium ðsymmetry024Þ ð10Þ

w3S24
¼ high ðsymmetry024Þ ð11Þ

3.6. Homogeneity of the phases perception mapping (PMH1
, PMH2

,
PMH3

, PMH4
)

These PMs, as the previous ones, are on an upper level of
granularity (complete gait level) because their output CPs are
calculated for a complete gait and they also have the dorso-ventral
acceleration during each gait phase as input CP. Therefore, the set of
input CPs is U ¼ ðuâx

Þ. The homogeneity of a gait is obtained by
comparing a gait with itself in subsequent instants of time and it is
calculated for each phase using two consecutive gait cycles. Each PM
has a set of three NL sentences as output CP, e.g., the output CP of

x
0 0.2 0.4 0.6 0.8 1

Low(x)
Medium(x)
High(x)

0

0.5

1

Fig. 6. Trapezoidal membership functions used to calculate the validity degree of
low, medium, and high values of the symmetry and the homogeneity.

A. Alvarez-Alvarez, G. Trivino / Engineering Applications of Artificial Intelligence ] (]]]]) ]]]–]]]6

Please cite this article as: Alvarez-Alvarez, A., Trivino, G., Linguistic description of the human gait quality. Eng. Appl. Artif. Intel.
(2012), doi:10.1016/j.engappai.2012.01.022

58



PMH1
(yH1

) includes the following set of NL sentences:

a1H1
- ‘‘The homogeneity during the double limb support after the

reference limb swing phase is low’’
a2H1

- ‘‘The homogeneity during the double limb support after the
reference limb swing phase is medium’’
a3H1

- ‘‘The homogeneity during the double limb support after the
reference limb swing phase is high’’

The validity degrees (w1H1
,w2H1

,w3H1
) are obtained by means of

the aggregation function gH1
. This function is similar to the one

explained for PMS13
and PMS24

, however, there is an important
difference: while in the previous PMs we are comparing the
dorso-ventral acceleration during phases 1 and 3 or during phases
2 and 4 for each gait cycle k, here, we compare the dorso-ventral
acceleration of a single phase i during the current gait cycle k and
the previous one k)1. Therefore, we calculate three similarities
for each gait cycle k (starting in the second gait cycle):

& The similarity between the validity degrees of the sentences
a11âx
½k)1% and a11âx

½k%:
Jðw11âx

½k%,w11â x
½k)1%Þ, which refer to a low dorso-ventral accel-

eration during phase 1 in the current gait cycle (k) and the
previous one (k)1Þ.
& The similarity between the validity degrees of the sentences

a21âx
½k)1% and a21âx

½k%:
Jðw21âx

½k%,w21â x
½k)1%Þ, which refer to a medium dorso-ventral

acceleration during phase 1 in the current gait cycle (k) and
the previous one (k)1Þ.
& The similarity between the validity degrees of the sentences

a31âx
½k)1% and a31âx

½k%:
Jðw31âx

½k%,w31â x
½k)1%Þ, which refer to a high dorso-ventral

acceleration during phase 1 in the current gait cycle (k) and
the previous one (k)1).

Then, we calculate the average value of the three similarities
by means of Eq. (12), which gives us a value of the homogeneity of
the phase 1 (homogeneity1½k%) for each gait cycle k

homogeneity1½k%

¼
Jðw11â x

½k%,w11â x
½k)1%Þþ Jðw21â x

½k%,w21â x
½k)1%Þþ Jðw31â x

½k%,w31â x
½k)1%Þ

3

ð12Þ

Once we have a complete set of homogeneity values of
phase 1 during the total number of available cycles (homogeneity1Þ,
we apply the OWA operator over the lowest three values of homo-
geneity1 in order to obtain a conservative homogeneity value of the
phase 1 as showed in Eq. (13)

homogeneity01 ¼

3=6

2=6

1=6

2

64

3

75 ' homogeneity1 ð13Þ

Finally, the validity degrees of the NL sentences associated to
the output CP yH1

, are calculated using Eqs. (14)–(16), which make
use of the trapezoidal membership functions shown in Fig. 6

w1H1
¼ lowðhomogeneity01Þ ð14Þ

w2H1
¼mediumðhomogeneity01Þ ð15Þ

w3H1
¼ highðhomogeneity01Þ ð16Þ

The rest of PMs, have the output CPs yH2
, yH3

, and yH4
; which

include NL sentences expressing if the homogeneity is low,
medium, or high during each gait phase. Their aggregation
functions work similar to gH1

, they compare the dorso-ventral
acceleration during each single phase, then they get an

homogeneity value of the complete gait for each phase using
the OWA operator, and finally this value is qualified as low,
medium and high using the trapezoidal membership functions.

3.7. Symmetry of the gait perception mapping (PMS)

This PM has two CPs as inputs: the symmetry during the
double limb support phases and the symmetry during the swing
phases. Therefore, the set of input CPs is U ¼ ðuS13

,uS24
Þ. This PM

includes a set of three NL sentences in its output CP (yS)

a1S
- ‘‘The symmetry of the gait is low’’

a2S
- ‘‘The symmetry of the gait is medium’’

a3S
- ‘‘The symmetry of the gait is high’’

The aggregation function (gS) calculates the validity degrees
(wiS ) for each sentence. This function is defined by Eq. (17), which
calculates the average value of each pair of validity degrees of the
input CPs associated with a low, medium, and high symmetry

wiS ¼
wiS13
þwiS24

2
ð17Þ

3.8. Homogeneity of the gait perception mapping (PMH)

This PM has four CPs as inputs: the homogeneities of each of
the four phases. Therefore, the set of input CPs is
U ¼ ðuH1

,uH2
,uH3

,uH4
Þ. This PM has a set of three NL sentences as

output CP (yH)

a1H
- ‘‘The homogeneity of the gait is low’’

a2H
- ‘‘The homogeneity of the gait is medium’’

a3H
- ‘‘The homogeneity of the gait is high’’

The aggregation function (gH) calculates the validity degrees
(wiH ) for each sentence. This function is defined by Eq. (18), which
calculates the average value of the four validity degrees of the
input CPs associated with a low, medium, and high homogeneity

wiH ¼
wiH1
þwiH2

þwiH3
þwiH4

4
ð18Þ

3.9. Quality of the gait perception mapping (PMQ)

The top PM has two CPs as inputs: the symmetry and the
homogeneity of the gait. Therefore, the set of input CPs is
U ¼ ðuS,uHÞ. We have defined five different levels of quality: very
low, low, medium, high, and very high. Therefore, the output CP
yQ has the following set of five possible sentences:

a1Q
- ‘‘The gait quality is very low’’

a2Q
- ‘‘The gait quality is low’’

a3Q
- ‘‘The gait quality is medium’’

a4Q
- ‘‘The gait quality is high’’

a5Q
- ‘‘The gait quality is very high’’

The aggregation function (gQ) is an expert knowledge based
fuzzy rule-based system, with one rule for each sentence:

R1: IF a1S
AND a1H

THEN a1Q

R2: IF (a1S
AND a2H

) OR (a2S
AND a1H

) THEN a2Q

R3: IF (a1S
AND a3H

) OR (a3S
AND a1H

) OR (a2S
AND a2H

)
THEN a3Q

R4: IF (a2S
AND a3H

) OR (a3S
AND a2H

) THEN a4Q

R5: IF a3S
AND a3H

THEN a5Q
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The consequents of the rules define the gait quality. To calculate
the validity degrees of the sentences associated with the different
levels of gait quality (wiQ ), a weighted average using the firing
degree of each rule Ri (fi) is computed as defined in Eq. (19)

wiQ ¼
fiP5

i ¼ 1 fi

ð19Þ

Each rule of this set is a complete linguistic expression as can
be seen in the following expanded expression of the rule R4 that
predicts a high value of the gait quality: ‘‘If the gait symmetry is
medium and the gait homogeneity is high, or if the gait symmetry is
high and the gait homogeneity is low. Then the gait quality is high’’.

4. Experimentation

In this section, we present the experimental results obtained
with our proposal. First, Section 4.1 presents the experimental
setup, which includes the data acquisition details. Then, the next
subsection shows and discusses the obtained results for different
people’s gait and different gaits of the same person.

4.1. Experimental setup

The data acquisition was done using a sensor device including
a three-axial accelerometer and Bluetooth communication cap-
abilities. It was attached to a belt, centered in the back of each
person providing measurements of the three orthogonal accel-
erations with a frequency of 100 Hz. We programmed a personal
digital agenda (PDA) to receive the data via a Bluetooth connec-
tion and to record it with a timestamp. Therefore, every record
contained the information: ðt,ax,ay,azÞ where t is each instant of
time, ax is the dorso-ventral acceleration, ay is the medio-lateral
acceleration, and az is the antero-posterior acceleration. As
explained in Section 3, in this work we only use ax and ay. We
asked each person to walk a certain distance at a self-selected
walking speed which comprises around 10 complete gait cycles.
This process was repeated 10 times for each person producing a
total of 10 datasets for each person.

To evaluate the proposed approach, we collected the acceleration
signals of a set of 17 different people in order to assess the gait
quality of each person. One set of people consisted of 15 healthy
adults, 3 women and 12 men, with ages ranging between 23 and 51
years (with an average age of 30 years) and weights between 45 and
95 kg (with an average of 74 kg). The remaining two individuals
have different lesions that modify their gait quality.

The first injured person was a 28 years old man with a weight
of 88 kg that was not previously in our database. He suffered a
medial malleolus (which is the prominence on the inner side of
the ankle) fracture in the left limb. After that, he was undergo
under parallel screw fixation of the medial malleolus surgery, and
followed a rehab treatment during one and half months. We only
had two gait data sets obtained after one month of rehab
treatment and when this treatment was finished.

The other injured individual was a 39 years old man with a
weight of 93 kg whose gaits were in our database as a healthy
individual for another study only related to gait modeling (Alvarez-
Alvarez et al., in press), but one month after capturing his data he
seriously injured his left knee (meniscus tear) playing football. After
that, he was undergo under a meniscus removal (meniscectomy)
using arthroscopic surgery, and followed a rehab treatment during
one month. Therefore, we have a complete database of different
gaits of this person that will show the gait quality evolution.

4.2. Results and discussion

This section presents the results obtained for each person. It
shows the different summaries obtained about the gait quality of
the people. We have divided the results into three parts: first, the
results related to healthy people are showed; second, we analyze
the obtained sentences related to the person injured in his ankle;
and finally, we focus on the gait quality evolution of the man
injured in his knee by comparing his healthy gaits versus the gait
data obtained after the lesion.

4.2.1. Healthy people
Table 1 shows the validity degrees of the sentences associated

with the gait qualities of the 15 healthy individuals. Those validity
degrees whose value is the maximum for each attribute are
boldfaced. Therefore, the generated sentences are those ones
which have the maximum validity degrees as can be seen in the
following examples:

& ‘‘The gait quality of person 2 is very high because the gait
symmetry is high and the gait homogeneity is high’’.
& ‘‘The gait quality of person 6 is medium because the gait

symmetry is medium and the gait homogeneity is medium’’.
& ‘‘The gait quality of person 15 is high because the gait

symmetry is medium and the gait homogeneity is high’’.

It can be clearly seen how the quality of these gaits is always
medium or greater than medium, being high for six people and
very high for two people.

Table 1
Validity degrees of the sentences associated with the gait qualities of the healthy people.

Person w1Q
w2Q

w3Q
w4Q

w5Q
w1S

w2S
w3S

w1H
w2H

w3H

1 0.00 0.00 0.11 0.31 0.58 0.00 0.35 0.65 0.00 0.12 0.88
2 0.00 0.00 0.00 0.00 1.00 0.00 0.00 1.00 0.00 0.00 1.00
3 0.00 0.04 0.40 0.42 0.14 0.05 0.78 0.17 0.00 0.49 0.51
4 0.02 0.02 0.49 0.25 0.22 0.02 0.69 0.29 0.02 0.64 0.34
5 0.00 0.00 0.36 0.42 0.22 0.00 0.73 0.27 0.00 0.47 0.53
6 0.09 0.21 0.66 0.04 0.00 0.24 0.76 0.00 0.10 0.85 0.05
7 0.00 0.04 0.40 0.34 0.22 0.05 0.65 0.30 0.00 0.55 0.45
8 0.00 0.00 0.29 0.38 0.33 0.00 0.53 0.47 0.00 0.42 0.58
9 0.12 0.22 0.49 0.17 0.00 0.28 0.72 0.00 0.15 0.63 0.22

10 0.02 0.04 0.51 0.24 0.19 0.02 0.74 0.24 0.05 0.65 0.30
11 0.00 0.00 0.28 0.40 0.32 0.00 0.55 0.45 0.00 0.39 0.61
12 0.11 0.15 0.24 0.26 0.24 0.17 0.44 0.39 0.23 0.37 0.40
13 0.15 0.16 0.56 0.10 0.03 0.20 0.77 0.03 0.19 0.68 0.13
14 0.00 0.00 0.48 0.41 0.11 0.00 0.87 0.13 0.00 0.54 0.46
15 0.00 0.01 0.40 0.49 0.10 0.02 0.88 0.10 0.00 0.45 0.55
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4.2.2. Man injured in his ankle
Table 2 shows the validity degrees of the sentences associated

with the gait quality of the man injured in his ankle. As explained
above, the generated sentences are those ones which have the
maximum validity degrees. Thanks to the hierarchical fashion of
the GLMP, the final recipient of the report can choose the
granularity level which better fits to her/his desired detail. In
this case, the report not only details the quality, symmetry and
homogeneity of the gait but also details the symmetry and
homogeneity during each gait phase

& ‘‘After 30 days of rehab treatment, the gait quality of this
person is low because the gait symmetry is low and the gait
homogeneity is medium. The gait symmetry is medium
because the symmetry during the double limb support phase
is low and the symmetry during the swing phase is low. The
gait homogeneity is medium because the homogeneity during
the double limb support after the reference limb swing phase
is medium, the homogeneity during the reference limb single
support and swing phase of the opposite limb is medium, the
homogeneity during the double limb support after the oppo-
site limb swing phase is low, and the homogeneity during the
opposite limb single support and swing phase of the reference
limb is medium’’.
& ‘‘After 45 days of rehab treatment, the gait quality of this

person is medium because the gait symmetry is medium and
the gait homogeneity is medium. The gait symmetry is

medium because the symmetry during the double limb sup-
port phase is medium and the symmetry during the swing
phase is medium. The gait homogeneity is medium because
the homogeneity during the double limb support after the
reference limb swing phase is medium, the homogeneity
during the reference limb single support and swing phase of
the opposite limb is medium, the homogeneity during the
double limb support after the opposite limb swing phase is
medium, and the homogeneity during the opposite limb single
support and swing phase of the reference limb is medium’’.

4.2.3. Man injured in his knee
Finally, Table 3 shows the validity degrees of the sentences

associated with the gait quality of the man injured in his knee. In
this case, we have three different situations: one set of gaits before
the lesion (second column), different gait sets taken at different days
after the knee lesion (columns three, four, and five), and different
gait sets after the surgery (columns six and seven). The short
versions of the reports (without the details about symmetry and
homogeneity during each gait phase) are listed as follows:

& ‘‘Before the knee lesion, the gait quality is high because the
gait symmetry is medium and the gait homogeneity is high’’.
& ‘‘28 days after the knee lesion, the gait quality is very low because

the gait symmetry is low and the gait homogeneity is low’’.
& ‘‘35 days after the knee lesion, the gait quality is low because

the gait symmetry is low and the gait homogeneity is
medium’’.
& ‘‘42 days after the knee lesion, the gait quality is low because

the gait symmetry is low and the gait homogeneity is low’’.
& ‘‘71 days after the knee lesion and 27 days after the surgery,

the gait quality is medium because the gait symmetry is low
and the gait homogeneity is medium’’.
& ‘‘195 days after the knee lesion and 151 days after the surgery,

the gait quality is high because the gait symmetry is medium
and the gait homogeneity is medium’’.

As can be seen in these results, this person had a high gait
quality before this lesion, which drastically was reduced after the
lesion. Our proposal is able to identify correctly the gait quality
during these different phases.

Moreover, thanks to the granularity of our proposal, we can
directly describe the main details for each gait quality level in each
period of time. For example, the gait quality is high 195 days after
the knee lesion and 151 days after the surgery, but the homogeneity
during the second phase (reference limb single support and swing
phase of the opposite limb) is medium in contrast with the gaits
obtained before the knee lesion (where it was high). This can be
explained at the gait cycle level (see Fig. 3) by analyzing the
sentences related to the dorso-ventral acceleration during each gait
phase CP (âx), in this case, the validity degrees of the sentence ‘‘The
dorso-ventral acceleration is low during the reference limb single
support and swing phase of the opposite limb’’ (w12â x

) are zero in
some cycles while during another cycles are greater than zero, thus
reducing the homogeneity of the gait during this phase. Therefore,
we can produce a linguistic expression that explains the causes at
gait cycle level, e.g., ‘‘the homogeneity during the reference limb single
support and swing phase of the opposite limb is medium because the
dorso-ventral acceleration during this phase sometimes is low while
other times is not’’.

5. Conclusions and future works

This paper presents important results of a long term research
project aimed to develop computational systems able to generate

Table 2
Validity degrees of the sentences associated with the gait quality of the man
injured in his ankle.

Sentence After 30 days of
rehab treatment

After 45 days of
rehab treatment

w1Q
0.23 0.15

w2Q
0.44 0.16

w3Q
0.31 0.66

w4Q
0.02 0.03

w5Q
0.00 0.00

w1S
0.59 0.17

w2S
0.41 0.83

w2S
0.00 0.00

w1H
0.30 0.18

w2H
0.67 0.78

w3H
0.03 0.04

w1S13
1.00 0.06

w2S13
0.00 0.94

w3S13
0.00 0.00

w1S24
0.18 0.29

w2S24
0.82 0.71

w3S24
0.00 0.00

w1H1
0.00 0.00

w2H1
0.89 0.92

w3H1
0.11 0.08

w1H2
0.06 0.40

w2H2
0.94 0.60

w3H2
0.00 0.00

w1H3
0.92 0.00

w2H3
0.08 0.92

w3H3
0.00 0.08

w1H4
0.23 0.32

w2H4
0.77 0.68

w3H4
0.00 0.00
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linguistic descriptions of complex phenomena. Here, we have used
the human gait as an interesting example of complex phenomenon
evolving in time. We have shown that the new version of GLMP
including a FFSM is an expressive tool to represent the behavior of
this type of phenomena in a human friendly way.

In the current stage of development, we have generated linguistic
descriptions that correspond to the context of a laboratory experi-
mental setup. In future projects, we will deep into two important
fields, namely, Linguistics in order to improve the generated texts,
and the specific application field, in order to improve the meaning
and, therefore, the usability of these texts. We will deal with
applying these results to generate NL expressions in the context of
specific applications, e.g., to assess the risk of falling in elderly
people and to monitor the recovery process in physiotherapy.

The main contribution of this paper is the practical result of a
user friendly model of the human gait. Moreover, this is an
example of other possible linguistic models of complex quasi-
periodic phenomena, e.g., other biological cycles such as the
breath rhythm or the electrocardiogram signals, or artificial cycles
such as the ones produced during the manufacturing processes of
many products. In this paper, we show results that demonstrate
the feasibility of these future projects.
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In the field of intelligent transportation systems, one important challenge consists of maintaining
updated the electronic panels installed in roads with relevant information expressed in natural language.
Currently, these messages are produced by human experts. However, the amount of data to analyze in
real time and the number of available experts are imbalanced and new computational tools are required
to assist them in this work. Moreover, the same problem appears when we deal with automatically gen-
erating linguistic reports to assist traffic managers that must take their decisions based on large amounts
of quickly evolving information.

In this paper, we contribute to solve this problem by designing a computational application based on
our research in the field of computational theory of perceptions. Here, we present an application where
we generate linguistic descriptions of the traffic behavior evolving in time and changing between differ-
ent levels of service. We include some results obtained with both, simulated and real data.

! 2012 Elsevier Ltd. All rights reserved.

1. Introduction

Intelligent transportation systems (ITS) aim to get safer traffic
conditions and comfort in transportation, and also to increase the
road traffic efficiency by improving the functionality of cars and
roads (Angulo, Romero, Garca, Serrano-Guerrero, & Olivas, 2011;
Bas, 2007; Button & Hensher, 2001).

Due to increasing social demands of mobility and safety in road
transportation and the increasing computer capabilities, the need
of automatic, economic and real-time solutions for reliable traffic
flow analysis becomes a priority for many governments. In this
context, one goal of automatic traffic analysis is the detection
and tracking of vehicles driving through a controlled area in order
to discover abnormal events such as traffic congestions, speed vio-
lations, some other illegal behavior of drivers or even the detection
of accidents (Atkiciounas, Blake, Juozapavicius, & Kazimianec,
2005; Durduran, 2010). The availability of new suitable computa-
tional applications certainly will improve the efficiency of roads,
assisting in the quick detection of traffic alarms, and also helping
to foresee some problems when traffic is normal in road and
highways.

An interesting and paradigmatic problem consists of generat-
ing dynamically the most adequate natural language (NL) mes-

sages to communicate with drivers using electronic panels
installed in the roads. Currently, these messages are produced
by human experts but this task can be tough and tedious. More-
over, the balance between the amount of changing data to analyze
and the number of experts available is getting worse dramatically.
This situation causes the need of computational systems that can
interpret and describe linguistically the large amount of available
information.

In Drane and Rizos (1998), we can found a survey of technolo-
gies for locating the position of vehicles on the road. In this direc-
tion, the works by Wen show an intelligent traffic management
expert system with radio frequency identification (RFID) technol-
ogy (Wen, 2010) and a dynamic and automatic traffic light control
expert system for solving road congestion problems (Wen, 2008).
In Messelodi et al. (2009), authors present a technology to collect
and organize data about the vehicles moving in a road network.
Nevertheless, to the best of our knowledge, currently, a technology
able to generate automatic linguistic descriptions of the traffic
behavior in a granular fashion is not available.

In this paper, we aim to contribute to this field by presenting a
computational application able to generate linguistic descriptions
in real-time about the traffic evolution. Our approach is based on
the use of Fuzzy Logic (FL), which is widely recognized for its
ability for linguistic concept modeling and its use in system iden-
tification (Quek, Pasquier, & Lim, 2009). On the one hand, semantic
expressiveness, using linguistic variables (Zadeh, 1975a, 1975b,
1975c) and rules (Mamdani, 1977; Zadeh, 1973), is quite close
to NL. On the other hand, being universal approximators (Castro,
1995) fuzzy inference systems are able to perform nonlinear
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mappings between inputs and outputs. More specifically, our ap-
proach is based on the computational theory of perceptions (CTP)
introduced in the Zadeh’s seminal paper ‘‘From computing with
numbers to computing with words - from manipulation of mea-
surements to manipulation of perceptions’’ (Zadeh, 1999) and fur-
ther developed in subsequent papers. CTP provides a framework to
develop computational systems with the capability of computing
with the meaning of NL expressions, i.e., with the capacity of com-
puting with imprecise descriptions of the world in a similar way
that humans do it.

In previous works on this line, we have generated linguistic
descriptions of different types of phenomena. For example, we
generated financial reports from data taken from the Spanish
securities market commission (CNMV) (Mendez-Nunez & Trivino,
2010) and linguistic descriptions about relevant features of the
Mars’ Surface (Alvarez-Alvarez, Sanchez-Valdes, & Trivino,
2011a). Specifically, in the field of ITS, we generated linguistic
reports about the traffic on roundabouts (Trivino et al., 2010b)
and we generated assessing reports in truck driving simulators
(Eciolaza & Trivino, 2011; Eciolaza, Trivino, Delgado, Rojas, &
Sevillano, 2011).

In this work, we focused on the perception of change. We ex-
plored possibilities to perform linguistic descriptions of how the
traffic evolves in time. We have researched on how to model the
meaning of sentences such as ‘‘the phenomenon is changing from
state A to state B’’. In order to model the evolution of phenomena
in time, we have used our previous works on fuzzy finite state ma-
chines (FFSMs). Here, we have extended the use of the FFSM’s out-
put function to be used with this aim. With a different approach,
see in Pouzols, Barriga, Lopez, and Solano (2008) how this idea
has also been explored with the aim of summarizing network flow
statistics.

The remainder of this paper is organized as follows. Section 2
presents the main concepts of our approach to linguistic descrip-
tion of complex phenomena evolving in time. Section 3 describes
how to use these concepts for the linguistic description of the traf-
fic behavior. Afterwards, Section 4 describes the experimentation
carried out. Finally, Section 5 draws some conclusions and intro-
duces some future research works.

2. Linguistic description of complex phenomena

In this section, we present several basic concepts of our contri-
bution to CTP aimed to develop computational systems able to
generate linguistic descriptions of phenomena. According to Zadeh,
the object of perceptions are not only the attributes of objects, e.g.,
the distance, velocity and angle. The object of perceptions can be
the whole systems, e.g., a person parking a car, the traffic in a
roundabout, the air-conditioned system in buildings, etc. In this
way, we use the term phenomenon to represent an object, or a
set of interrelated objects, that is perceived in the computer envi-
ronment. Phenomena are located in certain context and evolve in
time among different situation types.

The Granular linguistic model of a phenomenon (GLMP) is
based on subjective perceptions of a domain expert that we call de-
signer. The more experienced designer, with better understanding
and use of NL, the richer the model with more possibilities of
achieving and responding to final users’ needs and expectations.
The designer uses the resources of the computer, e.g., sensors, to
acquire data about a phenomenon and uses her/his own experi-
ence to interpret these data and to create the model. Then, the de-
signer uses the resources of the computer to produce the linguistic
utterances. In the following subsections, we introduce the main
elements of our architecture for the linguistic description of com-
plex phenomena.

2.1. Computational perception (CP)

A CP is the computational model of a unit of information ac-
quired by the designer about the phenomenon to be modeled. In
general, CPs correspond to particular details of the phenomenon
at certain degrees of granularity. A CP is a couple (A,W) where:

A = (a1,a2, . . . ,an) is a vector of n linguistic expressions (words or
sentences in NL) that represents the whole linguistic domain of
the CP. Each ai describes the value of the CP in each situation
with specific granularity degree. These sentences can be either
simple, e.g., ai = ‘‘Traffic density is high’’ or more complex, e.g.,
ai = ‘‘Usually, at midday, the traffic density increases in this part
of the road’’.
W = (w1,w2, . . . ,wn) is a vector of validity degrees wi 2 [0,1]
assigned to each ai in the specific context. The concept of valid-
ity depends on the application, e.g., it is a function of the truth-
fulness and relevance of each sentence in its context of use.

In this application paper, in order to model our perception of
temporal evolution of phenomena, we applied a paradigm com-
posed of three types of CP, namely, the perception of the current
state (assertive CP), the perception of the trend to evolve (deriva-
tive CP) and the summary of accumulated perceptions (integrative
CP). The assertive CP is associated with a linguistic expression of
the current state of a characteristic of the phenomenon, e.g., ‘‘the
traffic density is high’’. The derivative CP corresponds to trend anal-
ysis information and gives insight into how the phenomenon is
evolving in time, e.g., ‘‘the traffic density is decreasing’’. Finally, the
integrative CP represents the accumulated perception of the phe-
nomenon over a period of time, e.g., ‘‘the traffic density in the last
period has been low’’.

2.2. Perception mapping (PM)

We use PMs to create and aggregate CPs. A PM is a tuple
(U,y,g,T) where:

U = (u1,u2, . . . ,un) is a vector of n input CPs ui ¼ ðAui ;Wui Þ. In the
special case of first order perception mappings (1-PMs), these
are the inputs to the GLMP and they are values z 2 R being pro-
vided either by a sensor or obtained from a database.
y = (Ay,Wy) is the output CP.
Wy ¼ gðWu1 ;Wu2 ; . . . ;Wun Þ is an aggregation function employed
to calculate Wy ¼ ðw1;w2; . . . ;wny Þ from the input CPs. In FL,
many different types of aggregation functions have been devel-
oped. For example, g might be implemented using a set of fuzzy
rules. In the case of 1-PMs, g is built using a set of membership
functions lai

ðzÞ as follows: Wy ¼ ðla1
ðzÞ;la2

ðzÞ; . . . ;lany
ðzÞÞ

¼ ðw1;w2; . . . ;wny Þ
T is a text generation algorithm that allows generating the sen-
tences in Ay. In simple cases, T is a linguistic template, e.g., ‘‘road
vehicle density is {highjmediumjlow}’’.

There are many types of PMs. In this paper, we contribute to this
research line by exploring two of them focused on describing how
phenomena evolve on time. In Section 3.2.8, we introduce a PM
based on fuzzy quantifiers and in Section 3.2.9, we introduce a
PM based on a FFSM.

2.3. Granular linguistic model of a phenomenon (GLMP)

The GLMP consists of a network of PMs. Each PM receives a set
of input CPs and transmits upwards a CP. We say that each output
CP is explained by the PM using a set of input CPs. In this network,
each CP covers specific aspects of the phenomenon with certain
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degree of granularity. Using different aggregation functions and
different linguistic expressions, the GLMP paradigm allows the de-
signer to model computationally her/his perceptions.

Fig. 1 shows an example of a GLMP. In this example, we describe
the phenomenon at a very basic level in terms of three input vari-
ables that provide values z1, z2, and z3 respectively at a certain in-
stant of time. These variables are introduced in the perception
mappings PM1, PM2 and PM3, providing CP1, CP2 and CP3. Using
these three 1-CPs, we use the perception mappings PM4 and PM5

to explain CP4 and CP5. Finally, a top-order description of the phe-
nomenon is provided, at the highest level of abstraction, by CP6, ex-
plained by PM6 in terms of CP4 and CP5. Notice that, by using this
structure, one can provide not only a linguistic description of the
phenomenon at a certain level, but an explanation in terms of lin-
guistic expressions at lower levels.

2.4. Report generator

Fig. 2, shows the basic architecture of our report generator. The
main processing modules of this computational system are,
namely, the data acquisition (DAQ) module, the validity module,
and the expression module that are described in the following
sections.

2.4.1. DAQ module
This processing module provides the data needed to feed the 1-

CPs. The data acquisition module provides the interface with the
application physical environment. This module could include
either sensors or access to information in a database. In this paper
we generate examples of these data using both, a road traffic sim-
ulator and an image processing module.

2.4.2. Validity module
Once a sample of input data is available, the validity module

uses the aggregation functions in the GLMP to calculate the validity

degree of each CP. Therefore, this module provides as output a col-
lection of linguistic clauses together with associated degrees of
validity.

2.4.3. Expression module
Provided a set of valid linguistic clauses, the goal is to combine

this information to build a linguistic report. This module deals with
generating the most relevant linguistic report by choosing and con-
necting the adequate linguistic clauses based on a report template
data structure.

3. Linguistic description of traffic behavior

This section describes how to apply our approach for linguistic
description of complex phenomena to the analysis of the traffic
behavior. We explain the relevant modules needed to produce
the linguistic description of traffic behavior.

From the study of several sources, including the Highway
Capacity Manual (Board, 1985), we obtained a first list of parame-
ters about the traffic behavior that our reports should contain,
namely, the speed of vehicles, traffic density and level of service
in road (LOS). These parameters allow us to report the traffic
behavior and to study anomalous situations that may occur, e.g.,
a vehicle traveling at a speed too high or too low, a vehicle circu-
lating in opposite direction. To enrich the report, the linguistic
description should include a time reference to place each event
in the fraction of time in which it occurred.

3.1. DAQ module

Here, we used basic measures of traffic parameters that can be
obtained from different type of sensors, e.g., video cameras, radar,
pressured hoses and inductive burial loops. These basic measures
are, namely, the vehicles speed (vs), the average road speed (rs),
that is calculated as the average of speeds at each moment, and
the traffic density (td), which is calculated as the percentage of
road that is occupied at each time instant.

3.2. Validity module

Fig. 3 shows a GLMP which tries to summarize and highlight the
relevant aspects of the traffic behavior. In the following subsec-
tions, we describe each of the PMs and associated CPs in this model.

3.2.1. Road speed (1-PMRS)
It is an assertive 1-PM whose input is the numerical value of the

average road speed (rs 2 R). The output CP yRS includes the follow-
ing set of NL sentences:Fig. 1. Example of a simple GLMP.

Fig. 2. Main components of the proposed architecture of our report generator.
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aRS1 ! ‘‘The average road speed is very low’’
aRS2 ! ‘‘The average road speed is low’’
aRS3 ! ‘‘The average road speed is medium’’
aRS4 ! ‘‘The average road speed is high’’
aRS5 ! ‘‘The average road speed is very high’’

As in the rest of 1-PMs described in the following subsections, the
validity degrees are obtained by means of a set of uniformly distributed
trapezoidal membership functions (MFs) forming a strong fuzzy partition
(SFP) (Ruspini, 1969). Here, e.g., the validity degrees are directly
wRS1 ¼ VLRSðrsÞ; wRS2 ¼ LRSðrsÞ; wRS3 ¼ MRSðrsÞ; wRS4 ¼ HRSðrsÞ, and
wRS5 ¼ VHRSðrsÞ.

3.2.2. Road speed trend (1-PMRST)
This derivative 1-PM has validity degrees obtained from the

numerical derivative of rs (drs/dt). It allows to generate the follow-
ing set of NL sentences:

aRST1 ! ‘‘The average road speed is decreasing’’
aRST2 ! ‘‘The average road speed is keeping constant’’
aRST3 ! ‘‘The average road speed is increasing’’

3.2.3. Road speed in the last period (1-PMRSLP)
It is an integrative 1-PM whose input is the numerical value of

the average road speed (rs 2 R). The output CP yRSLP includes the
following set of NL sentences:

aRSLP1 ! ‘‘The average road speed in the last period was very low’’
aRSLP2 ! ‘‘The average road speed in the last period was low’’
aRSLP3 ! ‘‘The average road speed in the last period was medium’’
aRSLP4 ! ‘‘The average road speed in the last period was high’’
aRSLP5 ! ‘‘The average road speed in the last period was very high’’

The validity degrees are obtained by means of the aggregation
function gRSLP, which calculates the average value of rs during a
period (rs) defined empirically.

3.2.4. Traffic density perception mapping (1-PMTD)
It is an assertive 1-PM that produces the following set of NL

sentences:

aTD1 ! ‘‘The traffic density is extremely low’’
aTD2 ! ‘‘The traffic density is very low’’
aTD3 ! ‘‘The traffic density is low’’
aTD4 ! ‘‘The traffic density is high’’
aTD5 ! ‘‘The traffic density is very high’’
aTD6 ! ‘‘The traffic density is extremely high’’

3.2.5. Traffic density trend (1-PMTDT)
This derivative 1-PM has validity degrees obtained from the

numerical derivative of td (dtd/dt). It allows to generate the follow-
ing set of NL sentences:

aTDT1 ! ‘‘The traffic density is decreasing’’
aTDT2 ! ‘‘The traffic density is keeping constant’’
aTDT3 ! ‘‘The traffic density is increasing’’

3.2.6. Traffic density in the last period (1-PMTDLP)
It is an integrative 1-PM that produces the following set of NL

sentences:

aTDLP1 ! ‘‘The average road speed in the last period was very low’’
aTDLP2 ! ‘‘The average road speed in the last period was low’’
aTDLP3 ! ‘‘The average road speed in the last period was medium’’
aTDLP4 ! ‘‘The average road speed in the last period was high’’
aTDLP5 ! ‘‘The average road speed in the last period was very high’’

Fig. 3. GLMP for the linguistic description of the traffic behavior. The circles represent perception mappings while the rectangles stand for computational perceptions.
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The validity degrees are obtained by means of the aggregation
function gTDLP, which calculates the average value of td during a
period (td) defined empirically.

3.2.7. Vehicle speed (1-PMVS)
This assertive 1-PM produces, for each detected vehicle, the fol-

lowing set of NL sentences:

aVS1 ! ‘‘The vehicle speed is very low’’
aVS2 ! ‘‘The vehicle speed is low’’
aVS3 ! ‘‘The vehicle speed is medium’’
aVS4 ! ‘‘The vehicle speed is high’’
aVS5 ! ‘‘The vehicle speed is very high’’

3.2.8. Unsafe speed conditions (2-PMUSC)
This integrative 2-PM aggregates the information provided by

1-CPVS during a period of time. Its output includes the following
set of NL sentences where we combine crisp quantifying expres-
sions with imprecise quantifying expressions:

aUSC0 ! ‘‘Zero vehicles speeding’’
aUSC1 ! ‘‘One vehicle speeding’’
aUSC2 ! ‘‘Two vehicles speeding’’
aUSC3 ! ‘‘Three vehicles speeding’’
aUSC4 ! ‘‘Four vehicles speeding’’
aUSC5 ! ‘‘Several vehicles speeding’’
aUSC6 ! ‘‘Many vehicles speeding’’

The validity degrees are obtained by means of the aggregation func-
tion gUSC, which is based on the a-cuts method proposed by Delgado,
Sánchez, and Vila (2000). For example, using the validity degree wVS5

of ‘‘The vehicle speed is very high’’, we calculate the percentage of vehi-
cles with a very high speed contained at each a-level (Na) by means of
Eq. (1), with a 2 A = {0,0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9}.

Na ¼
1
n

Xn

i¼1

FaðwVS5 Þ ð1Þ

where:

FaðwVS5 Þ ¼
1 if wVS5 > a
0 if wVS5 6 a

!
ð2Þ

Then, we calculate the membership degree of each Na to each
element of the set of linguistic quantifiers: {Q0, . . . ,Q6} =
{Zero,One,Two,Three,Four,Various,Many}, e.g., lQ3

ðNaÞ ¼ ThreeðNaÞ.
Fig. 4 shows these linguistic labels defined on the domain of the
number of vehicles n.

The last step is to calculate the average value of the member-
ship degrees obtained for each a-level using Eq. (3). The number
of elements in the set A is the resolution degree, i.e., here,
jAj = 10.

wUSCi ¼
1
jAj
X

8a2A

lQi
ðNaÞ ð3Þ

This final value contains the relevant information about the
amount of vehicles circulating at a very high speed, e.g., the valid-
ity degree of the sentence ‘‘Three vehicles speeding’’ (wSA3 ) will be
determined by Eq. (4):

wUSC3 ¼
1
jAj
X

8a2A

ThreeðNaÞ ð4Þ

3.2.9. Level of service (2-PMLOS)
The level of service (LOS) is a measure used by traffic engineers to

determine the effectiveness of elements of transportation infra-
structure. LOS is most commonly used to analyze highways by cate-

gorizing traffic flow with corresponding safe driving conditions. The
Highway Capacity Manual (Board, 1985) distinguishes between six
levels of service: A, B, C, D, E, and F. Therefore, we have defined an
assertive output CP (yLOS) that identifies these six levels having the
following set of possible sentences:

aLOS1 ! ‘‘The level of service is A. Free-flow operation’’
aLOS2 ! ‘‘ The level of service is B. Reasonably free flow, the

ability to maneuver is only slightly restricted and the
effects of minor incidents still are easily absorbed’’

aLOS3 ! ‘‘The level of service is C. Stable flow, speeds at or near
free-flow and queues may form’’

aLOS4 ! ‘‘The level of service is D. Approaching unstable flow,
speeds decline slightly with increasing flows while
density increases more quickly’’

aLOS5 ! ‘‘The level of service is E. Unstable flow, with operation
near or at capacity and no usable gaps in the traffic
stream’’

aLOS6 ! ‘‘The level of service is F. Forced or breakdown flow,
queues form behind breakdown points and demand is
greater than capacity’’

This 2-PM has two 1-CPs as inputs: the traffic density (1-CPTD)
and its trend (1-CPTDT).

The aggregation function (gLOS) calculates, at each time instant
(t), the value of the validity degrees for each sentence based on
the previous validity degrees (time instant t $ 1) and current input
CPs. Therefore, the aggregation function is a FFSM. For a more de-
tailed description of this paradigm and its applications, the inter-
ested reader could see our previous papers (Alvarez-Alvarez,
Trivino, & Cordón, 2012, 2011b, 2010; Trivino, Alvarez-Alvarez, &
Bailador, 2010a). Fig. 5 shows how we use a FFSM to define con-
straints on the possibilities to change of LOS. Using this state dia-
gram, we identify 16 fuzzy rules: 6 rules (Rii) to remain in each
LOS and other 10 rules (Rij) to change between different LOS. This
rule base is defined using expert knowledge based on the descrip-
tions of the Highway Capacity Manual (Board, 1985), which links
terms related to traffic density and its evolution along time. It is
clear how the system evolution is given by the traffic density,
which has a different associated linguistic term for each LOS; and
its trend, which governs the change to a better or worse state if
the density trend is negative or positive, respectively. These rules
are listed as follows:

R11: IF aLOS1 AND aTD1 AND aTDT2 THEN aLOS1

R22: IF aLOS2 AND aTD2 AND aTDT2 THEN aLOS2

R33: IF aLOS3 AND aTD3 AND aTDT2 THEN aLOS3

R44: IF aLOS4 AND aTD4 AND aTDT2 THEN aLOS4

R55: IF aLOS5 AND aTD5 AND aTDT2 THEN aLOS5

R66: IF aLOS6 AND aTD6 AND aTDT2 THEN aLOS6

R12: IF aLOS1 AND aTD2 AND aTDT3 THEN aLOS2

R23: IF aLOS2 AND aTD3 AND aTDT3 THEN aLOS3

R34: IF aLOS3 AND aTD4 AND aTDT3 THEN aLOS4

R45: IF aLOS4 AND aTD5 AND aTDT3 THEN aLOS5

R56: IF aLOS5 AND aTD6 AND aTDT3 THEN aLOS6

R21: IF aLOS2 AND aTD1 AND aTDT1 THEN aLOS1

R32: IF aLOS3 AND aTD2 AND aTDT1 THEN aLOS2

R43: IF aLOS4 AND aTD3 AND aTDT1 THEN aLOS3

R54: IF aLOS5 AND aTD4 AND aTDT1 THEN aLOS4

R65: IF aLOS6 AND aTD5 AND aTDT1 THEN aLOS5

where:

% The first term in the antecedent computes the previous validity
degree of the sentence aLOSi , i.e., wLOSi . With this mechanism, we
only allow the FFSM to change from the LOS i to the LOS j (or to
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remain in LOS i, when i = j). For example, in R11, it is computed
the validity degree of the sentence ‘‘The level of service is A. Free-
flow operation’’ (wLOS1 ).
% The second term in the antecedent describes the constraints

imposed on the traffic density 1-CPTD, e.g., ‘‘the traffic density
is extremely low’’ (wTD1 ).
% The third term in the antecedent describes the constraints

imposed on the traffic density trend 1-CPTDT, e.g., ‘‘the traffic den-
sity is keeping constant’’ (wTDT2 ).
% Finally, the consequent of the rule defines the next LOS. To cal-

culate the validity degrees of the sentences associated with
each LOSj ðwLOSj Þ, a weighted average using the firing degree of
each rule Rij(/ij) is computed as defined in Eq. (5):

wLOSj ¼
P6

i¼1/ijP6
i¼1
P6

j¼1/ij

ð5Þ

where /ij is calculated using the minimum for the AND operator.

Note that each rule of this set, is therefore, a complete linguistic
expression as can be seen in the following expanded expression of
the rule R11 to remain in the LOS A: ‘‘If the previous level of service
was A, and the traffic density is extremely low, and the traffic density
is decreasing. Then, the current level of service is A. Free-flow
operation’’.

3.2.10. Level of service trend (2-PMLOST)
During the design of this derivative 2-PM, we explored different

ways of expressing linguistically the perception of change and,
therefore, how to calculate their validity degree. This derivative
2-PM has the level of service (2-CPLOS) as input. The output CP yLOST

includes four types of NL propositions for each LOSi at each time in-
stant t:

aLOST1i ! ‘‘The level of service is keeping constant in level i’’
aLOST2ij

! ‘‘The level of service is changing from level i to level j’’
aLOST3j ! ‘‘The level of service of the road has changed to level j’’
aLOST4i ! ‘‘The level of service of the road has returned to level i.

The change has not been completed’’

Here, the aggregation function gLOST calculates the trend of each
LOS by analyzing the derivative of the validity degrees of each sen-
tence aLOSi ðwLOSi Þ. At each time instant we determine if a certain
LOS i is decreasing (DLOSTi ), keeping constant (KCLOSTi ), or increasing
(ILOSTi ) by fuzzifying its derivative. We also defined that there has
been a change in the level of service (denoted by Cij), when a certain
level i, which had a higher validity degree than other level j, be-
comes smaller than j. This binary indicator takes value 0 when there
is not a change and 1 when a change is produced. After careful
experimentation, we have defined the validity degrees of each type
of sentence at each time instant t as follows:

wLOST1i ½t' ¼minðKCLOSTi ;1$ CijÞ. A level i is keeping constant
when two conditions are satisfied. The first condition involves
that the current level must be keeping constant ðKCLOSTi Þ. The sec-
ond one implies that the previous level must be the same (Cij = 0).
wLOST2ij ½t' ¼minðDLOSTi ; ILOSTj ;1$ CijÞ. A level i is changing to a
level j when three conditions are satisfied. The first condition
involves that the current level i must be decreasing ðDLOSTi Þ.
The second one implies that the next level j must be increasing
ðILOSTj Þ. Finally, the third condition is that the change between
levels must not have been completed yet (Cij = 0).
wLOST3j ½t' ¼ Cij. A LOS has recently changed to a level j when one
condition is satisfied: the LOS of the previous time instant must
have been different to the current one (Cij = 1).
wLOST4i ½t' ¼minðILOSTi ;DLOSTj ;wLOST2ij ½t $ 1'Þ. In some many cases, a
LOS could have been changing but the change was not completed.
For example, the LOS could be changing from level E to level F but
suddenly the density decreases and the change is stopped, keep-
ing at level E. This case is recognized when the system was chang-
ing from level i to level jðwLOST2ij ½t $ 1'Þ but the level i starts to
increase ðILOSTi Þ and the expected level j starts to decrease ðDLOSTj Þ.

3.2.11. Level of service in the last period (2-PMLOSLP)
Here, we experiment with another example of 2-PM. This inte-

grative 2-PM has the Level of service (2-CPLOS) as input CP. The out-
put CP yLOSLP includes four types of NL propositions for each LOS i
that summarize the amount of times that each LOS has been acti-
vated during a certain period of time:

aLOSLP1i ! ‘‘In the last period, the level of service has never been i’’
aLOSLP2i ! ‘‘In the last period, the level of service has been few

times i’’
aLOSLP3i ! ‘‘In the last period, the level of service has been

sometimes i’’
aLOSLP4i

! ‘‘In the last period, the level of service has been many
times i’’

x

0
0.5

1

0 1 n 2 n 3 n 4 n 5 n 6 n 7 n 8 n 9 n 10 n

Zero(x)
One(x)
Two(x)
Three(x)
Four(x)
Various(x)
Many(x)

Fig. 4. Linguistic labels that represent the linguistic quantifiers ‘‘Zero’’, ‘‘One’’, ‘‘Two’’, ‘‘Three’’, ‘‘Four’’, ‘‘Various’’, or ‘‘Many’’ vehicles speeding.

Fig. 5. State diagram of the FFSM for LOS modeling.
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These sentences are based on the summarizers proposed by
Yager (1995): ‘‘Q the LOS has been i’’. Where Q is a fuzzy quantifier
(Zadeh, 1983) applied on the cardinality of the perception ‘‘the LOS
has been R’’. And R is the summarizer, in this case the set of possible
LOS. The set of linguistic labels for each quantifier are uniformly
distributed trapezoidal SFPs denoted by the expressions never,
few times, sometimes and many times.

This information is really important to summarize traffic behav-
ior in a certain amount of time because it allows to compare the
state and trend of traffic in a specific road whose study is interest-
ing to obtain conclusions such as checking the need to redirect the
traffic. The aggregation function (gLOSLP) calculates the validity de-
grees for each sentence based on the cardinality values (Card) of
the validity degrees of each sentence aLOSi ðwLOSi Þ during the desired
period duration:

aLOSLP1i ¼ never½CardðwLOSi Þ'
aLOSLP2i ¼ few times½CardðwLOSi Þ'
aLOSLP3i

¼ sometimes½CardðwLOSi
Þ'

aLOSLP4i ¼ many times½CardðwLOSi Þ'

3.3. Expression module

Apart from the goal of obtaining suitable texts to be showed to
drivers, the linguistic reports can be used by traffic experts with
the aim of understanding changes in traffic and foreseeing its fu-
ture behavior. Using the set of available CPs in the GLMP, namely,
the evolution of the LOS, vehicles speed, road speed trend, extraor-
dinary speed conditions and so on, the developed application pro-
vides two different types of linguistic description reports: an
specific report which describes the instantaneous state of the traf-
fic, and a periodical report that summarizes traffic behavior
throughout a specific period of time. In both cases, we have applied
basic report templates, see in Alvarez-Alvarez et al. (2011a) an
example of a template that change the structure of the report
depending on the validity degrees of the sentences.

3.3.1. Specific report
A specific time instant or eventual report about the traffic

behavior is given. The periodicity of these reports depends on the
final user’s needs (one minute, five minutes, ten minutes, etc). Each
report informs about the LOS trend (changing, recently changed or
keeping constant), the traffic density and road speed in the last
period of time, traffic density trend and road speed trend.

The report template is represented in Fig. 6. It uses the sen-
tences provided by the traffic density and its trend CPs (1-CPTD

and 1-CPTDT), the LOS and its trend CPs (2-CPLOS and 2-CPLOST), and
the road speed and its trend CPs (1-CPRS and 1-CPRST). The sentences
with the highest validity degree are chosen at each time instant for
each CP. This type of information shows us that it is possible that
some CPs are changing while the LOS is keeping constant, e.g.,
the traffic density can be increasing inside the level C but this does
not mean that LOS is changing from level C to level D. This is the
difference between the changes of the traffic density during a cer-
tain LOS and the changes between different LOS. One possible spe-
cific traffic report may be as follows: ‘‘currently, the traffic density is
low and it is increasing. The level of service is changing from level B to
level C, stable flow, speeds at or near free-flow and queues may form.
the road speed is medium and it is decreasing’’.

3.3.2. Periodical report
This report summarizes traffic behavior throughout a period

of time, e.g., a full day or other sets of periods that can give
relevant information about the traffic progress. Traffic experts

decide how many periods they want to analyze separately, in or-
der to verify the differences existing among them. This type of
information allows them to extract conclusions and to imple-
ment appropriate measures to improve the quality of traffic
(improving infrastructure, notice drivers and so on). For example,
one type of differentiation could be analyzing separately sunrise,
morning, midday, afternoon, evening and night. In the same way,
the final user could decide to segment the day into smaller peri-
ods and to extract information about periods of different sizes.
The traffic summary report also gives information relative to
the average traffic density and the average level of service in
each period of time.

Therefore, a different report template must be used. It is repre-
sented in Fig. 7 and it uses the sentences provided by the traffic
density in the last period CP (1-CPTDLP), the LOS in the last period
CP (2-CPLOSLP), the road speed in the last period CP (1-CPRSLP), and
the unsafe speed conditions CP (1-CPUSC). Similarly to the specific
report, the sentences with the highest validity degree are chosen
for each CP. One possible global traffic report throughout the after-
noon may be as follows: ‘‘In the afternoon, the Traffic Density has
been medium. The level of service has never been A and B; and some-
times C, D, E and F. The road speed has been low. There were not vehi-
cles speeding’’.

4. Experimentation

4.1. Simulated traffic data

In order to deal with a broad number of situation types, we
have designed a simulator after analyzing several databases of

Fig. 6. Template for the specific report.

Fig. 7. Template for the periodical report.
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traffic control centers of important cities, such as Madrid, Valen-
cia, and Sevilla (http://www.trajano.com, 2012). The simulator is
based on the Monte Carlo method where simulated data (number
of cars, its size and its speed) follow a normal distribution. Each
normal distribution is defined by its mean and its standard devi-
ation, e.g., these parameters vary depending on the period of the
day. This simulator allow us to generate data that recreates the
traffic behavior in different situation types providing data each
five minutes of simulated time. Fig. 8 shows an example of sim-
ulation of traffic density and road speed along a typical working
day, and includes the validity degrees obtained for the sentences
related to the LOS.

In the following, we show several examples of specific (repre-
sented with the symbols j, N, %, and ! in Fig. 8) and periodic traffic
reports associated to these simulated data. Every report, specific or
periodic, is accompanied by its reference of time, either the period of
the day or the specific time of measurement. Results are consistent
and show accurately the simulated situations.

% Specific reports:
j ‘‘ At 10:55, the traffic density is extremely high and it is
decreasing. The level of service is keeping constant in level F,
forced or breakdown flow, queues form behind breakdown
points and demand is greater than capacity. The road speed is
low and it is keeping constant’’
N ‘‘At 16:15, the traffic density is medium and it is decreasing.
Thelevel of service has changed to level C, stable flow, speeds at
or near free-flow and queues may form. The road speed is low
and it is keeping constant’’
% ‘‘ At 4:10, the traffic density is extremely low and it is
increasing. The level of service is changing from level A to

level B, reasonably free flow, the ability to maneuver is only
slightly restricted and the effects of minor incidents still
are easily absorbed. The road speed is high and it is
decreasing’’
! ‘‘At 4:45, the traffic density is extremely low and it is
keeping constant. The level of service has returned to level
A, free-flow operation. The road speed is medium and it is
increasing’’

% Periodical reports:
– ‘‘In the morning (from 7:00 to 10:00), the traffic density has

been extremely high. The level of service has never been A and
B; few times D; sometimes C and E; and many times F. The road
speed has been low. There were 4 vehicles speeding’’

– ‘‘In the afternoon (from 13:00 to 22:00), the traffic density has
been low. Thelevel of service has never been A and B; and some-
times C, D, E and F. Theroad speed has been low. There were not
vehicles speeding’’

– ‘‘At night (from 22:00 to 7:00), thetraffic density has been extre-
mely low. The level of service has never been E and F; few times
C and D; sometimes B; and many times A. The road speed has
been medium. There were many vehicles speeding’’

– ‘‘During the whole day, thetraffic density has been medium. The
level of service has been few times B, D, E and F; and sometimes
A and C. Theroad speed has been low. There were many vehicles
speeding’’

4.2. Video camera real data

In order to check the performance and effectiveness of our
application in a real situation, we have used digital image process-
ing techniques to acquire the input data from a video camera. In a
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previous work (Trivino et al., 2010b), we have already used the
images of a video stream, where we used an overhead camera to
acquire real images and generate successfully linguistic descrip-
tions about traffic conditions in a roundabout. Here, we used
images obtained from the right side of the road. Here, we acquired
information from live video recordings, recognizing vehicles and
their different features (speed, position and size).

In order to recognize the image content, we considered enter
and exit regions, rail regions, image perspective and obstacles that
could appear in images. In our model, each vehicle moving along
the analyzed road region is characterized by a unique identification
number that is assigned after it is first detected passing by any en-
ter region of the road. Fig. 9 shows graphically a typical situation in
which we can observe a set of vehicles identified by a number and
highlighted with its bounding box.

The specific traffic reports obtained for these two frames were
as follows: ‘‘currently, the traffic density is high and it is decreasing.
The level of service has returned to level D, approaching unstable flow,
speeds decline slightly with increasing flows while density increases
more quickly. The road speed is low and it is decreasing’’ and ‘‘cur-
rently, the traffic density is low and it is decreasing. Thelevel of service
is keeping constant in level C, stable flow, speeds at or near free-flow
and queues may form. The road speed is low and it is increasing’’.

5. Concluding remarks

During the last few years, we have developed an extension of CTP
that allows generating linguistic descriptions of complex phenom-
ena. In this work, our goal consists of exploring a practical applica-
tion in the field of ITS that led us to design new types of PMs, i.e., we
aimed to improve the number of available types of linguistic expres-
sions and therefore the versatility of our technology. Together with
the practical application, in this paper, we have contributed to the
development a new general approach to produce linguistic descrip-
tions of complex phenomena evolving in time. Specifically, we have
designed several 2-PMs demonstrating how to model the meaning
of several different linguistic expressions belonging to the specific
application domain of language. Moreover, we have showed that
depending on the user requirements, our approach allows us to gen-
erate a great variety of customizable linguistic reports.

However, there is still too much work to do. Indeed, NL has a
limitless potential of meaning. From the theoretical point of view,
we will continue exploring how to model the meaning of different
linguistic expressions, i.e., new CPs and PMs. From the practical
point of view, we will continue developing practical applications,
e.g., we will try to set up a complete system for monitoring and
control the traffic in a real world scenario. The experiments

performed using simulated data have allowed us to demonstrate
the great expressiveness of the presented resources. The experi-
ments performed using data obtained from real video images have
allowed us to demonstrate the viability of our approach to create
real industrial applications.
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Chapter 7

Impact factor of the presented

publications

There is no safety in numbers, or in anything

else.

James Thurber (1894 - 1961)

The impact factor (IF), is a measure reflecting the average number of citations to

recent articles published in science and social science journals. It is frequently used as

a measure of the relative importance of a journal within its field, with journals with

higher impact factors deemed to be more important than those with lower ones. IFs are

calculated yearly for those journals that are indexed in Thomson Reuters Journal Citation

Reports R�.

In the following sections, The Journal Citation Report (JCR) of each of the journals,

where the articles of Chapter 6 were published, is presented.
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7.1 JCR of IEEE Transactions on Fuzzy Systems
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7.2 JCR of Engineering Applications of Artificial In-

telligence
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7.3 JCR of Expert Systems with Applications



Chapter 8

Full list of publications

I find television very educational. The

minute somebody turns it on, I go to the li-

brary and read a good book.

Groucho Marx (1890 - 1977)

This chapter details the whole list of the author’s publications. It contains the full

bibliographic references of the articles divided into three sections. Sections 8.1 and 8.2

detail the articles publishes in national and international Conferences, while Section 8.3

enumerates the articles publishes in International Journals.
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Chapter 9

Additional selected publications

My thoughts are my company; I can bring

them together, select them, detain them, dis-

miss them.

Walter Savage Landor (1775 - 1864)

This chapter contains a complete copy of four additional publications that, although

they were not presented in Chapter 6 as the core of the thesis, they are very related to

the topics and works developed during the thesis. It is divided into four di↵erent Sections

corresponding to each article.
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9.1 Application of the computational theory of per-

ceptions to human gait pattern recognition

G. Trivino, A. Alvarez-Alvarez, and G. Bailador. “Application of the computational

theory of perceptions to human gait pattern recognition”. Pattern Recognition, Vol. 43,

No. 7, pp. 2572–2581, July 2010.
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a b s t r a c t

This paper aims to contribute to the field of human gait pattern recognition by providing a solution
based on the computational theory of perceptions. Our model differs significantly from others, e.g.,
based on machine learning techniques, because we use a linguistic model to represent the subjective
designer’s perceptions of the human gait process. This model is easily understood and provides good
results. We include a practical demonstration with an equal error rate of 3%.

& 2010 Elsevier Ltd. All rights reserved.

1. Introduction

Currently, industry demands new techniques for user authen-
tication. Authentication based on biometrics is one area that has
grown over the last few years. There are two types of biometric
characteristics that are useful in this field: physiological char-
acteristics, such as fingerprints [1] or DNA, and behavioral
characteristics like signature [2], voice [3] or gait.

Gait analysis has been explored thoroughly during the last
decade as a behavioral biometric measurement. Some areas of
application include: access control, surveillance, activity monitor-
ing and clinical analysis.

Most research is based on computer vision [4–10]. The main
advantage of this approach is that there is no need to wear sensors,
therefore allowing identification from a distance. For some
applications, the main drawbacks of these methods are: depen-
dence on illumination, misinterpretations due to shadows, need of
a complex system for capturing images and its computational cost.

Nevertheless, solutions based on accelerometers [11–15] pro-
vide a smart solution to the problem of capturing the signal and its
practical implementation as a commercial product. They can be
used in the dark and provide 3-D data whereas computer vision
systems produce 2-D projections. However, the user must wear
sensors and this makes the solution invalid for certain applications.

Regarding algorithms used for gait pattern recognition, the
most frequent are based on neural networks [16] or hidden
Markov models [17,18]. However, the published results do not yet
demonstrate the availability of a sufficiently robust method for a
marketable product.

In this paper, we make emphasis in modeling the knowledge
acquired by a human observer of the system. For example, it is
interesting to consider how a human observer has not difficulties
recognizing the gait as a quasi-periodic process, i.e., the signal
evolves in time approximately repeating its shape and period.
Moreover, a human observer is clearly able to separate the
relevant from the irrelevant features in the observed signal.

Although, we consider that both procedures are complementary,
our approach is based on modeling the designer’s perception of the
system in contrast with a procedure based on machine learning.

We aim to contribute to the pattern recognition field by
providing a technique for modeling this type of human percep-
tions. We present a new method for human gait recognition
involving analysis of the accelerations produced during a
complete gait cycle. We used a fuzzy finite state machine (FFSM)
[19] to model the perception of the signal evolution, where each
state was established using our knowledge about the physiolo-
gical phases of the human gait.

The model was implemented using fuzzy linguistic variables
and rules to describe a set of states that the signal undergoes
during its evolution in time. This type of model provides sufficient
flexibility to represent the variations in both, signal amplitude and
states time span. The model is expressed using linguistic terms that
make its interpretation easier with a low computational cost.
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Once the model was available, we used three relevant features
of the human gait (homogeneity, symmetry and the relation
weight/legs length) to recognize the gait style corresponding to a
specific person. In the demonstration, we explain how to solve the
problem of authentication of one person among 11 people with an
equal error rate (EER) of 3%.

We have limited the scope of this paper to the case of using
accelerometers to obtain the signal, but also the described method
could be applied to signals that were obtained by computer vision.

2. Computing with the meaning of human perceptions

The computational theory of perceptions (CTP) was outlined in
the Zadeh’s seminal paper ‘‘From computing with numbers to
computing with words—from manipulation of measurements to
manipulation of perceptions’’ [20] and further developed in
subsequent papers [21]. The general goal of CTP is to develop
computational systems with the capability of computing with the
meaning of natural language (NL) expressions, i.e., with the
capability of computing with imprecise descriptions of the world
in a similar way that humans do it.

In this section, we introduce a set of definitions including and
developing ideas taken from CTP. We focus our effort on exploring
the possibilities of this theory in the field of pattern recognition.

2.1. Perceptions

In CTP, the computational model of a physical model is based
on the subjective perceptions of a person that we will call the
designer.

A perception (p) is a unit of information acquired by the
designer about different parts of the system and its environment.

The designer’s perceptions are described using granules. A
granule is a clump of elements which are drawn together by
indistinguishability, similarity, proximity or functionality [22].

In CTP, the boundary of a granule is fuzzy. Fuzziness of
granules allows us to model the way in which human concepts
are formed, organized and manipulated in an environment of
imprecision, uncertainty and partial truth [23].

The concept of linguistic variable is essential in the formal
description of perceptions. Informally, a linguistic variable is a
variable whose values are words or sentences in a NL [26]. For
example, the linguistic variable Age, with possible values {very
old, old, quite new, new}, can be used to describe a subjective
perception of the age of an automobile.

The attributes of a perception are linguistic variables
with values defined using fuzzy sets. The designer describes his/
her perceptions using constraints [27], i.e., defining a set of
relevant attributes and the sets of their possible linguistic
values.

2.2. First-order perceptions

The designer uses first-order perceptions to define the max-
imum level of granularity in a model.

Typically, the designer obtains a first-order perception (p1)
using data provided by a sensor.

There are two forms of representing (p1):
The linguistic representation, e.g.:

p1 : ‘‘ The Temperature is High’’

And the formal representation:

p1 : T ¼ mAi
ðzÞ

where:

$ T is a linguistic variable (e.g., temperature).
$ Ai is a linguistic term belonging to the set of possible linguistic

values of T (e.g., fLow;Warm;HighgÞ.
$ mAi

ðzÞ is the membership function associated with the
linguistic term Ai.
$ z is a numerical value obtained from the sensor (e.g., 45 1C).

2.3. Second-order perceptions

The concept of granularity allows the designer to create a
hierarchy of perceptions. In this structure, the designer uses a set
of lower order perceptions to explain a higher order perception.

For example, two first-order perceptions:

p1
1: ‘‘The Temperature is Warm’’.

p1
2: ‘‘The Humidity is Medium’’.

could be used to explain the perception of Comfort in a room:

p2: ‘‘The Room is Comfortable’’.

Typically this explanation has the form of a set of fuzzy rules
such as

IF p1
1 AND p1

2 THEN p2

The network in this example can be extended easily by
considering additional perceptions like ‘‘Acoustic noise’’ or ‘‘Number
of persons in the room’’ to explain the perception of ‘‘Comfort’’.
Furthermore, this perception can be used to explain a higher order
perception, e.g., ‘‘Efficiency’’ of an air conditioning system (see Fig. 1).

A granular network represents the explanation of a perception
with certain level of granularity. For example, we summarize the
description of an object by hiding the irrelevant granules and
remarking the relevant ones. In CTP, the model of a generic
perception is called a Protoform [27]. Here, the value of the
attributes of a second-order perception changes dynamically
when the first-order perceptions change, e.g., when the values
provided by the sensors change.

2.4. Perception of a system evolving in time

The most of practical applications concern with the perception
of systems that evolve in time. The model of the perception of a
system evolving in time is a protoform that describes how the
system changes between the different states.

If, for the sake of simplicity, we restrict our attention to time
invariant discrete-time systems, the equations that represent the
evolution of a system in time are

x½tþ1' ¼ f ðx½t';u½t'Þ
y½t' ¼ gðx½t';u½t'Þ

(

where

$ x[t] is a vector that represents the state of the system at time t
as it is perceived by the designer.
$ y[t] is a vector that represents the system output as it is

perceived by the designer.
$ u[t] is a vector that represents the system input as it is

perceived by the designer.
$ f(x[t], u[t]) is an explanation of how the system state evolves in

time.
$ g(x[t], u[t]) is an explanation of how the system output evolves

in time.
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We say that the system described by these equations is a fuzzy
system when at least one of the variables is fuzzy [23]. It is
important to remark that, from the point of view of our approach,
the model of a system consists of a particular description of the
designer’s perception of the system. This description contains, in
certain degree of detail, an explanation of how the perceived
outputs could be caused by the perceived inputs.

3. Fuzzy finite state machine

In the rest of this paper, we focus our attention on a specific
type of computational models that provide a linguistic summary
of data obtained by sensors. Here the designer must:

$ Define a set of first-order perceptions (u[t]) using values
provided by sensors.
$ Define a second-order perception (y[t]) of this information

with a level of granularity suitable for the final user purposes.
$ Design an explanation of the system evolution consisting of a

set of fuzzy rules that allows obtaining the values of the output
linguistic variables in function of the inputs. This explanation
includes a set of intermediate order perceptions x[t] represent-
ing the relevant internal states of the system.

In a preliminary research, we have learnt that fuzzy finite state
machines are suitable tools for modeling signals which evolve
approximately following a repetitive pattern [29–31]. We will see
that finite state machines provide an interesting paradigm to
design the sets of fuzzy rules that allow us to implement the
functions f(x[t], u[t]) and g(x[t], u[t]) for modeling this type of
signals.

A fuzzy finite state machine (FFSM) is a tuple:

fX;U;Y ; f ; g;X0g

where:

$ X is the set of states fx1; x2; . . . ; xnx g. Every state represents the
pattern of a repetitive situation. We say that, the system is in a
specific state, when the current input variables and the
previous state activations fulfill certain conditions. The activa-
tion of a state is a matter of degree, i.e., the FFSM could be
partially in several states simultaneously. We will denote
X iA ½0;1' the degree of activation of a state. Defining the states
includes determining their temporal order, i.e., the sequence
with which the system follows the different relevant states.
$ U is the input vector fu1;u2; . . . ;unu g. U is a set of first-order

perceptions where each variable ui takes its value in a domain
defined with a set of linguistic labels fAi1;Ai2; . . . ;Aing. Fig. 3
shows an example of these linguistic labels over the vertical
axis.
$ Y is the output vector fy1; y2; . . . ; yny g. Y represents a summary

of the values taken by the inputs while staying in a specific
state.
$ f is the state transition function X[t+1]= f(U[t], X[t]). This

function can be implemented using a set of fuzzy rules:
3 Rules that constrain the signal amplitude. We distinguish

between rules to stay in a state xi (Rii) and rules to change
from the state xi to the state xj (Rij):

Rii : IF X iðtÞ3ðu is CiÞ THEN X iðtþ1Þ
Rij : IF X iðtÞ4ðu is CjÞ THEN X jðtþ1Þ

where Ci and Cj represent the conditions of amplitude for
the state xi and xj, respectively.
We used 3 in Rii to introduce an inertia to change of state.
This makes the FFSM more robust against spurious in the
input. This OR is typically implemented using the maximum
operator.
We used 4 in Rij to define the conditions to change more
sharply. This AND is typically implemented using the
minimum operator.

3 Rules that constrain the signal time span. We did this using
two additional linguistic labels (see Fig. 4):

Tstayi
: is the maximum time that the signal is

expected to remain in state xi.
Tchangeij

: is the minimum time that the signal is
expected to remain in state xi before changing to
state xj.

Therefore, adding the temporal conditions:
Rii : IF X iðtÞ3ðu¼ CiÞ3ðdi ¼ Tstayi

Þ THEN X iðtþ1Þ
Rij : IF X iðtÞ4ðu¼ CjÞ4ðdi ¼ Tchangeij

Þ THEN X jðtþ1Þ

where di is the duration of the state xi.
$ g is the output function Y[t]=g(U[t], X[t]). The output variables

are obtained as a summary of the values of the inputs while the
system remained in the considered state, e.g., using the average
or the standard deviation (see an example in the next section).
$ X0 is the initial state.

4. Human gait pattern recognition

The following sections describe how to apply the introduced
above concepts in the field of human gait pattern recognition.

4.1. Linguistic terms in the application domain

Before embarking on a description of the different phases of
the human gait, it is needed to introduce a small set of terms

Fig. 1. Granular network corresponding to a higher-order perception.
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belonging to the domain of language.

$ Reference foot: One foot.
$ Opposite foot: The other foot.
$ Stance phase: It begins when the heel contacts the ground and

ends when the toes rise off the ground.
$ Swing phase: It covers the period when the foot is not in

contact with the ground.

The human gait is a quasi-periodic process with peculiarities
that allow identifying a specific person. We used three character-
istics to distinguish among different human gait styles:

$ Symmetry: The degree with which the movement of a leg is
similar to the other one.
$ Homogeneity: The degree with which the whole gait profile

repeats in time.
$ The estimated proportion between legs length and weight.

We have designed a model of the human gait, i.e., a protoform
where these characteristics appear remarked whereas the
irrelevant aspects remain hidden.

4.2. Input variables

We attached a sensor in the belt, centered in the back, that
provided measurements of three orthogonal accelerations every
100 ms. We programmed a PDA to receive the data via a Bluetooth
connection and to record them with a timestamp. Every record
contained the following information:

ðTimestamp; ax; ay; azÞ

where:

$ ax is the vertical acceleration.
$ ay is the lateral acceleration.
$ az is the acceleration in the progress direction.

During a first analysis of data, we realized that ax and ay

were indicative for the states we wanted to distinguish. az was
more difficult to use because it has to do with the walking
speed and this speed can vary for the same person. Therefore, we
used the two first accelerations as input to the fuzzification
process.

4.2.1. Normalization
As an initial step, we normalized the signals. First, we

subtracted the average making them to be centered on zero.
Then, we rescaled them in the range given by their standard
deviations. This allowed us to perform the analysis at the scale
that gives us more information about the signal changes. Fig. 2
shows an example of the evolution of these two accelerations
during one cycle and a half.

4.2.2. Fuzzification
This step allows defining the first-order perceptions. In this

level of granularity, the linguistic variables take a value belonging
to the set fNegative;Zero;Positiveg. Fig. 3 shows the drawing of
these trapezoidal linguistic labels over the vertical axis. Note that,
thanks to the normalization step, each trapezoidal linguistic label
covers one third of the total amplitude.

4.3. Set of rules

The states were defined as follows:

$ x1: Reference foot is in stance phase and opposite foot is in
stance phase (double limb support).
$ x2: Reference foot is in stance phase and opposite foot is in

swing phase (reference limb single support).
$ x3: Reference foot is in stance phase and opposite foot is in

stance phase (double limb support but different of x1 because
the feet position).
$ x4: Reference foot is in swing phase and opposite foot is in

stance phase (opposite limb single support).

We used a set of fuzzy rules to explain the signal evolution
between the different states. In contrast to machine learning
techniques, we derived the rules from the designer’s perceptions
about the human gait acceleration signals. The use of linguistic
rules allows the designer to include his/her experience about the
human gait in a easy way.

The model is able to synchronize without the need of doing
previous segmentation of the signal. We chose the initial state
X0 ¼ fx1gðX1 ¼ 1 and X i ¼ 0 8ia1Þ, i.e., the FFSM synchronizes
with the signal when the conditions of x1 are fulfilled.

4.3.1. Conditions of amplitude
We defined the conditions of amplitude to remain in a state or

to change between states by combining the information obtained
from the sensors and the available generic knowledge about the
human gait. We defined eight rules (four to remain in each state
and four to change between states).

We aggregated the conditions to remain in a specific state using
OR to make the system more robust against spurious in the input.
For example, the lateral acceleration (ay) can fluctuate in the state
x3 while the vertical acceleration (ax) matches its condition.

We aggregated the conditions to change between states using
AND, trying to make the changes of state as sharp as possible:

$ R11: IF X1ðtÞ3ðax ¼ PÞ3ðay ¼ PÞ THEN X1ðtþ1Þ
$ R22: IF X2ðtÞ3ðax ¼NÞ3ðay ¼ ZÞ THEN X2ðtþ1Þ
$ R33: IF X3ðtÞ3ðax ¼ PÞ3ðay ¼NÞ THEN X3ðtþ1Þ
$ R44: IF X4ðtÞ3ðax ¼NÞ3ðay ¼ ZÞ THEN X4ðtþ1Þ
$ R12: IF X1ðtÞ4ðax ¼NÞ4ðay ¼ ZÞ THEN X2ðtþ1Þ
$ R23: IF X2ðtÞ4ðax ¼ PÞ4ðay ¼NÞ THEN X3ðtþ1Þ
$ R34: IF X3ðtÞ4ðax ¼NÞ4ðay ¼ ZÞ THEN X4ðtþ1Þ
$ R41: IF X4ðtÞ4ðax ¼ PÞ4ðay ¼ PÞ THEN X1ðtþ1Þ

4.3.2. Temporal conditions
We applied self-correlation analysis to the vertical acceleration

to obtain an approximation of the signal period (T). In agreement
with our knowledge about the typical human gait cycle, we
assigned to each state approximately a 25% of T. Fig. 4 shows the
linguistic labels Tstay and Tchange used to define the temporal
constraints. Tstay was tuned manually with the conservative
criteria of ensuring that the state will span at least the 25%.
Tchange was designed to allow the change of state as soon as the
conditions for changing are fulfilled.

Adding these temporal conditions, the rules were formulated
as follows:

$ R11: IF X1ðtÞ3ðax ¼ PÞ3ðay ¼ PÞ3ðd1 ¼ TstayÞ THEN X1ðtþ1Þ
$ R22: IF X2ðtÞ3ðax ¼NÞ3ðay ¼ ZÞ3ðd2 ¼ TstayÞ THEN X2ðtþ1Þ
$ R33: IF X3ðtÞ3ðax ¼ PÞ3ðay ¼NÞ3ðd3 ¼ TstayÞ THEN X3ðtþ1Þ
$ R44: IF X4ðtÞ3ðax ¼NÞ3ðay ¼ ZÞ3ðd4 ¼ TstayÞ THEN X4ðtþ1Þ
$ R12: IF X1ðtÞ4ðax ¼NÞ4ðay ¼ ZÞ4ðd1 ¼ TchangeÞ THEN X2ðtþ1Þ
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$ R23: IF X2ðtÞ4ðax ¼ PÞ4ðay ¼NÞ4ðd2 ¼ TchangeÞ THEN X3ðtþ1Þ
$ R34: IF X3ðtÞ4ðax ¼NÞ4ðay ¼ ZÞ4ðd3 ¼ TchangeÞ THEN X4ðtþ1Þ
$ R41: IF X4ðtÞ4ðax ¼ PÞ4ðay ¼ PÞ4ðd4 ¼ TchangeÞ THEN X1ðtþ1Þ

where di is the duration of the state xi.
Fig. 2 represents the degree of activation X i of the four states of

the FFSM following the evolution of the human gait. It shows how
this set of fuzzy rules is able to separate efficiently the four phases
of the human gait.

4.4. Output variables

After some experimentation, we realized that, although ay is
useful to distinguish between the states x1 and x3, it does not
provide relevant information for our purpose. Also, as mentioned
above, the acceleration in the direction of march az depends on
the person’s walking speed.

Indeed, the use of these variables or other additional signals,
e.g. gyroscopes, could be considered. However, the algorithms
would grow up in complexity and we should lose the advantage of
the simplicity.

Therefore, once identified the four phases in the signal, we
focused on the characteristics of the vertical acceleration ax. This
acceleration provided sufficient information for our purpose. Here
in after, for simplicity, we denote the vertical acceleration as a.

Fig. 5 shows the evolution of a along the four phases. The four
rectangles represent graphically the relevant characteristics of
each cycle of a specific gait. The dimensions of every rectangle
summarize the values of the acceleration while staying in each
state, i.e. they are a graphical representation of a protoform of the
human gait. Therefore, the output of the FFSM is a vector:

yi ¼ ðti ; ai ;sti
;sai
Þ

The elements of this vector are:

$ ti : The horizontal coordinate of the center of each rectangle is
the temporal ‘‘center of mass’’ of the vertical acceleration in
the state xi. Note that the ‘‘mass’’ in every instant t is calculated
as the vertical acceleration a(t) weighted by the degree of
activation X iðtÞ of the state xi.

ti ¼
PT

t ¼ 0 t ( aðtÞ ( X iðtÞPT
t ¼ 0 aðtÞ ( X iðtÞ

Fig. 2. Vertical and lateral acceleration in g units during the four states of the human gait cycle.

Fig. 3. Trapezoidal linguistic labels for the normalized vertical acceleration.
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$ ai : The vertical coordinate of the center of each rectangle is the
average of the vertical acceleration during the state xi.

ai ¼
PT

t ¼ 0 aðtÞ ( X iðtÞPT
t ¼ 0 X iðtÞ

$ sti
: The width of each rectangle is the standard deviation of the

temporal distribution of the vertical acceleration weighted by
the degree of activation X iðtÞ of the state xi.

s2
ti
¼
PT

t ¼ 0ðt)ti Þ2 ( aðtÞ ( X iðtÞPT
t ¼ 0 aðtÞ ( X iðtÞ

$ sai
: The height of each rectangle is the standard deviation of

the vertical acceleration during the state xi.

s2
ai
¼
PT

t ¼ 0ðaðtÞ)ai Þ
2 ( X iðtÞPT

t ¼ 0 X iðtÞ

where:

$ a(t) is the vertical acceleration at the instant t.
$ X iðtÞ is the degree of activation of the state xi at the instant t.
$ T is the duration of a complete cycle.

5. Relevant characteristics

Using this model, we were able to analyze the differences
among gaits of different people. We used the areas of the
rectangles to distinguish the peculiarities of each specific gait.

In agreement with the section above, each cycle was modeled
using four rectangles (states) and each rectangle was represented
by the vector yi ¼ ðti ; ai ;sti

;sai
Þ.

As mentioned above, we used three characteristics of the
human gait that are useful to recognize the gait style correspond-

Tstay Tchange
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Fig. 4. Temporal conditions for the state xi.

Fig. 5. Characteristic rectangles and vertical acceleration in g units during the human gait cycle.
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ing to a specific person, namely, homogeneity, symmetry and the
relation between the weight and the length of legs.

5.1. Homogeneity

The homogeneity ðHÞ was obtained by comparing a gait with
itself. The homogeneity is based on the standard deviation of the
sequence of rectangles of each state.

The homogeneity of the state xi ðHiÞwas formulated as follows:

Hi ¼
Ai)stdðAiÞ
Ai

if stdðAiÞoAi

0 if stdðAiÞZAi

8
><

>:

where:

$ Ai are the areas of the rectangles corresponding to the state xi

in the total number of available cycles.
$ Ai is the mean of this sequence of areas.
$ stdðAiÞ is the standard deviation of this sequence of areas.

This equation provides a valueHiA ½0;1'. A low standard deviation
indicates similar areas, i.e., homogeneity close to 1. A high standard
deviation indicates differences, i.e., homogeneity close to 0.

The total homogeneity ðHÞ summarizes the homogeneities of
the four states as follows:

H¼ 1
4

X4

i ¼ 1

Hi

5.2. Symmetry

Symmetry ðSÞ was obtained by comparing the movement of
both legs. Symmetry is based on comparing the areas of the states
x1 and x2 (stance and swing phase of the reference foot) versus the
areas of x3 and x4 (stance and swing phase of the opposite foot). A
gait will be symmetric if the areas of the states x1 and x2 are
similar to the areas of the states x3 and x4. The symmetry in a
cycle j ðSjA ½0;1'Þ was formulated as follows:

Sj ¼

Aj3þAj4

Aj1þAj2
if Aj1þAj2ZAj3þA4j

Aj1þAj2

Aj3þAj4
if Aj1þAj2oAj3þAj4

8
>>><

>>>:

where:

Aj1, Aj2, Aj3, Aj4 are the areas of the rectangles corresponding
to states x1, x2, x3, x4 in the cycle j.

The total symmetry ðSÞ was calculated as the average of the
symmetries of the sampled cycles M:

S ¼ 1
M

XM

j ¼ 1

Sj

5.3. The fourth root model

The ‘‘fourth root model’’ is an empiric model for estimating the
distance covered with a number of steps measuring the vertical
acceleration [32]. This model includes an experimental parameter
ðCÞ that is practically invariant for a certain person, but that varies
significantly among different people. C is related with the
proportion between the legs length and the weight. It is
calculated experimentally making a person to walk a known
distance. The stride length is given by the formula:

Step¼ C ( ðamax)aminÞ1=4

where:

$ Step is the stride length.
$ C is the experimental parameter.
$ amax is the maximum of the vertical acceleration.
$ amin is the minimum of the vertical acceleration.

The stride length can also be calculated as the product between
the walking speed of the person (V) and the period of the
corresponding cycle (T):

Step¼ C ( ðamax)aminÞ1=4

Step¼ V ( T

)
)

C
V
¼

T

ðamax)aminÞ1=4

We considered that V is approximately constant for each
person as a function of his/her selection (see Section 6). Therefore,
we assumed that C=V was a constant K:

K¼ T

ðamax)aminÞ
1=4

where:

$ T is the mean of the period during various cycles.
$ amax is the mean of the maximum vertical accelerations during

various cycles.
$ amin is the mean of the minimum vertical accelerations during

various cycles.

We used this constant K as a third invariant characteristic of the
human gait.

5.4. Authentication

We applied these formulas to obtain a vector of characteristics
ðH;S;KÞ for each person in a database. Empirically, we tested that
this vector provided sufficient separation among the gaits of
different persons whereas the samples of the same person were
distributed randomly around a center of gravity. Therefore, we
used Gaussian membership functions to represent the distribu-
tion of values of these variables on the axes of a three-
dimensional domain.

These membership functions were formulated as follows:

mH ¼ e)ðH)HÞ
2=2(s2

H

mS ¼ e)ðS)S Þ
2=2(s2

S

mK ¼ e)ðK)KÞ
2=2(s2

K

where:

$ H is of the mean the homogeneity values of a person and sH
the standard deviation.
$ S is the mean of the symmetry values of a person and sS the

standard deviation.
$ K is the mean of the K values of a person and sK the standard

deviation.

Fig. 6 shows an example of two clusters with their respective
membership functions.

The process of authentication of a person was performed using
a sample of his/her gait ðH*;S*;K*Þ. We calculated the member-
ship values ðmH* ;mS* ;mK* Þ. And then, the intersection of these
conditions was formulated as follows:

Score¼minðmH* ;mS* ;mK* Þ

where Score represents the degree of membership of this sample
to the cluster associated to the authenticated person. If Score4l
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the human gait is accepted, being l a threshold that depends on
the application.

In summary, Fig. 7 shows a granular network that explains the
perception that allows the designer to identify a person using the
human gait.

6. Experimentation

We tested this pattern recognition method by authenticating
one person among 11 people. Subjects were instructed to walk at
a self-selected, comfortable walking speed. Each subject walked
20 samples of 10 steps each, so we obtained a total of 220 samples
(20 genuine and 200 impostors).

Each sample was tested using the leave-one-out cross valida-
tion (K-fold cross-validation with K being equal to the number of
observations in the original sample) against the remaining
training data.

The equal error rate (EER) is obtained from the intersection
between the false acceptance rate (FAR) and the false rejection
rate (FRR) versus the threshold l (see Fig. 8). With our
experimental data, we obtained the values: l¼ 0:0118 and
EER = 3%.

In order to show the advantage of our approach, we studied
the results obtained by other researchers (see Table 1). It is worth
to remark that these equal error rates are relatively comparable.
These works use different number of subjects, different sensor
configuration and different methods to analyze the signal.

We have summarized the differences and similarities of these
works as follows:

Ailisto et al. [11] authenticate users of portable devices from
the accelerations obtained by a three-axis accelerometer placed
on the belt, at back. They divide the signal into one step long parts
using the maximum and the minimum of the signal. They assume
that the right and left steps are not necessarily symmetrical. They
used 36 subjects that walked in their normal, fast and slow speed.
They perform three different analysis: correlation, frequency
domain and they use two variants of data distribution statistics
method. They obtaining an EER of 7%, 10%, 18% and 19%,
respectively.

Gafurov et al. [12] authenticate 22 subjects walking in their
normal speed wearing a three-axial accelerometer in their hip.
They normalize each gait cycle in time. They use a cycle length
analysis method to obtain an EER of 16%. In a subsequent paper
[13] they authenticate 21 subjects with the accelerometer
fixed on the ankle. They use the same on time-normalized cycle
length method and histogram similarity analysis to obtain an EER
of 9% and 5%, respectively. Finally, in [14] they authenticate 50
subjects with the accelerometer placed in the trousers pocket.
They perform the same preprocessing and use four methods:
absolute distance, correlation, histogram and higher order
moments. The best result (with the absolute distance) is an
EER of 7%.

Fig. 6. Gaussian membership functions for two different people.

Fig. 7. The granular network explaining the n th-order perception needed for
authenticate a gait.
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Rong et al. [15] use a three-axis accelerometer fixed on the
user’s waist to obtain the signal of 21 subjects. They perform a
preprocessing of the signal that includes wavelet denoising, gait
cycles dividing and dynamic time warping. They analyze the
signal in time and frequency domains obtaining an EER of 5.6%
and 21.1%, respectively.

In our approach, the segmentation or preprocessing of the
signal was not needed. The FFSM was able to divide the
acceleration signals into cycles and to synchronize with the
signal automatically.

The main difference of our contribution is the use of
a fuzzy linguistic model for describing the human gait. The
flexibility of this paradigm allows the designer to focus the model
on the relevant characteristics of the signal for an specific
purpose.

7. Conclusions

In this paper, we have contributed to the field of pattern
recognition presenting a new method of signal analysis based on
the CTP. We have explored the possibility of using a model of the
perceptions of a human observer as a complement to the well
established automatic machine learning procedures.

We have focused our effort on modeling the perception of a
quasi-periodic signal. Specifically, we have proposed a flexible
model of the human gait that allows representing linguistically
the relative variations of period and amplitude of this type of
signal.
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Human Activity Recognition applying Computational
Intelligence techniques for fusing information related

to WiFi positioning and body posture

A. Alvarez-Alvarez, J. M. Alonso, G. Trivino, N. Hernández, F. Herranz, A. Llamazares and M. Ocaña

Abstract— This work presents a general framework for
people indoor activity recognition. Firstly, a Wireless Fidelity
(WiFi) localization system implemented as a Fuzzy Rule-
based Classifier (FRBC) is used to obtain an approximate
position at the level of discrete zones (office, corridor, meeting
room, etc). Secondly, a Fuzzy Finite State Machine (FFSM)
is used for human body posture recognition (seated, standing
upright or walking). Finally, another FFSM combines both WiFi
localization and posture recognition to obtain a robust, reliable,
and easily understandable activity recognition system (working
in the desk room, crossing the corridor, having a meeting, etc).
Each user carries with a personal digital agenda (PDA) or
smart-phone equipped with a WiFi interface for localization
task and accelerometers for posture recognition. Our approach
does not require adding new hardware to the experimental
environment. It relies on the WiFi access points (APs) widely
available in most public and private buildings. We include a
practical experimentation where good results were achieved.

I. INTRODUCTION

People activity recognition provides interesting applica-
tions in many areas, e.g., to filter the phone calls depending
on different circumstances, personal navigation assistance,
personal security, etc. We are mainly interested in indoor
security applications (for instance sending warnings when
someone gets into a dangerous area in order to reduce the
occupational health and safety risk) and/or people assistance
(for instance helping elderly or handicapped people).

Our activity recognition system is mainly based on Fuzzy
Logic (FL) [1] because it allows to combine several het-
erogeneous sources of knowledge (mainly expert knowledge
and knowledge automatically extracted from experimental
data provided by sensors), dealing with vague information,
and its interaction with humans demands the design of an
easily understandable system. FL is widely recognized for its
ability for linguistic concept modeling and its use in system
identification. On the one hand, FL semantic expressivity,
using linguistic variables [2] and linguistic rules [3], is quite
close to natural language what reduces the effort of expert
knowledge extraction. On the other hand, being universal
approximators [4] fuzzy inference systems (FIS) are able
to perform nonlinear mappings between inputs and outputs.
Thus, there are lots of fuzzy machine learning methods for
knowledge induction from experimental data [5].

A. Alvarez-Alvarez, J. M. Alonso and G. Trivino are with the Euro-
pean Centre for Soft Computing (ECSC), Mieres, Asturias, Spain (email:
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N. Hernández, F. Herranz, A. Llamazares and M. Ocaña are with the
Department of Electronics, University of Alcalá (UAH), Madrid, Spain
(email: {nhernandez,fherranz,allamazares,mocana}@depeca.uah.es).

There are other recent works [6], [7] that show the
advantages of using FL for modeling and monitoring human
activity. They are mainly based on fusing video sensors
what means installing additional hardware (HW) like video
cameras in the environment under study. On the contrary,
our approach takes profit from pre-existent HW and avoids
adding new devices to the environment.

In indoor environments, the use of the network infras-
tructure to estimate user’s location is quite common. Local
network based systems are sometimes based on pre-existing
networks like ZigBee networks designed for home control
applications [8]. However, the most used systems are based
on WiFi networks which are able to provide indoor absolute
localization. In contrast, the main drawback is the need
of a complete network infrastructure in the whole building
where we want to localize a person. Luckily, this technology
is quickly growing of coverage. Currently, there are WiFi
Access Points (APs) in most public buildings like hospitals,
libraries, universities, museums, etc. Moreover, measuring
the WiFi signal level is free even for private WiFi networks.
As a result, WiFi technology is a good choice for indoor
global localization systems yielding a good accuracy-cost
trade-off [9].

Regarding human activity recognition it is important to
know the place where a person is located but it is not
enough. We propose taking into account also information
related to the human body posture. It can be estimated
by means of sensor based systems which provide absolute
information (e.g., magnetic compass, ultrasonic or infrared
sensors) or relative information (e.g., inertial measurement
units or pressure sensors). One low-cost inertial sensor is the
accelerometer, based on the Micro Electro Mechanical Sys-
tems (MEMS) technology that has allowed its integration in
small and low energy consumption devices. Accelerometers
can be used as step length estimators; furthermore they let
us to obtain some information about body posture [10]. In
previous works we have already shown how human activity
can be analyzed in terms of combining one accelerometer
with a skin conductivity meter [11]. This work focuses on
exploiting the fusion of WiFi signal and accelerations.

This paper is organized as follows. Section II describes
how to design a Fuzzy Rule-based Classifier (FRBC) while
Section III formalizes the notion of the Fuzzy Finite State
Machine (FFSM). Afterwards, Section IV explains our pro-
posal related to people activity recognition. It combines
one FRBC and two FFSMs. Then, Section V shows the
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experimental results. And finally, Section VI expounds the
conclusions and future works.

II. FUZZY RULE BASE CLASSIFIERS

A FRBC is a fuzzy system able to select one output class
from a pre-defined set of classes C=

�
C1, C2, . . . , CNC

 
.

Given an n-dimensional input space (X ✓ Rn), a fuzzy
inference mechanism yields an activation degree associated
to each class Ci. Of course, several classes can be activated
at the same time with activation degree greater than zero.

Our FRBC is designed following the fuzzy modeling
methodology called HILK (Highly Interpretable Linguistic
Knowledge) [12]. It focuses on building comprehensible
fuzzy classifiers, i.e., classifiers easily understandable by
human beings. Useful pieces of knowledge are automatically
extracted from experimental data and represented by means
of linguistic variables and rules under the FL formalism. The
whole modeling process is made up of three steps:

• Partition design. The readability of fuzzy partitioning
is a prerequisite to build interpretable FRBCs. There-
fore, it is based on the use of Strong Fuzzy Partitions
(SFPs) which are the best ones from the comprehensi-
bility point of view.

• Rule base learning. Linguistic rules are automatically
extracted from data keeping in mind the comprehensi-
bility goal. Therefore, we have chosen Fuzzy Decision
Tree (FDT) [13] as rule induction method. It generates
a neuro-fuzzy decision tree which is translated into
quite general incomplete rules where only a subset
of input variables is considered. In addition, inputs
are sorted according to their importance (minimizing
the entropy). FDT is a fuzzy version of the popular
decision trees defined by Quinlan [14]. Rules are of
form If Premise Then Conclusion, where both Premise
and Conclusion use linguistic terms previously defined
for expressing linguistic propositions that describes the
system behavior.

R: If I1 is Ai

1
︸ ︷︷ ︸

Premise P1

AND . . . AND I
NI

is Aj

NI

︸ ︷︷ ︸

Premise P

NI

︸ ︷︷ ︸

Premise

Then Y
R

is Ci

︸ ︷︷ ︸

Conclusion

where given a rule R, rule premises are made up of
tuples (input variable, linguistic term) where I

a

is the
name of the input variable a, while Ai

a

represents the
label i of such variable, with a belonging to {1, ..., NI}
and being NI the number of inputs. In the conclusion
part, Ci represents one of the possible output classes.

• Knowledge base improvement. It is an iterative re-
finement process that comprises both rule base simpli-
fication and fuzzy partition optimization. The former
increases interpretability while keeping high accuracy.
The later gets higher accuracy without penalizing the
high interpretability previously achieved.

Designed FRBCs are endowed with the usual fuzzy clas-
sification structure based on the Max-Min inference scheme,
and the winner rule fuzzy reasoning mechanism:

y
FRBC

(xp

) = Ci , µ
C

i(xp

) = max

k=1,...,NC

µ
C

k(xp

)

µ
C

k(xp

) = max

R=1,...,NR

µ
R

(xp

), Y
R

is Ck

µ
R

(xp

) = min

i=1,...,NI

µ
A

j

i

(xp

i

)

where given an input vector xp

= {xp

1, . . . , x
p

NI

}, the output
class Ci is derived from the highest µ

C

i(xp

) which is the
membership degree of xp to the class Ci. It is computed as
the maximum firing degree of all rules yielding Ci as output
class. For each rule, the firing degree is computed as the
minimum membership degree of xp to all the attached Aj

i

fuzzy set, for all the NI inputs.

III. FUZZY FINITE STATE MACHINES

In previous studies, we have showed that FFSM are
suitable tools for modeling phenomena that follow an ap-
proximately repetitive pattern [15], [16], [17], [18]. During
the development of these works, the concept of FFSM has
grown up in clarity and usability. In the following, we will
introduce the current version of this paradigm for system
modeling.

A FFSM is a tuple {Q,S, S0, U, Y, f, g}. We will describe
each one of its components in the next subsections.

A. Fuzzy States
Every state represents the pattern of a repetitive situ-

ation. The fuzzy state of the system (Q) is a linguistic
variable [2] that takes its values in the set of linguistic
labels {Q1, Q2, . . . , Qn

}, where n is the number of states.
Numerically, the fuzzy state of the FFSM is represented with
a state activation vector:

S[t] = (s1[t], s2[t], . . . , sn

[t]), where s
i

2 [0, 1].
Moreover, the FFSM implementation verifies

nP
i=1

s
i

= 1.
We require the state activation vector to fulfill the previous

relation for two reasons; first, we want that the degree of
activation works like a quantity that is distributed among the
different states keeping the total degree as a constant equal to
one; second, the state activation vector may be used as input
of a second FFSM (serial connection), so we want that these
input values are normalized in the interval [0, 1] in such a
way that we do not need to renormalize them.

We define, S0 as the initial value of the state activation
vector at t = 0, i.e., S0 = S[t = 0].

B. Input variables
U is the input vector (u1, u2, . . . , uNI

). Typically, U is
a set of linguistic variables obtained after fuzzification of
numerical measures obtained from sensors. Moreover, u

i

can
be directly obtained from sensor data and also applying some
calculations, e.g., the derivative or integral of the signal, or
by combination of several signals.
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The designer summarizes the domain of the possible
numerical values provided by sensors representing them by
a small set of fuzzy intervals.

A
u

i

= {A1
u

i

, A2
u

i

, . . . , An

a

u

i

} is the set of all the possible
values that u

i

can take, being n
a

the number of linguistic
labels of the linguistic variable u

i

.

C. Transition function f

The next value of the state activation vector is obtained
by means of the transition function f :

S[t + 1] = f(U [t], S[t]).
This function is implemented by means of a set of expert

fuzzy rules. Once the designer has identified the relevant
states in the model, he/she must define the rules that govern
the temporal evolution of the system among these states (e.g.,
see Figure 2).

We can distinguish between rules R
ii

to remain in a state
Q

i

, and rules R
ij

to change from the state Q
i

to the state
Q

j

. To design the allowed transitions and the forbidden ones,
we follow a simple procedure: the allowed transitions have
explicitly associated fuzzy rules while there are not rules
associated with the forbidden transitions.
1) Rules to remain in a state: The designer uses these

rules to express the conditions of the system to remain in a
specific state. The generic expression of R

ii

is formulated as
follows:

R
ii

: If S[t] is Q
i

AND C
ii

Then S[t + 1] is Q
i

where:
• The antecedent (S[t] is Q

i

) calculates the degree of
activation of the state Q

i

in the instant of time t, i.e.,
s

i

(t). Note that the FFSM cannot remain in the state
Q

i

if it is not in this state previously.
• The antecedent C

ii

describes the constraints over the
input variables to remain in the state Q

i

. For example:
C

ii

= (u1 is A3
u1

) AND (u2 is A1
u2

) OR (u3 is A5
u3

).
• Finally, the consequent of the rule is the next value of

the state activation vector S[t+1]. It consists of a vector
with a zero in all of its components except in s

i

, where
it has a one.

2) Rules to change of state: The designer uses these rules
to express the conditions that make the system change from
state Q

i

to state Q
j

. Here, the generic expression of R
ij

is
formulated as follows:

R
ij

: If S[t] is Q
i

AND C
ij

Then S[t + 1] is Q
j

where:
• The antecedent (S[t] is Q

i

) calculates the degree of
activation of the state Q

i

in the instant of time t, i.e.,
s

i

(t). Note that the FFSM cannot change from the state
Q

i

to the state Q
j

if it is not in Q
i

previously.
• The antecedent C

ij

describes the constraints over the
input variables to change from the state Q

i

to the
state Q

j

. In a first approach, these conditions could
coincide with the amplitude conditions to remain in
the destination state of the transition, i.e., C

ij

= C
jj

.

Then, some tuning could be needed to express different
conditions to change.

• Finally, the consequent of the rule is the next value of
the state activation vector S[t+1]. It consists of a vector
with a zero in all of its components except in s

j

, where
it has a one.

D. Output variables
Y is the output vector (y1, y2, . . . , yn

y

), where n
y

is
the number of output variables. Y is a summary of the
characteristics of the system evolution that are relevant for
the application, e.g., each y

i

can be obtained as the average
of certain parameters of the system while the model remained
in the state Q

i

.

E. Output function g

The output function g(U [t], S[t]) calculates the value of
the output vector Y (t). E.g., a possible implementation of
g is doing Y [t] = S[t] = (s1[t], s2[t], . . . , sn

[t]). Here, the
output is the current fuzzy state of the system represented
by the state activation vector.

F. Computational implementation
In order to implement the transition function, we use the

Takagi-Sugeno-Kang (TSK) approach [19]. The advantage of
using TSK is that it provides directly the numerical values
of S[t].

Using the TSK implementation, the transition function (f )
of the FFSM is formulated as follows:

R1
ii

: If S[t] is Q
i

AND C1
ii

Then S[t + 1]

1
= (0, . . . , s

i

= 1, . . . , 0)

. . .

Rr

ij

: If S[t] is Q
i

AND Cr

ij

Then S[t + 1]

r

= (0, . . . , s
j

= 1, . . . , 0)

The state activation vector (S[t + 1]) will be the weighted
average of the individual outputs:

S[t + 1] =

8
>>>><

>>>>:

r∑

k=1
!

k

·S[t+1]k

r∑

k=1
!

k

if
rP

k=1
!

k

6= 0

S[t] if
rP

k=1
!

k

= 0

where !
k

is the degree of firing of the rule k using the
minimum for the AND operator. This formulation keeps the
system in its previous state when no rule is fired. Moreover,
it makes s

i

2 [0, 1] and
nP

i=1
s

i

= 1.

IV. PROPOSAL

This section introduces the proposed fusion framework for
human activity recognition. It is made up of three main mod-
ules as illustrated in Figure 1. Each block will be described in
the following subsections. First, subsection IV-A focuses on
building a FRBC devoted to estimate the location of a person
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in an indoor environment by means of processing WiFi
strength signal levels (SLi). Then, subsection IV-B describes
the FFSM1 in charge of human body posture recognition.
Finally, subsection IV-C gives the details related to the
FFSM2 that combines both WiFi positioning and posture
recognition yielding the desired human activity recognition.

activity

SL2

SLn

SL1

ax

WiFi
Positioning

(FRBC)

wep

Posture
Recognition

(FFSM1)
mov

tilt

pos (FFSM2)
Recognition

Activity
Human

. . .

Fig. 1. Scheme of the proposed fusion framework

A. WiFi positioning module (FRBC)
WiFi localization systems use 802.11b/g network infras-

tructure to estimate a device position without using additional
hardware. The received SL from each AP depends on the
distance but also on the obstacles between the emitter and
the receiver. Therefore, the simplest method for estimating
the device position consists of applying a triangulation algo-
rithm. Unfortunately, in indoor environments SL is strongly
affected by the well-known multipath effect that comprises
reflection, refraction and diffraction. Thus, SL becomes a
complex function of the distance that dynamically changes
with time because it is affected by every modification made
in the environment [20].

Only approximate solutions are able to get nice results.
Authors of [21] propose the use of a priori radio map storing
the received SL of each AP belonging to an interest region.
The radio map is built during the training stage. Then, in
the estimation stage, a vector with received SL of each AP
is created and compared with the radio map to obtain the
estimated position. We have previously proposed the use
of fuzzy classification for WiFi localization inspired on the
radio map method, handling the signal measure uncertainty
and getting small localization errors [9]. In this contribu-
tion we propose the use of an enhanced version of such
WiFi localization system, yielding room-level localization.
Notice that, the output of the FRBC will be one zone of
the environment along with an activation degree which is
understood as a degree of confidence on the system output.
Of course, the interpolation ability of fuzzy systems makes
possible to define a hierarchical localization system where
the position may be refined as much as desired. In a first
level it is possible to identify the floor of the building, in
a second level it points out the room where the person is
located, but in a third level (depending on the application) it

may be interesting giving also the position inside the room.
Thus, thanks to this approach, a FRBC made up of a small
number of rules is used for each level, keeping a good trade-
off between accuracy and interpretability. Although we have
measured the SL in many points of each room, we will only
consider the second level of this hierarchy, i.e., we work at
the room level with all rooms located at the same floor of
the building.

As an illustrative example, let us suppose that two zones
A and B are one close to the other (with a common wall) and
one person is inside zone A but near the wall. The FRBC is
made up of rules like If Signal received from APi is High
AND Signal received from APj is Low Then The person is
close to Position P which belongs to zone Z. In this example,
at least two rules may be fired yielding as output an activation
degree of 0.7 related to zone A and 0.3 regarding zone B.
Output is computed as the result of a fuzzy inference that
takes into account all defined variables and rules.

First of all, we need to identify the zones of interest
in a map of the environment under analysis. The number
of zones determines the number of classes of the FRBC.
Second, we have to find out the APs visible in such en-
vironment. The number of APs determines the number of
input variables of the FRBC. Then, in the training stage
we build the radio map of the environment. To do so, we
collect a training data set (LRN) with the SL measures (from
all visible APs) carried out in several locations for each
of the zones of interest. Then, HILK methodology [12] is
applied (as it was introduced in section II) on LRN in order
to automatically generate a FRBC with a good accuracy-
interpretability trade-off. All input variables (one per each
AP visible in the environment) are characterized by strong
fuzzy partitions of nine linguistic terms (extremely low, very
low, low, etc). In addition, linguistic rules are automatically
generated from data by means of the algorithm FDT. Finally,
the simplification procedure provided by HILK is run getting
a more compact and general FRBC, keeping high accuracy
while increasing even more its interpretability. Notice that,
the FRBC follows the usual fuzzy classification structure
and the winner rule fuzzy reasoning mechanism. For further
information the interested reader is referred to the cited
papers.

Thanks to its flexibility and adaptability the designed
FRBC can be used whenever the environment does not
suffer a great modification, i.e., when some access points are
switched off. In such case, the system should be re-adjusted,
but usually these things do not happen and the fuzzy system
is able to deal with slight modifications like people moving
in the environment or changes in the state of the doors.

B. Posture recognition module (FFSM1)

In previous works, we have shown how a FFSM is able to
synchronize with the acceleration signal produced during the
human gait and to extract the relevant characteristics suitable
for our purpose [16]. In the following, we explain how to
design a FFSM for body posture recognition:
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1) Fuzzy States: Here, the fuzzy states are defined to
recognize different body postures and human activity. So, we
have identified three fuzzy states: {Q1: Seated, Q2: Upright,
Q3: Walking}.
2) Input variables: The set of linguistic variables U ,

as stated in the definition of the FFSM, can be directly
obtained from sensors. In this case, we have used a three-
axial accelerometer tight with a belt in the middle of the
back, therefore, the numerical values that we obtain from
the sensor are: the dorso-ventral acceleration (a

x

), the medio-
lateral acceleration (a

y

) and the antero-posterior acceleration
(a

z

). With these numerical values, and in order to distinguish
between the three different states, we have created three
linguistic variables {a

x

,mov, tilt}:
• a

x

is the dorso-ventral acceleration as it was obtained
from the sensor.

• mov measures the movement, it is the sum of the
difference between the maximum and minimum of a

x

,
a

y

and a
z

respectively contained in a interval of 1
second.

• tilt is a variable that measures the tilt of the body, it
is calculated as the sum of the absolute value of the
medio-lateral acceleration (a

y

) and the absolute value
of the antero-posterior acceleration (a

z

), i.e., |a
y

|+|a
z

|.

The linguistic labels, that summarize the domain of each
linguistic variable, are uniform strong fuzzy partitions based
on trapezoidal or triangular membership functions in order
to achieve a good interpretability, satisfying semantic con-
straints on membership functions in order to respect semantic
integrity within the partitions. They are defined for each
linguistic variable in the intervals defined by their maximum
and minimum values taken by their numeric values, i.e., they
are adapted for each user in an off-line process. The possible
values of the three linguistic variables are summarized as
follows:

• a
x

= {L
a

x

,H
a

x

} which corresponds to the terms Low
and High respectively.

• mov = {L
mov

,M
mov

,H
mov

} which corresponds to the
terms Low, Medium and High respectively.

• tilt = {L
tilt

,H
tilt

} which corresponds to the terms
Low and High respectively.

The input vector (U ), with the set of its possible values,
represents the system input with lower granularity than the
domain of numerical values directly obtained from sensors.
3) Transition function f : As we have stated previously,

we will obtain the next value of the activation vector using
the transition function: S[t + 1] = f(U [t], S[t]).

Figure 2 shows how we use the FFSM to define constraints
on the possibilities to change of state. More specifically, we
force the model to pass by the state Upright (Q2) when
the subject passes from Seated (Q1) to Walking (Q3). The
subject cannot be seated and start walking, first he/she must
get upright. This restriction makes the system more robust.

• Rules to remain in a state. Using the generic expression
of R

ii

explained in section III-C.1, we can define the

Fig. 2. Diagram of states of the FFSM1 (body posture recognition)

three constraints over the input variables to remain in
each state:
C11 = a

x

is L
a

x

AND mov is L
mov

AND tilt is H
tilt

C22 = a
x

is H
a

x

AND mov is L
mov

AND tilt is L
tilt

C33 = a
x

is H
a

x

AND mov is (M
mov

OR H
mov

)
• Rules to change of state. In a first approach, the con-

straints over the input variables to change of state could
be the same as the constraints over the input variables to
remain in the destination state of the transition, i.e., C

ij

= C
jj

. But, as we have stated, some tuning is needed
to express different conditions to change:
C12 = a

x

is H
a

x

AND mov is L
mov

AND tilt is L
tilt

C21 = a
x

is L
a

x

AND mov is L
mov

AND tilt is H
tilt

C23 = a
x

is H
a

x

AND mov is H
mov

AND tilt is L
tilt

C32 = a
x

is H
a

x

AND mov is L
mov

AND tilt is L
tilt

C31 = a
x

is L
a

x

AND mov is H
mov

AND tilt is H
tilt

4) Output variables: Since we are going to use the output
of this FFSM1 as input in the FFSM2, we can use as output
variable the state activation vector, i.e., Y [t] = S[t].
5) Output function g: The output function, as we have

stated above, is simply: g = S[t].

C. Human activity recognition module (FFSM2)
Currently, a new generation of smart-phones and PDAs

including capabilities for WiFi communications and ac-
celerometers is available. We use a PDA to obtain the
information that our system requires for inferring the user
activity. In the following, we explain how to design a
FFSM for combining the WiFi Positioning module and the
Posture Recognition module to achieve a Human Activity
Recognition system:
1) Fuzzy States: The system must be adapted to each

specific user. We manage linguistic descriptions of the dif-
ferent activities daily performed by the user. For example we
distinguish among the following fuzzy states of activity in
an office:

• Q1: Walking. Typical body movement detected by ac-
celerometers

• Q2: Working at his/her desk. Usually, the user is seated,
in specific WiFi coordinates, the most of time.

• Q3: Visiting a colleague. Seated or standing upright, in
several possible WiFi coordinates, for little time.

• Q4: Having coffee. Seated or standing upright, in spe-
cific WiFi coordinates, some time.
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• Q5: Having a meeting. Seated in specific WiFi coordi-
nates for some time.

2) Input variables: In order to distinguish among the
different states, we have created two linguistic variables
{wep, pos} that characterize the outputs of the two previous
modules (FRBC and FFSM1):

• wep is the WiFi estimated position (FRBC computed it
as explained in section IV-A).

• pos is the posture estimation obtained from the posture
recognition module (FFSM1 described in section IV-B).

These variables are characterized by the following linguis-
tic labels which are defined in the interval [0,1]:

• wep = {WAA,MC,WAB,WO,CA,MR}, which
are the zones of our experimental scenario (see later
section V).

• pos = {Seated, Upright,Walking} which corre-
sponds to the three different states of the FFSM1.

3) Transition function f : As in the FFSM1, we will obtain
the next value of the activation vector using the transition
function S[t + 1] = f(U [t], S[t]).

Since we have already identified the relevant states in
the model, we can represent the fuzzy rules that govern the
temporal evolution of the system among these states. Figure
3 shows the transition diagram of the FFSM2. There are five
rules to remain in a state (R

ii

) and eight rules to change of
state (R

ij

). In this application not all the possible transitions
are allowed, the majority of the states are connected to the
state Q1 (Walking).

Fig. 3. Diagram of states of the FFSM2 (human activity recognition)

• Rules to remain in a state: Using the generic expression
of R

ii

explained in section III-C.1, we can define the
constraints over the input variables to remain in each
state.
C11 = pos is Walking
C22 = pos is Seated AND wep is WAA
C33 = pos is (Seated OR Upright) AND wep is (WO OR WAB)
C44 = pos is (Seated OR Upright) AND wep is CA

C55 = pos is Seated AND wep is MR

• Rules to change of state: Using the generic expression
of R

ij

explained in section III-C.2, we can define the
constraints over the input variables to change of each
state.
C12 = pos is Seated AND wep is WAA
C13 = pos is (Seated OR Upright) AND wep is (WO OR WAB)
C14 = pos is (Seated OR Upright) AND wep is CA
C15 = pos is Seated AND wep is MR
C21 = pos is Walking AND wep is (WAA OR MC)
C31 = pos is Walking AND wep is WAB
C41 = pos is Walking AND wep is MC
C51 = pos is Walking AND wep is MR

4) Output variables: We can use as output variable the
state activation vector, i.e., Y [t] = S[t]. But we have to give
a crisp description of the activity of the person. Therefore, we
can consider as output the state with the maximum degree of
activation at each instant of time t. However, this selection
will make the FFSM very sensitive to noise and spurious
in the signal, and that is precisely what we want to avoid.
Therefore, the output is designed as the state which has
had the maximum average degree of activation over the last
second.
5) Output function g: The output function g(U [t], S[t])

that calculates the value of the output variables is, as we
have stated above, the average operator in an interval of one
second combined with the maximum operator to make the
decision.

V. EXPERIMENTS

The experimentation took place at the premises of the
European Centre for Soft Computing (ECSC). The layout of
ECSC environment is shown in Figure 4. It has a surface of
440 m

2 illustrated on the top picture. We have identified six
zones (look at the bottom picture): WAA (working area A),
MC (main corridor), WAB (working area B), WO (working
office), CA (coffee area), and MR (meeting room).

The user carried a HP iPAQ hw6910/hw6915 PDA. It
has a WiFi interface with a maximum acquisition frequency
of 4Hz, i.e., it is able to capture up to four samples per
second. In addition, an external accelerometer (WiTilt v2.5)
with acquisition frequency of 100Hz was connected to our
PDA through Bluetooth. The user wore the accelerometer
tight with a belt in the middle of his back. Our program
measures both WiFi signal and accelerations in the same
cycle with the aim of keeping synchronization. Notice that,
each 25 measures provided by the accelerometer correspond
to only one WiFi measure.

As it can be seen at the top picture in Figure 4, there
are four APs in the environment covering most of the zones.
Inside each zone we have set several training fixed positions.
They are represented by filled circles at the bottom picture in
the Figure. For each of them, we collected 100 samples from
all the four APs. The resultant data set was taken as LRN for
training the WiFi positioning module as explained in section
IV-A. The FRBC contains four inputs (one per AP). First,
we set strong fuzzy partitions with nine linguistic terms per
input. Second, linguistic rules were induced with FDT. Third,

1883

101



Fig. 4. Discretization of the ECSC environment

simplification was carried out. As a result, the final FRBC
is made up of 14 rules with a total of 41 premises.

Table I gives the description of our experimental scenario
that tries to summarizes a normal day at the work. Of course,
this is a simplified scenario where we have set a reduced
time for the different tasks. For example, Having a meeting
lasts less than 2 minutes. Notice that we wanted to test how
our system is able to recognize all defined states of activity.
The whole experiment takes about 9 minutes because the
time walking is approximated. Furthermore, the same user
has repeated eleven times the same experiment yielding more
than one hour and a half of experimentation. There may be a
slight time lag between different repetitions of the experiment
when the user is walking. The first trial was used for tuning
the FFSMs. Then, another different day, we run in a row the
rest of ten executions which have been used for testing the
previously designed system.

Table II includes the test averaged results for the ten
repetitions of the experiment. We have reported results (in
terms of misclassified samples) for all the three modules that
constitute the system (look at Figure 1). The first row shows
the percentage of error (about 14%) for the FRBC module.
The two last rows are related to the two FFSMs. In both
cases, the percentage of misclassified samples is very small
(1.2 and 1.5% respectively). This is due to the characteristic
memory effect of FFSMs which define the new state taking
into account the transition conditions but also the previous
state. In addition, output of FFSM2 is averaged in an interval
of only one second what makes feasible the use of our system
in real-time applications. It is also important to remark how

TABLE I
DESCRIPTION OF THE EXPERIMENTAL SCENARIO

Length (s) Description Activity
60 Seated and typing Working at the desk
30 Standing up and walking Walking

towards the coffee area
75 Staying up in front of Having a coffee

the coffee machine.
Sitting and having
the coffee

25 Standing up and walking Walking
until the office of
a colleague

50 Staying up and waiting Visiting a colleague
for a colleague

30 Walking towards Walking
the meeting room

100 Seated in the meeting room Having a meeting
40 Standing up and walking Walking

back to the work-desk
100 Seated and typing Working at the desk

TABLE II
PERCENTAGE OF MISCLASSIFIED SAMPLES

Mean (%) St. Deviation (%)
FRBC 13.8 4.7
FFSM1 1.2 0.2
FFSM2 1.5 0.7

FFSM2 is able to absorb and correct the errors produced by
the FRBC due to the high variability in the WiFi signal. Note
how the error is dramatically reduced from 14 to 1.5%.

Figure 5 plots the system output for the worse trial of our
experiments, the one yielding the largest percentage of error.
The figure is made up of three pictures. The first one (at the
top) illustrates in the vertical axis each component of the state
activation vector S[t], while its activation value is printed
by means of the gray intensity (black means one and white
means zero). The picture below plots the output vector Y [t]
obtained from the output function g, i.e. the state which has
had the maximum average degree of activation over the last
one second. Finally, the picture at the bottom represents the
expected output vector Y [t], i.e., the right output of the FFSM
at each instant of time defined in our experiment (as detailed
in Table I). As it can be appreciated, most errors correspond
to the situations of Having a coffee and Visiting a colleague.
Indeed, it seems that the user was slightly moving while
waiting for the coffee and for his colleague. In consequence,
the state Walking is activated for a few seconds.

VI. CONCLUSIONS

In this paper we have described a system able to detect
some simple tasks carried out by a human in a usual working
day. The main contributions can be summarized as follows:
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Fig. 5. System output (human activity recognition)

(1) the FRBC is mainly based on automatically induced
knowledge yielding the approximated location of the user;
(2) the FFSMs allow the designer to introduce constraints in
the model based on the available expert knowledge about the
activity states; (3) they also allow to fuse data from different
sources and to compensate the partial errors, with the aim
of producing a robust, reliable and easily understandable
activity recognition module; and (4) the whole system is quite
interpretable because it comprises several sets of linguistic
variables and rules. In the future we will extend our model
with the aim of detecting more complex human activities.
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GH¿QLWLRQ RI WKH NQRZOHGJH EDVH RI WKH IX]]\ LQIHUHQFH V\VWHP
LV D FRPSOH[ WDVN IRU H[SHUWV ZH XVH DQ DXWRPDWLF PHWKRG IRU
OHDUQLQJ WKLV FRPSRQHQW EDVHG RQ WKH K\EULGL]DWLRQ RI ))60V
DQG JHQHWLF DOJRULWKPV *$V 7KLV JHQHWLF IX]]\ V\VWHP OHDUQV
DXWRPDWLFDOO\ WKH IX]]\ UXOHV DQG PHPEHUVKLS IXQFWLRQV RI WKH
))60 GHYRWHG WR ERG\ SRVWXUH UHFRJQLWLRQ ZKLOH DQ H[SHUW
GH¿QHV WKH SRVVLEOH VWDWHV DQG DOORZHG WUDQVLWLRQV
:H DLP WR REWDLQ D VSHFL¿F PRGHO ))60 ZLWK WKH FDSDELOLW\

RI JHQHUDOL]LQJ ZHOO XQGHU GLIIHUHQW VXEMHFW¶V VLWXDWLRQV 7KH
REWDLQHG PRGHO PXVW EHFRPH DQ DFFXUDWH DQG KXPDQ IULHQGO\
OLQJXLVWLF GHVFULSWLRQ RI WKLV SKHQRPHQRQ ZLWK WKH FDSDELOLW\ RI
LGHQWLI\LQJ WKH SRVWXUH RI WKH XVHU $ FRPSOHWH H[SHULPHQWDWLRQ
LV GHYHORSHG WR WHVW WKH SHUIRUPDQFH RI WKH QHZ SURSRVDO
FRPSULVLQJ D GHWDLOHG DQDO\VLV RI UHVXOWV ZKLFK VKRZV WKH
DGYDQWDJHV RI RXU SURSRVDO LQ FRPSDULVRQ ZLWK DQRWKHU FODVVLFDO
WHFKQLTXH

, ,1752'8&7,21

%RG\ SRVWXUH UHFRJQLWLRQ FRQVLVWV RI LGHQWLI\LQJ WKH GLIIHU

HQW SRVHV RI D KXPDQ EHLQJ 7KLV UHVHDUFK ¿HOG KDV DWWUDFWHG

FRQVLGHUDEOH DWWHQWLRQ DV D EDVLV IRU WKH GHWHFWLRQ RI XVHU¶V

EHKDYLRU ZKLFK FRXOG SURYLGH QHZ FRQWH[W DZDUH VHUYLFHV

([DPSOH RI DSSOLFDWLRQV UDQJH IURP SURDFWLYH FDUH IRU HOGHUO\

SHRSOH WR VDIHW\ DSSOLFDWLRQV EDVHG RQ IDOO GHWHFWLRQ

7KHUH DUH WZR ZHOO GLVWLQJXLVKHG DSSURDFKHV WR WDFNOH WKLV

SUREOHP WKH VHQVRUEDVHG DQG WKH FRPSXWHU YLVLRQ DSSURDFK

7KH VHQVRUEDVHG DSSURDFK FRQVLVWV RI XVLQJ VPDOO VHQVRUV

XVXDOO\ DFFHOHURPHWHUV SODFHG LQ WKH ERG\ RI WKH SHUVRQ

,Q >@ WKH DXWKRUV VKRZHG KRZ DFFHOHUDWLRQ GDWD FDQ DLG WKH

UHFRJQLWLRQ RI SDFH DQG LQFOLQH 7KH PDLQ DGYDQWDJHV RI WKLV

DSSURDFK DUH WKH SRVVLELOLWLHV RI HPEHGGLQJ WKHVH VHQVRUV

LQWR FORWKHV RU HOHFWURQLF GHYLFHV VXFK DV PRELOH SKRQHV GXH

WR WKH DGYDQFHV LQ PLQLDWXUL]DWLRQ WKH FDSDELOLWLHV RI FRP

PXQLFDWLRQ EHWZHHQ VHQVRUV WKURXJK ZLUHOHVV FRQQHFWLRQV

DQG WKH ORZ FRVW DQG HQHUJ\ FRQVXPSWLRQ WKDQNV WR WR WKH

0LFUR (OHFWUR 0HFKDQLFDO 6\VWHPV 0(06 WHFKQRORJ\ ,WV

SULQFLSDO GUDZEDFN LV WKH XVHU¶V QHHG RI ZHDULQJ WKH VHQVRUV

7KH FRPSXWHU YLVLRQ DSSURDFK LV EDVHG RQ WKH XVH RI YLGHR

FDPHUDV LQVWDOOHG LQ WKH VFHQDULR XQGHU VWXG\ >@ :KLOH WKH

VHQVRUEDVHG DSSURDFK PDGH WKH XVHU WR ZHDU VHQVRUV LQ

WKLV FDVH WKH DGGLWLRQDO KDUGZDUH PXVW EH LQVWDOOHG LQ HDFK

URRP RI WKH HQYLURQPHQW 7KLV DSSURDFK XVXDOO\ ZRUNV LQ

ODE EXW IDLOV LQ UHDO ZRUOG VFHQDULRV GXH WR FOXWWHU YDULDEOH

OLJKW LQWHQVLW\ DQG FRQWUDVW 0RUHRYHU WKH YLGHR FDPHUDV DUH

VRPHWLPHV SHUFHLYHG DV LQYDVLYH DQG WKUHDWHQLQJ E\ VRPH

SHRSOH $QRWKHU LPSRUWDQW GUDZEDFN LV WKH FRPSXWDWLRQDO

FRVW RI ZRUNLQJ ZLWK YLGHR VLJQDOV
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EHFRPLQJ DQ H[WHQVLRQ RI FODVVLFDO ¿QLWH VWDWH PDFKLQHV

7KH PDLQ DGYDQWDJH RI ))60V LV WKH XVH RI )X]]\ /RJLF

)/ ZKLFK SURYLGHV VHPDQWLF H[SUHVVLYHQHVV E\ WKH XVH RI

OLQJXLVWLF YDULDEOHV >@ DQG UXOHV >@ FORVH WR QDWXUDO ODQJXDJH

1/ 0RUHRYHU EHLQJ XQLYHUVDO DSSUR[LPDWRUV >@ IX]]\

LQIHUHQFH V\VWHPV DUH DEOH WR SHUIRUP QRQOLQHDU PDSSLQJV

EHWZHHQ LQSXWV DQG RXWSXWV DOORZLQJ ))60V WR KDQGOH

LPSUHFLVH DQG XQFHUWDLQ GDWD ZKLFK LV LQKHUHQW WR UHDOZRUOG

SKHQRPHQD LQ WKH IRUP RI IX]]\ VWDWHV DQG WUDQVLWLRQV

,Q SUHYLRXV VWXGLHV >@ >@ ZH KDYH OHDUQW WKDW ))60V

DUH VXLWDEOH WRROV IRU PRGHOLQJ VLJQDOV WKDW IROORZ DQ DS

SUR[LPDWHO\ UHSHWLWLYH SDWWHUQ $V DQ\ IX]]\ V\VWHP ))60V

UHTXLUH WKH GH¿QLWLRQ RI D NQRZOHGJH EDVH .% ,W LV ZHOO

NQRZQ WKDW WKLV LV D FRPSOH[ WDVN IRU H[SHUWV DV LW ZDV

WKH FDVH LQ WKHVH SUHYLRXV ZRUNV ,Q DGGLWLRQ WKH G\QDPLF

QDWXUH RI ))60V LQFUHDVHV WKH FRPSOH[LW\ RI WKH SURFHVV )RU

WKDW UHDVRQ LQ >@ ZH SURSRVHG D QHZ DXWRPDWLF OHDUQLQJ

PHWKRG IRU WKH IX]]\ .% RI ))60V EDVHG RQ WKH XVH RI

JHQHWLF DOJRULWKPV *$V >@ *$V KDYH SURYHQ ODUJHO\ WKHLU

HIIHFWLYHQHVV DQG HI¿FLHQF\ IRU WKH ODWWHU WDVN LQ WKH ODVW

WZR GHFDGHV LQ WKH VRFDOOHG JHQHWLF IX]]\ V\VWHPV *)6V

DUHD >@ >@ >@ ,Q RXU DSSURDFK WKH IX]]\ VWDWHV DQG

WUDQVLWLRQV DUH GH¿QHG E\ WKH H[SHUW LQ RUGHU WR NHHS WKH

NQRZOHGJH WKDW VKHKH KDV RYHU WKH ZKROH V\VWHP ZKLOH WKH

IX]]\ UXOHV DQG PHPEHUVKLS IXQFWLRQV UHJXODWLQJ WKH VWDWH

FKDQJHV ZLOO EH GHULYHG DXWRPDWLFDOO\ E\ WKH *)6 7KLV

FRPELQHG DFWLRQ WKXV UHVXOWV LQ D UREXVW DFFXUDWH DQG KXPDQ

IULHQGO\ PRGHO FDOOHG JHQHWLF IX]]\ ¿QLWH VWDWH PDFKLQH

*))60 >@

,Q WKLV FRQWULEXWLRQ ZH SURSRVH WKH XVH RI D *))60

IRU WKH ERG\ SRVWXUH UHFRJQLWLRQ SUREOHP 2XU ¿QDO JRDO

LV WR REWDLQ D VSHFL¿F PRGHO ))60 LQ VXFK ZD\ WKDW

WKLV ))60 FDQ JHQHUDOL]H ZHOO XQGHU GLIIHUHQW VXEMHFW¶V

VLWXDWLRQV 0RUHRYHU WKH REWDLQHG ))60 ZLOO UHVXOW LQ DQ

DFFXUDWH DQG KXPDQ IULHQGO\ OLQJXLVWLF GHVFULSWLRQ RI WKLV

SKHQRPHQRQ ZLWK WKH FDSDELOLW\ RI LGHQWLI\LQJ WKH SRVWXUH

RI WKH XVHU $ FRPSOHWH H[SHULPHQWDWLRQ LV GHYHORSHG WR

WHVW WKH SHUIRUPDQFH RI WKH QHZ SURSRVDO FRPSULVLQJ D

GHWDLOHG DQDO\VLV RI UHVXOWV ZKLFK VKRZV WKH DGYDQWDJHV RI

RXU SURSRVDO LQ FRPSDULVRQ ZLWK DQRWKHU FODVVLFDO WHFKQLTXH

)XUWKHUPRUH ZH ZLOO DOVR FRPSDUH WKLV QHZ SURSRVDO DJDLQVW

D ))60 SUHYLRXVO\ GHYHORSHG IRU ERG\ SRVWXUH UHFRJQLWLRQ

ZKRVH .% KDG EHHQ GH¿QHG E\ WKH H[SHUW LQ >@
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7KH UHPDLQGHU RI WKLV SDSHU LV RUJDQL]HG DV IROORZV

6HFWLRQ ,, SUHVHQWV KRZ WR XVH ))60V IRU PRGHOLQJ WKH

WHPSRUDO HYROXWLRQ RI D SKHQRPHQRQ 6HFWLRQ ,,, H[SODLQV

KRZ WR EXLOG ))60V IRU UHFRJQL]LQJ WKH ERG\ SRVWXUH 7KH

DXWRPDWLF PHWKRG IRU OHDUQLQJ WKH .% RI WKHVH ))60V EDVHG

RQ *$V LV LQWURGXFHG LQ 6HFWLRQ ,9 6HFWLRQ 9 SUHVHQWV WKH

H[SHULPHQWDWLRQ FDUULHG RXW FRPSDULQJ WKH REWDLQHG UHVXOWV

ZLWK DQRWKHU V\VWHP LGHQWL¿FDWLRQ WRRO )LQDOO\ 6HFWLRQ 9,

GUDZV VRPH FRQFOXVLRQV DQG IXWXUH UHVHDUFK ZRUNV

,, )8==< ),1,7( 67$7( 0$&+,1(6

,Q WKLV VHFWLRQ ZH LQWURGXFH WKH PDLQ FRQFHSWV DQG HOH

PHQWV RI RXU SDUDGLJP IRU V\VWHP PRGHOLQJ DOORZLQJ H[SHUWV

WR EXLOG FRPSUHKHQVLEOH IX]]\ OLQJXLVWLF PRGHOV LQ DQ HDVLHU

ZD\ ,Q RXU IUDPHZRUN D ))60 LV D WXSOH {Q, U, f, Y, g}
ZKHUH

• Q LV WKH VWDWH RI WKH V\VWHP

• U LV WKH LQSXW YHFWRU RI WKH V\VWHP

• f LV WKH WUDQVLWLRQ IXQFWLRQ ZKLFK FDOFXODWHV WKH VWDWH RI

WKH V\VWHP

• Y LV WKH RXWSXW YHFWRU RI WKH V\VWHP

• g LV WKH RXWSXW IXQFWLRQ ZKLFK FDOFXODWHV WKH RXWSXW

YHFWRU

(DFK RI WKHVH FRPSRQHQWV DUH GHVFULEHG LQ WKH IROORZLQJ

VXEVHFWLRQV )XUWKHUPRUH WKH LQWHUHVWHG UHDGHU FDQ UHIHU WR

>@ >@ >@ >@ IRU D PRUH GHWDLOHG GHVFULSWLRQ

$ )X]]\ 6WDWHV Q
7KH VWDWH RI WKH V\VWHP Q LV GH¿QHG DV D OLQJXLVWLF

YDULDEOH >@ WKDW WDNHV LWV YDOXHV LQ WKH VHW RI OLQJXLVWLF ODEHOV

{q1, q2, . . . , qn} ZLWK n EHLQJ WKH QXPEHU RI IX]]\ VWDWHV

(YHU\ IX]]\ VWDWH UHSUHVHQWV WKH SDWWHUQ RI D UHSHWLWLYH VLWX

DWLRQ DQG LW LV UHSUHVHQWHG QXPHULFDOO\ E\ D VWDWH DFWLYDWLRQ

YHFWRU

S[t] = (s1[t], s2[t], . . . , sn[t]) ZKHUH s
i

[t] 2 [0, 1] DQG
nP

i=1
s
i

[t] = 1

S0 LV GH¿QHG DV WKH LQLWLDO YDOXH RI WKH VWDWH DFWLYDWLRQ

YHFWRU LH S0 = S[t = 0]

% ,QSXW 9HFWRU U 
U LV WKH LQSXW YHFWRU (u1, u2, ..., un

u

) ZLWK n
u

EHLQJ

WKH QXPEHU RI LQSXW YDULDEOHV U LV D VHW RI OLQJXLVWLF

YDULDEOHV REWDLQHG DIWHU IX]]L¿FDWLRQ RI QXPHULFDO GDWD 7\S

LFDOO\ u
i

FDQ EH GLUHFWO\ REWDLQHG IURP VHQVRU GDWD RU

E\ DSSO\LQJ VRPH FDOFXODWLRQV WR WKH UDZ PHDVXUHV HJ

WKH GHULYDWLYH RU LQWHJUDO RI WKH VLJQDO RU WKH FRPELQDWLRQ

RI VHYHUDO VLJQDOV 7KH GRPDLQ RI QXPHULFDO YDOXHV WKDW

u
i

FDQ WDNH LV UHSUHVHQWHG E\ D VHW RI OLQJXLVWLF ODEHOV

A
u

i

= {A1
u

i

, A2
u

i

, . . . , An

i

u

i

} ZLWK n
i

EHLQJ WKH QXPEHU RI

OLQJXLVWLF ODEHOV RI WKH OLQJXLVWLF YDULDEOH u
i



& 7UDQVLWLRQ )XQFWLRQ f 
7KH WUDQVLWLRQ IXQFWLRQ f  FDOFXODWHV DW HDFK WLPH LQVWDQW

WKH QH[W YDOXH RI WKH VWDWH DFWLYDWLRQ YHFWRU S[t + 1] =
f(U [t], S[t]) ,W LV LPSOHPHQWHG E\ PHDQV RI D IX]]\ .%

2QFH WKH H[SHUW KDV LGHQWL¿HG WKH UHOHYDQW VWDWHV LQ WKH

PRGHO VKHKH PXVW GH¿QH WKH DOORZHG WUDQVLWLRQV DPRQJ

VWDWHV 7KHUH DUH UXOHV R
ii

WR UHPDLQ LQ D VWDWH q
i

 DQG UXOHV

R
ij

WR FKDQJH IURP VWDWH q
i

WR VWDWH q
j

 ,I D WUDQVLWLRQ LV

IRUELGGHQ LQ WKH ))60 LW ZLOO KDYH QR IX]]\ UXOHV DVVRFLDWHG

$ JHQHULF H[SUHVVLRQ RI D UXOH LV RI WKH IRUP

R
ij

 ,) S[t] LV q
i

 $1' C
ij

7+(1 S[t + 1] LV q
j

ZKHUH

• 7KH ¿UVW WHUP LQ WKH DQWHFHGHQW S[t] LV q
i

 FRPSXWHV WKH

GHJUHH RI DFWLYDWLRQ RI WKH VWDWH q
i

LQ WKH WLPH LQVWDQW

t LH s
i

[t] :LWK WKLV PHFKDQLVP ZH RQO\ DOORZ WKH

))60 WR FKDQJH IURP WKH VWDWH q
i

WR WKH VWDWH q
j

RU WR

UHPDLQ LQ VWDWH q
i

 ZKHQ i = j
• 7KH VHFRQG WHUP LQ WKH DQWHFHGHQW C

ij

GHVFULEHV WKH

FRQVWUDLQWV LPSRVHG RQ WKH LQSXW YDULDEOHV LQ GLVMXQFWLYH

QRUPDO IRUP '1) >@ )RU H[DPSOH C
ij

 u1[t] LV
A3

u1
 $1' u2[t] LV A4

u2
25 A5

u2


• )LQDOO\ WKH FRQVHTXHQW RI WKH UXOH GH¿QHV WKH QH[W YDOXH

RI WKH VWDWH DFWLYDWLRQ YHFWRU S[t + 1] ,W FRQVLVWV RI D
YHFWRU ZLWK D ]HUR YDOXH LQ DOO RI LWV FRPSRQHQWV EXW LQ

s
j

[t] ZKHUH LW WDNHV YDOXH RQH

7R FDOFXODWH WKH QH[W YDOXH RI WKH VWDWH DFWLYDWLRQ YHFWRU

S[t+1] D ZHLJKWHG DYHUDJH XVLQJ WKH ¿ULQJ GHJUHH RI HDFK
UXOH k !

k

 LV FRPSXWHG DV GH¿QHG LQ (TXDWLRQ 

S[t+ 1] =

8
>>>><

>>>>:

#RulesP

k=1
!

k

·(s1,...,sn)
k

#RulesP

k=1
!

k

LI

#RulesP
k=1

!
k

6= 0

S[t] LI

#RulesP
k=1

!
k

= 0



ZKHUH !
k

 LV FDOFXODWHG XVLQJ WKH PLQLPXP IRU WKH $1'

RSHUDWRU DQG WKH ERXQGHG VXP RI àXNDVLHZLF] >@ IRU WKH

25 RSHUDWRU

' 2XWSXW 9HFWRU Y 
Y LV WKH RXWSXW YHFWRU (y1, y2, ..., yn

y

) ZLWK n
y

EHLQJ

WKH QXPEHU RI RXWSXW YDULDEOHV Y LV D VXPPDU\ RI WKH

FKDUDFWHULVWLFV RI WKH V\VWHP HYROXWLRQ WKDW DUH UHOHYDQW IRU

WKH DSSOLFDWLRQ

( 2XWSXW )XQFWLRQ g
7KH RXWSXW IXQFWLRQ g FDOFXODWHV DW HDFK WLPH LQVWDQW

WKH QH[W YDOXH RI WKH RXWSXW YHFWRU Y [t] = f(U [t], S[t])
7KH PRVW VLPSOH LPSOHPHQWDWLRQ RI g LV Y [t] = S[t]

,,, )8==< ),1,7( 67$7( 0$&+,1( )25 %2'< 326785(

5(&2*1,7,21

7KLV VHFWLRQ SUHVHQWV WKH GHVLJQ RI WKH PDLQ HOHPHQWV

QHHGHG WR EXLOG D ))60 IRU ERG\ SRVWXUH UHFRJQLWLRQ >@

$ )X]]\ 6WDWHV
,Q WKLV DSSOLFDWLRQ ZH KDYH GH¿QHG WKUHH GLIIHUHQW IX]]\

VWDWHV ZKLFK GLUHFWO\ GHVFULEH WKH ERG\ SRVWXUH

{q1 ! 6HDWHG q2 ! 8SULJKW q3 ! :DONLQJ}

% ,QSXW 9HFWRU
,Q RXU H[SHULPHQWV ZH KDYH XVHG D WKUHHD[LDO DFFHOHURP

HWHU WLJKW ZLWK D EHOW LQ WKH PLGGOH RI WKH EDFN 7KHUHIRUH

WKH QXPHULFDO YDOXHV WKDW ZH REWDLQ IURP WKH VHQVRU DUH WKH

GRUVRYHQWUDO DFFHOHUDWLRQ a
x

 WKH PHGLRODWHUDO DFFHOHUD

WLRQ a
y

 DQG WKH DQWHURSRVWHULRU DFFHOHUDWLRQ a
z

 ,Q RUGHU

WR GLVWLQJXLVK EHWZHHQ WKH WKUHH GLIIHUHQW VWDWHV ZH KDYH

FUHDWHG WKUHH OLQJXLVWLF YDULDEOHV {a
x

, mov, tilt} ZLWK WKHVH

QXPHULFDO YDOXHV

• a
x

LV WKH GRUVRYHQWUDO DFFHOHUDWLRQ DV LW ZDV REWDLQHG

IURP WKH VHQVRU
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• mov PHDVXUHV WKH DPRXQW RI PRYHPHQW ,W LV WKH VXP

RI WKH GLIIHUHQFH EHWZHHQ WKH PD[LPXP DQG PLQLPXP

RI a
x

 a
y

 DQG a
z

 UHVSHFWLYHO\ FRQWDLQHG LQ DQ LQWHUYDO

RI  VHFRQG

• tilt LV D YDULDEOH WKDW PHDVXUHV WKH WLOW RI WKH ERG\ ,W

LV FDOFXODWHG DV WKH VXP RI WKH DEVROXWH YDOXH RI WKH

PHGLRODWHUDO DFFHOHUDWLRQ a
y

 DQG WKH DEVROXWH YDOXH

RI WKH DQWHURSRVWHULRU DFFHOHUDWLRQ a
z

 LH |a
y

|+ |a
z

|

7KH WHUP VHWV IRU HDFK OLQJXLVWLF YDULDEOH

DUH {S
a

x

, M
a

x

, B
a

x

} {S
mov

, M
mov

, B
mov

} DQG

{S
tilt

, M
tilt

, B
tilt

} ZKHUH S M  DQG B DUH OLQJXLVWLF

WHUPV UHSUHVHQWLQJ VPDOO PHGLXP DQG ELJ UHVSHFWLYHO\

& 7UDQVLWLRQ )XQFWLRQ
7KH GH¿QLWLRQ RI ZKLFK WUDQVLWLRQV DUH DOORZHG DQG ZKLFK

DUH QRW FDQ EH HDVLO\ UHSUHVHQWHG E\ PHDQV RI WKH VWDWH

GLDJUDP )LJXUH  VKRZV KRZ ZH XVH WKH ))60 WR GH¿QH

FRQVWUDLQWV RQ WKH SRVVLELOLWLHV WR FKDQJH RI VWDWH 0RUH

VSHFL¿FDOO\ ZH IRUFH WKH PRGHO WR SDVV E\ WKH VWDWH 8SULJKW

q2 ZKHQ WKH VXEMHFW SDVVHV IURP 6HDWHG q1 WR :DONLQJ

q3 7KLV UHVWULFWLRQ PDNHV WKH V\VWHP PRUH UREXVW

)URP WKH VWDWH GLDJUDP UHSUHVHQWHG LQ )LJXUH  LW FDQ EH

UHFRJQL]HG WKDW WKHUH DUH  IX]]\ UXOHV RYHUDOO LQ WKH V\VWHP

 UXOHV WR UHPDLQ LQ HDFK VWDWH DQG RWKHU  WR FKDQJH EHWZHHQ

VWDWHV

)LJ  6WDWH GLDJUDP RI WKH ))60 IRU ERG\ SRVWXUH UHFRJQLWLRQ

7KHUHIRUH WKH 5% ZLOO KDYH WKH IROORZLQJ VWUXFWXUH

R11 ,) S[t] LV q1 $1' C11 7+(1 S[t + 1] LV q1
R22 ,) S[t] LV q2 $1' C22 7+(1 S[t + 1] LV q2
R33 ,) S[t] LV q3 $1' C33 7+(1 S[t + 1] LV q3
R12 ,) S[t] LV q1 $1' C12 7+(1 S[t + 1] LV q2
R21 ,) S[t] LV q2 $1' C21 7+(1 S[t + 1] LV q1
R23 ,) S[t] LV q2 $1' C23 7+(1 S[t + 1] LV q3
R32 ,) S[t] LV q3 $1' C32 7+(1 S[t + 1] LV q2
R31 ,) S[t] LV q3 $1' C31 7+(1 S[t + 1] LV q1

ZKHUH C
ij

FRXOG EH a
x

LV S
a

x

 $1' mov LV M
mov

 $1'
tilt LV M

tilt

25 B
tilt



' 2XWSXW 9HFWRU DQG 2XWSXW )XQFWLRQ
,Q WKLV FRQWULEXWLRQ ZH VLPSO\ FRQVLGHU Y [t] = S[t] LH

WKH RXWSXW RI WKH ))60 LV WKH GHJUHH RI DFWLYDWLRQ RI HDFK

VWDWH

,9 *(1(7,& )8==< 6<67(0

7KH FXUUHQW VHFWLRQ UHYLHZV WKH IXVLRQ IUDPHZRUN EHWZHHQ

))60V DQG *$V GHYHORSHG LQ >@ ZKLFK ZLOO EH FRQVLGHUHG

WR VROYH D QHZ DSSOLFDWLRQ LQ WKH FXUUHQW FRQWULEXWLRQ ,Q

WKLV FDVH ZH ZLOO OHDUQ WKH .% RI WKH ))60 GHVLJQHG IRU

ERG\ SRVWXUH UHFRJQLWLRQ 7KH .% LV FRPSULVHG E\ WKH GDWD

EDVH '% ZKLFK FRQWDLQV WKH OLQJXLVWLF ODEHOV¶ PHPEHUVKLS

IXQFWLRQV 0)V DQG WKH 5% ZKLFK FROOHFWV WKH IX]]\ LI

WKHQ UXOHV 7KH IROORZLQJ VXEVHFWLRQV GHVFULEH WKH VWUXFWXUH

RI WKH GLIIHUHQW FRPSRQHQWV RI WKLV *)6

$ 5HSUHVHQWDWLRQ 6FKHPH DQG ,QLWLDO 3RSXODWLRQ *HQHUDWLRQ
:H KDYH GLYLGHG WKH UHSUHVHQWDWLRQ VFKHPH LQWR WZR SDUWV

WKH 5% SDUW DQG WKH '% SDUW ,Q WKH IROORZLQJ ZH H[SODLQ

HDFK RI WKHVH UHSUHVHQWDWLRQV

 5% SDUW :H FRGLI\ WKH ZKROH UXOH VHW LQ D FKURPRVRPH

IROORZLQJ WKH 3LWWVEXUJK DSSURDFK >@ )RU HDFK RI WKH WKUHH

LQSXW YDULDEOHV a
x

 mov DQG tilt WKH UXOH UHSUHVHQWDWLRQ

FRQVLVWV RI D ELQDU\ VXEVWULQJ RI OHQJWK  WKDW UHIHUV WR LWV

OLQJXLVWLF WHUP VHW {S
a

x

, M
a

x

, B
a

x

} {S
mov

, M
mov

, B
mov

}
DQG {S

tilt

, M
tilt

, B
tilt

} UHVSHFWLYHO\ 2QO\ WKH QRQ¿[HG SDUW
RI WKH '1) UXOH DQWHFHGHQW VHH 6HFWLRQ ,,,& LV HQFRGHG

(DFK ELW KDV D RQH ]HUR ZKLFK GHQRWHV WKH SUHVHQFH

DEVHQFH RI HDFK OLQJXLVWLF WHUP LQ WKH UXOH 0RUHRYHU WKH

IHDWXUH VHOHFWLRQ FDSDELOLW\ RI WKLV UHSUHVHQWDWLRQ LV XVHG

VLQFH DQ LQSXW YDULDEOH LV RPLWWHG LQ WKH UXOH LI DOO RI LWV ELWV LQ

WKH UHSUHVHQWDWLRQ EHFRPH ]HURV RU RQHV 7KH 5% SDUW RI WKH

FKURPRVRPH ZLOO WKXV EH FRPSRVHG RI  UXOHV ⇥  OLQJXLVWLF

WHUPV  SHU LQSXW YDULDEOH   ELQDU\FRGHG JHQHV

 '% SDUW :H KDYH FRQVLGHUHG WKH XVH RI WUDSH]RLGDO

VWURQJ IX]]\ SDUWLWLRQV 6)3V >@ EHFDXVH WKH\ DOORZ XV WR

UHGXFH WKH QXPEHU RI SDUDPHWHUV WR WXQH LQ VXFK ZD\ WKDW

WKH QRUPDOL]DWLRQ FRQVWUDLQW LV HDVLO\ VDWLV¿HG E\ RQO\ FRGLQJ

WKH WZR PRGDO SRLQWV RI HDFK 0) 7KHUHIRUH ZH KDYH WR FRGH

 UHDO SDUDPHWHUV  SHU LQSXW YDULDEOH ZKHUH RQH SDUDPHWHU

LV HQRXJK WR FRGLI\ WKH ¿UVW DQG WKLUG OLQJXLVWLF ODEHO DQG WZR

SDUDPHWHUV DUH QHHGHG WR FRGLI\ WKH VHFRQG OLQJXLVWLF ODEHO

7KHUHIRUH WKH '% SDUW RI WKH FKURPRVRPH ZLOO EH FRPSRVHG

RI 12 UHDOFRGHG JHQHV

{a1
a

x

, a

2
a

x

, b

2
a

x

, a

3
a

x

, a

1
mov

, a

2
mov

, b

2
mov

, a

3
mov

, a

1
tilt

, a

2
tilt

, b

2
tilt

, a

3
tilt

}

:H XVH D UHDOFRGHG UHSUHVHQWDWLRQ 7KH YDULDWLRQ LQWHUYDO

RI HDFK DOOHOH LV GH¿QHG ZLWKLQ WKH LQWHUYDO GH¿QHG E\ LWV

SUHYLRXV DQG QH[W SDUDPHWHU )LJXUH  VKRZV WKH JUDSKLFDO

UHSUHVHQWDWLRQ RI WKH IX]]\ SDUWLWLRQ UHODWHG ZLWK WKH OLQJXLV

WLF LQSXW YDULDEOH mov 1RWLFH WKDW WKH SDUDPHWHUV a1
mov

DQG

a3
mov

DUH HQRXJK WR FRGLI\ WKH ¿UVW DQG WKLUG OLQJXLVWLF ODEHOV

S
mov

DQG B
mov

UHVSHFWLYHO\ ZKLOH WZR SDUDPHWHUV a2
mov

DQG

b2
mov

DUH QHHGHG WR FRGLI\ WKH LQWHUPHGLDWH OLQJXLVWLF ODEHO

M
mov









DPRYEPRYDPRY

6PRY 0PRY %PRY

DPRY

)LJ  3DUDPHWHUV WKDW IRUP DOO WKH WUDSH]RLGDO OLQJXLVWLF ODEHOV RI WKH

OLQJXLVWLF YDULDEOH mov

+HQFH WKH ¿QDO FKURPRVRPH HQFRGLQJ D FDQGLGDWH SURE

OHP VROXWLRQ ZLOO EH FRPSULVHG E\ 72+12 = 84 JHQHV ZLWK

WKH ¿UVW  EHLQJ ELQDU\FRGHG JHQHV FRUUHVSRQGLQJ WR WKH

5% SDUW DQG WKH ODVW  EHLQJ UHDOFRGHG JHQHV DVVRFLDWHG

WR WKH '% SDUW :H KDYH LQLWLDOL]HG WKH ¿UVW SRSXODWLRQ E\

JHQHUDWLQJ DOO WKH LQGLYLGXDOV DW UDQGRP H[FHSW WKH '% SDUW
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)LJ  &KURPRVRPH VWUXFWXUH HQFRGLQJ WKH 5% DQG '% SDUW

RI WKH ¿UVW LQGLYLGXDO RI WKH SRSXODWLRQ WKDW HQFRGHV XQLIRUP

IX]]\ SDUWLWLRQV IRU HDFK OLQJXLVWLF YDULDEOH )LJXUH  VKRZV

WKH VWUXFWXUH RI WKH FRPSOHWH FKURPRVRPH HQFRGLQJ WKH 5%

DQG '% SDUW

% )LWQHVV )XQFWLRQ
6LQFH WKH FRPSXWDWLRQ RI WKH QH[W VWDWH LV EDVHG RQ WKH

SUHYLRXV VWDWH ZH QHHG WR HYDOXDWH WKH WHQWDWLYH ))60

GH¿QLWLRQ HQFRGHG LQ HDFK FKURPRVRPH RYHU WKH ZKROH GDWD

VHW :H KDYH FKRVHQ DV ¿WQHVV IXQFWLRQ WKH PHDQ DEVROXWH

HUURU 0$( PHDVXUH GH¿QHG LQ (TXDWLRQ 

0$( =
1

n
· 1

T
·

nX

i=1

TX

j=0

|s
i

[j] � s⇤
i

[j]| 

ZKHUH

• n LV WKH QXPEHU RI VWDWHV LH n = 3
• T LV WKH GDWDVHW VL]H LH WKH FRQVLGHUHG WLPH LQWHUYDO

GXUDWLRQ

• s
i

[j] LV WKH GHJUHH RI DFWLYDWLRQ RI VWDWH q
i

DW WLPH t = j
• s⇤

i

[j] LV WKH H[SHFWHG GHJUHH RI DFWLYDWLRQ RI VWDWH q
i

DW

WLPH t = j

7KH 0$( GLUHFWO\ PHDVXUHV WKH GLIIHUHQFH EHWZHHQ WKH

DFWXDO VWDWH DFWLYDWLRQ YHFWRU S⇤[t] DQG WKH REWDLQHG RQH

S[t] +RZHYHU ZH QHHG WR GH¿QH S⇤[t] IRU HDFK LQSXW GDWD
VHW WKDW ZH ZDQW WR OHDUQ 7KLV GH¿QLWLRQ FRXOG EH SUREOHPDWLF

DQG PXVW EH GRQH FDUHIXOO\ EHFDXVH PRUH WKDQ RQH VWDWH FDQ

EH GH¿QHG DW HDFK WLPH LQVWDQW HDFK RI WKRVH VWDWHV DFWLYDWHG

ZLWK FHUWDLQ GHJUHH LQ WKH LQWHUYDO [0, 1] ,Q WKH IROORZLQJ

VXEVHFWLRQ WKLV LVVXH LV H[SODLQHG LQ GHWDLO

& 'H¿QLQJ WKH 7UDLQLQJ 'DWD 6HW
:H KDYH WR FUHDWH D WUDLQLQJ YHFWRU ZKLFK

FRQVLVWV RI a
x

[t] a
y

[t] a
z

[t] DQG S⇤[t] LH

(a
x

[t], a
y

[t], a
z

[t], s⇤1[t], s
⇤
2[t], s

⇤
3[t]) 7R GH¿QH LW ZH

KDYH GHYHORSHG D XVHUIULHQGO\ JUDSKLFDO LQWHUIDFH WKDW

DOORZV WKH H[SHUW WR VHOHFW PDQXDOO\ WKH UHOHYDQW SRLQWV

ZKHUH HDFK VWDWH VWDUWV DQG HQGV XVLQJ KHUKLV NQRZOHGJH

DERXW ERG\ SRVWXUH DQG WKH GXUDWLRQ RI HDFK SDUW RI WKH

H[SHULPHQW 7KH IX]]\ GH¿QLWLRQ RI WKH VWDWHV LV EDVHG

RQ WKH LPSUHFLVLRQ RI WKH H[SHUW ZKHQ GH¿QLQJ WKRVH

UHOHYDQW SRLQWV )RU HDFK VWDWH q
i

 WKHUH DUH GLIIHUHQW SRLQWV

FRPSULVLQJ WKH EHJLQQLQJ bj
i

 DQG WKH HQG RI HDFK VWDWH

ej
i

 ZLWK j 2 N
$V DQ H[DPSOH OHW XV FRQVLGHU WKH GH¿QLWLRQ RI WKH DFWXDO

GHJUHH RI DFWLYDWLRQ RI VWDWH q3 ZKHQ WKHUH LV D WUDQVLWLRQ

IURP VWDWH q2 WR VWDWH q3 DQG WKHQ IURP VWDWH q3 WR VWDWH

q1 7KH DFWXDO YDOXH RI s⇤3[t] LV WKHQ VSHFL¿HG E\ (TXDWLRQ 
%HWZHHQ WKH HQG WLPH RI q2 e

j

2 DQG WKH VWDUW WLPH RI q3 b
j

3

WKH DFWLYDWLRQ RI WKH VWDWH q3 LV ULVLQJ IURP  WR  %HWZHHQ

WKH VWDUW bj3 DQG WKH HQG WLPH ej3 RI q3 GH¿QHG E\ WKH

XVHU WKH DFWLYDWLRQ KDV WKH PD[LPXP RI  $IWHUZDUGV WKH

DFWLYDWLRQ GURSV WLOO ]HUR DW WKH VWDUW RI q1 bj1 2WKHUZLVH
WKH DFWLYDWLRQ LV ]HUR

s⇤3[t] =

8
>>>><

>>>>:

t�e

j

2

b

j

3�e

j

2

LI ej2 < t < bj3

1 LI bj3  t  ej3
b

j

1�t

b

j

1�e

j

3

LI ej3 < t < bj1

0 RWKHUZLVH



7KH LQWHUHVWHG UHDGHU LV UHIHUUHG WR >@ IRU D GHHSHU

GHVFULSWLRQ RQ WKH KXPDQ GH¿QLWLRQ RI WKH DFWLYDWLRQ GHJUHHV

IRU WKH IX]]\ VWDWHV LQ ))60V

' *HQHWLF 2SHUDWRUV
$ ELQDU\ WRXUQDPHQW VHOHFWLRQ DQG D JHQHUDWLRQDO UHSODFH

PHQW ZLWK HOLWLVP DUH FRQVLGHUHG 7KH FODVVLFDO WZRSRLQW

FURVVRYHU KDV EHHQ XVHG IRU WKH 5% ELQDU\FRGHG SDUW RI

WKH FKURPRVRPH DQG %/;↵ FURVVRYHU >@ IRU WKH '% UHDO

FRGHG SDUW 7KH %/;↵ FURVVRYHU LV DSSOLHG WZLFH RYHU D

SDLU RI SDUHQWV LQ RUGHU WR REWDLQ D QHZ SDLU RI FKURPRVRPHV

7KH FODVVLFDO ELWZLVH PXWDWLRQ KDV EHHQ VHOHFWHG IRU WKH

ELQDU\FRGHG 5% SDUW ZKLOH XQLIRUP PXWDWLRQ KDV EHHQ

FKRVHQ IRU WKH UHDOFRGHG '% SDUW

,Q WKLV FRQWULEXWLRQ ZH KDYH LPSOHPHQWHG WKUHH GLIIHUHQW

WHUPLQDWLRQ FRQGLWLRQV )LUVW WKH VHDUFK LV VWRSSHG ZKHQ WKH

DOJRULWKP KDV REWDLQHG D ¿WQHVV YDOXH HTXDO WR ]HUR ZKLFK

LV WKH EHVW YDOXH WKDW WKH ¿WQHVV IXQFWLRQ FDQ WDNH 0RUHRYHU

ZH KDYH GHFLGHG WR VHW D PD[LPXP QXPEHU RI JHQHUDWLRQV

DQG DOVR WR VWRS WKH VHDUFK ZKHQ IRU D FHUWDLQ QXPEHU RI

JHQHUDWLRQV WKH ¿WQHVV YDOXH RI WKH EHVW LQGLYLGXDO LV QRW

LPSURYHG

9 (;3(5,0(17$7,21

7KLV VHFWLRQ SUHVHQWV WKH H[SHULPHQWDWLRQ FDUULHG RXW )LUVW

WKH H[SHULPHQWDO VHWXS ZKLFK FRPSULVHV WKH GDWD DFTXLVLWLRQ

DQG WKH SDUDPHWHUV RI WKH *$ LV H[SODLQHG 7KH VHFRQG SDUW

FRQWDLQV D EULHI GHVFULSWLRQ RI DQ DOWHUQDWLYH PRGHO XVHG IRU

ERG\ SRVWXUH UHFRJQLWLRQ )LQDOO\ WKH WKLUG SDUW SUHVHQWV DQG

DQDO\]HV WKH UHVXOWV REWDLQHG

$ ([SHULPHQWDO 6HWXS
 'DWD DFTXLVLWLRQ :H KDYH XVHG D ZLUHOHVV WKUHHD[LDO

DFFHOHURPHWHU DWWDFKHG WR D EHOW FHQWHUHG LQ WKH EDFN RI WKH

SHUVRQ ,W SURYLGHG PHDVXUHPHQWV RI WKH WKUHH RUWKRJRQDO

DFFHOHUDWLRQV ZLWK D IUHTXHQF\ RI  +] 7KHUHIRUH HYHU\

UHFRUG FRQWDLQHG WKH LQIRUPDWLRQ (t, a
x

, a
y

, a
z

) ZKHUH t LV
HDFK LQVWDQW RI WLPH a

x

LV WKH GRUVRYHQWUDO DFFHOHUDWLRQ

a
y

LV WKH PHGLRODWHUDO DFFHOHUDWLRQ DQG a
z

LV WKH DQWHUR

SRVWHULRU DFFHOHUDWLRQ

:H DVNHG WKLV SHUVRQ WR SHUIRUP D YDULHW\ RI DFWLYLWLHV

VXFK DV VLWWLQJ DW KHUKLV GHVN KDYLQJ D FRIIHH YLVLWLQJ D

FROOHDJXH KDYLQJ D PHHWLQJ HWF ,Q WKLV VLPSOL¿HG VFHQDULR

ZH KDYH VHW D UHGXFHG WLPH IRU WKH GLIIHUHQW WDVNV EHFDXVH ZH

ZDQWHG WR WHVW KRZ RXU V\VWHP LV DEOH WR UHFRJQL]H DOO GH¿QHG

VWDWHV UHODWHG WR ERG\ SRVWXUH 7KLV SURFHVV ZDV UHSHDWHG

WHQ WLPHV SURGXFLQJ WHQ GLIIHUHQW GDWDVHWV 7KHVH GDWDVHWV
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ZHUH WKHQ SURFHVVHG DV H[SODLQHG LQ 6HFWLRQ ,9& JHWWLQJ

WKH IROORZLQJ VWUXFWXUH

(a
x

[t], a
y

[t], a
z

[t], s⇤1[t], s
⇤
2[t], s

⇤
3[t])

ZKHUH

• a
x

[t] LV WKH GRUVRYHQWUDO DFFHOHUDWLRQ DW WLPH LQVWDQW t
• a

y

[t] LV WKH PHGLRODWHUDO DFFHOHUDWLRQ DW WLPH LQVWDQW t
• a

z

[t] LV WKH DQWHURSRVWHULRU DFFHOHUDWLRQ DW WLPH LQVWDQW

t
• s⇤1[t] LV WKH H[SHFWHG GHJUHH RI DFWLYDWLRQ RI VWDWH q1 DW

WLPH LQVWDQW t
• s⇤2[t] LV WKH H[SHFWHG GHJUHH RI DFWLYDWLRQ RI VWDWH q2 DW

WLPH LQVWDQW t
• s⇤3[t] LV WKH H[SHFWHG GHJUHH RI DFWLYDWLRQ RI VWDWH q3 DW

WLPH LQVWDQW t

 3DUDPHWHUV RI WKH *$
• 3RSXODWLRQ VL]H ! 30 LQGLYLGXDOV

• &URVVRYHU SUREDELOLW\ ! p
c

= 0.8
• 9DOXH RI DOSKD %/;↵ SDUDPHWHU ! ↵ = 0.3
• 0XWDWLRQ SUREDELOLW\ SHU ELW ! p

m

= 0.02
• 7HUPLQDWLRQ FRQGLWLRQV

± )LWQHVV YDOXH UHDFKHG ! 0$( = 0
± 0D[LPXP QXPEHU RI JHQHUDWLRQV ! 

± *HQHUDWLRQV ZLWKRXW LPSURYHPHQW RI WKH ¿WQHVV

IXQFWLRQ ! 

% $XWRUHJUHVVLYH /LQHDU 0RGHOV
,Q RUGHU WR EHQFKPDUN WKH *))60 UHVXOWV ZH KDYH FRQ

VLGHUHG DQRWKHU WHFKQLTXH FRPPRQO\ XVHG LQ V\VWHP PRGHO

LQJ RI WLPHGHSHQGHQW V\VWHPV DXWRUHJUHVVLYH OLQHDU PRGHOV

$5; >@ :H KDYH GH¿QHG D PXOWLSOHLQSXW PXOWLSOH

RXWSXW 0,02 $5; PRGHO ZLWK WKH VWUXFWXUH GH¿QHG E\

(TXDWLRQ 

Y [t] = A1 · Y [t � 1] + . . . + A
n

A

· Y [t � n
A

]

+ B0 · U [t] + . . . + B
n

B

· U [t � n
B

]


ZKHUH

• Y [t] = (s1[t], s2[t], s3[t]) LV WKH FXUUHQW RXWSXW YHFWRU
• Y [t � 1], . . . , Y [t � n

A

] DUH WKH SUHYLRXV RXWSXW YHFWRUV
RQ ZKLFK WKH FXUUHQW RXWSXW YHFWRU GHSHQGV

• U [t] = (a
x

[t], mov[t], tilt[t]), . . . , U [t � n
B

] DUH WKH

FXUUHQW DQG GHOD\HG LQSXW YHFWRUV RQ ZKLFK WKH FXUUHQW

RXWSXW YHFWRU GHSHQGV

• n
A

LV WKH QXPEHU RI SUHYLRXV RXWSXW YHFWRUV RQ ZKLFK

WKH FXUUHQW RXWSXW YHFWRU GHSHQGV

• n
B

LV WKH QXPEHU RI SUHYLRXV LQSXW YHFWRUV RQ ZKLFK

WKH FXUUHQW RXWSXW YHFWRU GHSHQGV

• A1, . . . , An

A

DQG B0, . . . , Bn

B

DUH WKH PDWULFHV WKDW

GH¿QH WKH PRGHOV 7KH\ DUH HVWLPDWHG XVLQJ WKH OHDVW

VTXDUHV PHWKRG

7KH SHUIRUPDQFH RI WKLV PRGHO KDV EHHQ WHVWHG ZLWK YDOXHV

RI n
A

= n
B

= 20 UHVXOWLQJ LQ WKH $5; PRGHO GH¿QHG E\

(TXDWLRQ 

Y [t] = A1 · Y [t � 1] + . . . + A20 · Y [t � 20]

+ B0 · U [t] + . . . + B19 · U [t � 19]


& 5HVXOWV
7R WHVW WKH SHUIRUPDQFH RI WKH *))60 DQG WKH $5;

PRGHO ZH KDYH GRQH D OHDYHRQHRXW FURVV YDOLGDWLRQ IRU

HDFK RI WKH  GDWDVHWV 7DEOH , VKRZV WKH 0$( REWDLQHG

7$%/( ,

0$( )25 ($&+ '$7$6(7 2) 7+( /($9(21(287

)2/'

*))60 $5;

75$,1 7(67 75$,1 7(67

    

    

    

    

    

    

    

    

    

    

0($1    

67'    

7$%/( ,,

0$( 2%7$,1(' )25 ($&+ '$7$6(7 %< 7+( ))60 '(),1(' %< 7+(

(;3(57 $1' 2%7$,1(' ,1 7(67 :,7+ 7+( /($9(21(287

'$7$6(7 ))60 *))60 $5;

   

   

   

   

   

   

   

   

   

   

0($1   

67'   

IRU HDFK IROG RI WKH OHDYHRQHRXW LQ WUDLQLQJ DQG WHVW ,W

DOVR GHSLFWV WKH DYHUDJH YDOXH RI WKH 0$( 0($1 DQG LWV

VWDQGDUG GHYLDWLRQ 67' IRU WKH WHQ UHVXOWV RI WKH SURFHGXUH

,Q DGGLWLRQ ZH KDYH HYDOXDWHG WKH ))60 PDQXDOO\ GH¿QHG

E\ WKH H[SHUW LQ >@ ZKHUH QR WUDLQLQJ GDWD KDV EHHQ XVHG

RYHU WKHVH WHQ GDWDVHWV 7DEOH ,, VKRZV WKH 0$( REWDLQHG

IRU HDFK GDWDVHW E\ WKH H[SHUW ))60 DQG WKH 0$( REWDLQHG

LQ WHVW ZLWK WKH OHDYHRQHRXW SURFHGXUH IRU WKH *))60 DQG

WKH $5; PRGHO

,W FDQ EH HDVLO\ REVHUYHG WKDW RXU SURSRVDO *))60

DQG WKH ))60 GH¿QHG E\ WKH H[SHUW REWDLQ EHWWHU UHVXOWV

WKDQ WKH DXWRUHJUHVVLYH OLQHDU PRGHO $5; 0RUHRYHU $5;

PRGHOV DUH EODFNER[ PRGHOV QRW XQGHUVWDQGDEOH E\ WKH

KXPDQ H[SHUW ZKLOH RXU *))60 LV DEOH WR GHVFULEH DQG

      







D[

8QLIRUP

/HDUQW

         







PRY

8QLIRUP

/HDUQW

     







WLOW

8QLIRUP

/HDUQW

)LJ  /LQJXLVWLF ODEHOV¶ WUDSH]RLGDO 0)V RI HDFK OLQJXLVWLF YDULDEOH ZKLFK

FRPSULVH WKH OHDUQW '% FRPSDUHG ZLWK WKH XQLIRUPO\ GLVWULEXWHG RULJLQDO

RQHV
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PRGHO WKH ERG\ SRVWXUH E\ PHDQV RI OLQJXLVWLF IX]]\ LIWKHQ

UXOHV DFKLHYLQJ D JRRG LQWHUSUHWDELOLW\DFFXUDF\ WUDGHRII

1RWH WKDW ZLWK WKH DSSOLFDWLRQ RI WKH JHQHWLF OHDUQLQJ

SURFHGXUH SURSRVHG LQ >@ ZH KDYH LQFUHDVHG WKH DFFXUDF\

RI WKH ))60 GH¿QHG E\ WKH H[SHUW E\ UHGXFLQJ WKH DYHUDJH

0$( IURP  WR  NHHSLQJ KHUKLV NQRZOHGJH DERXW

WKLV DSSOLFDWLRQ DQG SURGXFLQJ D 5% DQG D '% WKDW KDYH WKH

VDPH LQWHUSUHWDELOLW\ DV WKH IRUPHU

$V DQ H[DPSOH RI KRZ RXU QRYHO SURSRVDO LV GHVFULELQJ

OLQJXLVWLFDOO\ WKH WHPSRUDO HYROXWLRQ RI WKH ERG\ SRVWXUH D

FRPSOHWH VHW RI FRQVWUDLQWV LPSRVHG RQ WKH LQSXW YDULDEOHV

ZKLFK IRUPV WKH 5% DV H[SODLQHG LQ ,,,& OHDUQHG IRU WKH

VHFRQG IROG RI WKH OHDYHRQHRXW SURFHGXUH LV VKRZQ DV

IROORZV

C11  a
x

LV M
a

x

 $1' mov LV S
mov

25 B

mov

 $1' tilt LV B
tilt



C11  a
x

LV M
a

x

 $1' mov LV ¬M
mov


 $1' tilt LV B

tilt



C22  a
x

LV B
a

x



C33  mov LV M
mov



C12  a
x

LV ¬S
a

x

 $1' mov LV ¬S
mov

 $1' tilt LV ¬B
tilt



C21  a
x

LV S
a

x

 $1' mov LV ¬M
mov

 $1' tilt LV B
tilt



C23  a
x

LV B
a

x

 $1' mov LV ¬S
mov

 $1' tilt LV S
tilt



C32  mov LV S
mov

 $1' tilt LV ¬B
tilt



C31  a
x

LV S
a

x

 $1' mov LV S
mov

 $1' tilt LV M
tilt



)LJXUH  VKRZV WKH JUDSKLFDO UHSUHVHQWDWLRQ RI WKH OHDUQW

'% DVVRFLDWHG ZLWK WKLV 5% 7KH LQLWLDO '% LV DOVR SORWWHG

ZKLFK FRQVLVWV RI XQLIRUPO\ GLVWULEXWHG 0)V

9, &21&/8',1* 5(0$5.6

:H KDYH SUHVHQWHG D SUDFWLFDO DSSOLFDWLRQ ZKHUH ZH GH

VFULEHG KRZ WR EXLOG D ))60 WR UHFRJQL]H WKH ERG\ SRVWXUH LQ

D G\QDPLFDO HQYLURQPHQW :H GH¿QHG WKUHH GLIIHUHQW VWDWHV

UHODWHG WR WKH ERG\ SRVWXUH DQG DSSOLHG WKH ))60 JHQHWLF

OHDUQLQJ SURFHGXUH SURSRVHG LQ >@ WR UHFRJQL]H WKHVH VWDWHV

7KLV *)6 FDQ REWDLQ DXWRPDWLFDOO\ WKH IX]]\ UXOHV DQG

IX]]\ 0)V DVVRFLDWHG WR WKH OLQJXLVWLF WHUPV RI WKH ))60

ZKLOH WKH VWDWHV DQG WUDQVLWLRQV DUH GH¿QHG E\ WKH H[SHUW

WKXV PDLQWDLQLQJ WKH NQRZOHGJH WKDW VKHKH KDV DERXW WKH

DSSOLFDWLRQ 7KH UHVXOWV REWDLQHG E\ WKH *))60 VKRZHG WKH

JRRGQHVV RI RXU SURSRVDO 0RUHRYHU LWV DELOLW\ WR FRPELQH

WKH KDQGOLQJ RI WKH DYDLODEOH H[SHUW NQRZOHGJH ZLWK WKH

DFFXUDF\ DFKLHYHG E\ WKH OHDUQLQJ SURFHVV FDQ EH XVHG WR

VWXG\ VHYHUDO SKHQRPHQD ZKHUH WKH KXPDQ LQWHUDFWLRQ LV

GHPDQGHG

$&.12:/('*0(17

7KLV ZRUN KDV EHHQ IXQGHG E\ WKH 6SDQLVK 0LQLVWHULR

GH &LHQFLD H ,QQRYDFLRQ 0,&,11 XQGHU SURMHFW 7,1

& DQG XQGHU SURMHFW 7,1 LQFOXGLQJ

('5) IXQGLQJV

5()(5(1&(6

>@ . $PLQLDQ 3 5REHUW ( -HTXLHU DQG < 6FKXW] ³(VWLPDWLRQ RI VSHHG

DQG LQFOLQH RI ZDONLQJ XVLQJ QHXUDO QHWZRUN́ ,QVWUXPHQWDWLRQ DQG
0HDVXUHPHQW ,((( 7UDQVDFWLRQV RQ YRO  QR  SS ±


>@ 7 %DQHUMHH - 0 .HOOHU 0 6NXELF DQG & $EERWW ³6LWWRVWDQG

GHWHFWLRQ XVLQJ IX]]\ FOXVWHULQJ WHFKQLTXHV́ LQ 3URFHHGLQJV RI WKH
 ,((( ,QWHUQDWLRQDO &RQIHUHQFH RQ )X]]\ 6\VWHPV )8==,(((
-XO  %DUFHORQD 6SDLQ  SS ±



1RWLFH WKDW WKH V\PERO ¬ VWDQGV IRU WKH QHJDWLRQ RI WKH OLQJXLVWLF WHUP

M

mov

 LH ¬M
mov

(mov) = 1�M

mov

(mov) :LWK WKH IX]]\ UHDVRQLQJ

PHFKDQLVP GH¿QHG LQ ,,& DQG WKH XVH RI 6)3V IRU WKH 0)V WKH DQWHFHGHQW

mov LV S
mov

25 B

mov

 FDQ EH UHSODFHG E\ mov LV ¬M
mov



>@ / $ =DGHK ³7KH FRQFHSW RI D OLQJXLVWLF YDULDEOH DQG LWV DSSOLFDWLRQ

WR DSSUR[LPDWH UHDVRQLQJ́ 3DUWV , ,, DQG ,,, ,QIRUPDWLRQ 6FLHQFHV
YRO    SS ± ± ± 

>@ ( + 0DPGDQL ³$SSOLFDWLRQ RI IX]]\ ORJLF WR DSSUR[LPDWH UHDVRQLQJ

XVLQJ OLQJXLVWLF V\VWHPV́ &RPSXWHUV ,((( 7UDQVDFWLRQV RQ YRO 
QR  SS ± 'HF 

>@ - / &DVWUR ³)X]]\ ORJLF FRQWUROOHUV DUH XQLYHUVDO DSSUR[LPDWRUV́

6\VWHPV 0DQ DQG &\EHUQHWLFV ,((( 7UDQVDFWLRQV RQ YRO  QR 
SS ± $SU 

>@ $ $OYDUH]$OYDUH] DQG * 7ULYLQR ³&RPSUHKHQVLEOH PRGHO RI D

TXDVLSHULRGLF VLJQDO́ LQ 3URFHHGLQJV RI WKH 9th ,QWHUQDWLRQDO &RQ
IHUHQFH RQ ,QWHOOLJHQW 6\VWHPV 'HVLJQ DQG $SSOLFDWLRQV ,6'$ /RV

$ODPLWRV &$ 86$ ,((( &RPSXWHU 6RFLHW\  SS ±

>@ * 7ULYLQR $ $OYDUH]$OYDUH] DQG * %DLODGRU ³$SSOLFDWLRQ RI WKH

FRPSXWDWLRQDO WKHRU\ RI SHUFHSWLRQV WR KXPDQ JDLW SDWWHUQ UHFRJQL

WLRQ́ 3DWWHUQ 5HFRJQLWLRQ YRO  QR  SS ± 
>@ $ $OYDUH]$OYDUH] * 7ULYLQR DQG 2 &RUGRQ ³+XPDQ JDLW PRGHOLQJ

XVLQJ D JHQHWLF IX]]\ ¿QLWH VWDWH PDFKLQH́ (XURSHDQ &HQWUH IRU 6RIW

&RPSXWLQJ 5HVHDUFK 5HSRUW $)(  &*&  0LHUHV

6SDLQ  6XEPLWWHG
>@ $ ( (LEHQ DQG - ( 6PLWK ,QWURGXFWLRQ WR (YROXWLRQDU\ &RPSXWLQJ

6SULQJHU9HUODJ 

>@ 2 &RUGRQ ) +HUUHUD ) +RIIPDQQ DQG / 0DJGDOHQD *HQHWLF
)X]]\ 6\VWHPV (YROXWLRQDU\ WXQLQJ DQG OHDUQLQJ RI IX]]\ NQRZOHGJH
EDVHV $GYDQFHV LQ )X]]\ 6\VWHPV $SSOLFDWLRQV DQG 7KHRU\ :RUOG

6FLHQWL¿F 

>@ 2 &RUGRQ ) *RPLGH ) +HUUHUD ) +RIIPDQQ DQG / 0DJGDOHQD

³7HQ \HDUV RI JHQHWLF IX]]\ V\VWHPV FXUUHQW IUDPHZRUN DQG QHZ

WUHQGV́ )X]]\ 6HWV DQG 6\VWHPV YRO  QR  SS ± 
>@ ) +HUUHUD ³*HQHWLF IX]]\ V\VWHPV WD[RQRP\ FXUUHQW UHVHDUFK WUHQGV

DQG SURVSHFWV́ (YROXWLRQDU\ ,QWHOOLJHQFH YRO  QR  SS ±
0DU 

>@ $ $OYDUH]$OYDUH] - 0 $ORQVR * 7ULYLQR 1 +HUQDQGH] ) +HU

UDQ] $ /ODPD]DUHV DQG 0 2FD×QD ³+XPDQ DFWLYLW\ UHFRJQLWLRQ

DSSO\LQJ FRPSXWDWLRQDO LQWHOOLJHQFH WHFKQLTXHV IRU IXVLQJ LQIRUPDWLRQ

UHODWHG WR :L)L SRVLWLRQLQJ DQG ERG\ SRVWXUH́ LQ 3URFHHGLQJV RI WKH
 ,((( ,QWHUQDWLRQDO &RQIHUHQFH RQ )X]]\ 6\VWHPV )8==,(((
-XO  %DUFHORQD 6SDLQ  SS ±

>@ & $OVLQD 0 - )UDQN DQG % 6FKZHL]HU $VVRFLDWLYH )XQFWLRQV 7UL
DQJXODU 1RUPV DQG &RSXODV 6LQJDSRUH :RUOG 6FLHQWL¿F 3XEOLVKLQJ

&RPSDQ\ 

>@ . 'H -RQJ : 0 6SHDUV DQG ' ) *RUGRQ ³8VLQJ JHQHWLF

DOJRULWKPV IRU FRQFHSW OHDUQLQJ́ 0DFKLQH /HDUQLQJ YRO  QR 
SS ± 

>@ ( + 5XVSLQL ³$ QHZ DSSURDFK WR FOXVWHULQJ́ ,QIRUPDWLRQ DQG
&RQWURO YRO  SS ± 

>@ / - (VKHOPDQ DQG - ' 6FKDIIHU ³5HDOFRGHG JHQHWLF DOJRULWKPV

DQG LQWHUYDOVFKHPDWD́ LQ 3URFHHGLQJV RI WKH 2nd :RUNVKRS RQ
)RXQGDWLRQV RI *HQHWLF $OJRULWKPV )2*$ 0RUJDQ .DXIPDQQ

 SS ±

>@ / /MXQJ 6\VWHP LGHQWL¿FDWLRQ WKHRU\ IRU WKH XVHU 8SSHU 6DGGOH

5LYHU 1- 86$ 3UHQWLFH+DOO ,QF 
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$XWRPDWLF /LQJXLVWLF 'HVFULSWLRQ DERXW 5HOHYDQW )HDWXUHV RI WKH 0DUV¶ 6XUIDFH

$OEHUWR $OYDUH]�$OYDUH]� 'DQLHO 6DQFKH]�9DOGHV DQG *UDFLDQ 7ULYLQR
(XURSHDQ &HQWUH IRU 6RIW &RPSXWLQJ �(&6&�

0LHUHV� $VWXULDV� 6SDLQ
(PDLO� {DOEHUWR�DOYDUH]� GDQLHO�VDQFKH]Y� JUDFLDQ�WULYLQR}#VRIWFRPSXWLQJ�HV

$EVWUDFW²6DWHOOLWHV LQ WKH RUELW RI 0DUV SODQHW SURYLGH
WKRXVDQGV RI LPDJHV RI LWV VXUIDFH� 7\SLFDOO\ WKHVH LPDJHV DUH
DQDO\]HG E\ H[SHUWV WKDW VHOHFW UHOHYDQW IHDWXUHV DQG JHQHUDWH
WH[WXDO UHSRUWV FRQWDLQLQJ WKH UHVXOW RI WKHLU REVHUYDWLRQV� 1HY�
HUWKHOHVV� WKH GDWDEDVH RI LPDJHV KDV JURZQ XS DQG FXUUHQWO\
WKLV SURFHGXUH LV QRW HIIHFWLYH HQRXJK�

$V D UHVXOW RI RXU UHVHDUFK RQ &RPSXWDWLRQDO 7KHRU\ RI
3HUFHSWLRQV� ZH GHVFULEH D FRPSXWDWLRQDO DSSOLFDWLRQ DEOH WR
JHQHUDWH VLPSOH OLQJXLVWLF GHVFULSWLRQV RI FLUFXODU VWUXFWXUHV RQ
WKH 0DUV¶ VXUIDFH� :H LQFOXGH VHYHUDO H[DPSOHV DQG DQDO\VLV RI
WKH REWDLQHG UHVXOWV�

.H\ZRUGV�OLQJXLVWLF GDWD VXPPDUL]DWLRQ� FRPSXWDWLRQDO WKH�
RU\ RI SHUFHSWLRQV� LPDJH GHVFULSWLRQ�

,� ,1752'8&7,21

1HZ WHFKQRORJLHV DOORZ XV WR DFTXLUH DQG VWRUH D YDVW DUUD\
RI GDWD DERXW FRPSOH[ SKHQRPHQD LQ PDQ\ DUHDV RI VFLHQFH
DQG WHFKQRORJ\� +RZHYHU� WR FRQYHUW GDWD LQWR NQRZOHGJH
LW LV QHFHVVDU\ WR LQWHUSUHW DQG UHSUHVHQW WKH GDWD LQ DQ
XQGHUVWDQGDEOH ZD\� JLYLQJ LQ HDFK W\SH RI VLWXDWLRQ� WKHLU
UHODWLRQVKLS ZLWK GDWD FRQWH[W DQG� LQ JHQHUDO� ZLWK LQIRUPD�
WLRQ UHODWHG ZLWK HDFK VSHFL¿F SKHQRPHQRQ� &XUUHQWO\� WKLV
W\SH RI GHVFULSWLRQV DUH UHSRUWV WKDW FRQWDLQ WH[W DQG JUDSKLFV
SURGXFHG E\ KXPDQ H[SHUWV� +RZHYHU� WKH UHODWLRQ EHWZHHQ
WKH DPRXQW RI GDWD WR DQDO\]H DQG WKH QXPEHU RI H[SHUWV
DYDLODEOH LV JURZLQJ GUDPDWLFDOO\� 7KLV VLWXDWLRQ FDXVHV D
VWURQJ GHPDQG IRU FRPSXWDWLRQDO V\VWHPV WKDW FDQ LQWHUSUHW
DQG GHVFULEH OLQJXLVWLFDOO\ WKH ODUJH DPRXQW RI LQIRUPDWLRQ
WKDW LV EHLQJ JHQHUDWHG LQ PDQ\ DUHDV�

7KLV SDSHU ZDV PRWLYDWHG E\ WKH H[LVWHQFH RI D KXJH
GDWDEDVH RI WKRXVDQGV RI LPDJHV RI WKH 0DUV¶ VXUIDFH SUR�
GXFHG E\ VDWHOOLWHV DQG LV SDUW RI D FROODERUDWLRQ SURMHFW
ZLWK WKH 6SDQLVK 1DWLRQDO ,QVWLWXWH IRU $HURVSDFH 7HFKQRORJ\
�,17$�� 7KHVH LPDJHV DUH XVXDOO\ DQDO\]HG E\ D VPDOO
QXPEHU RI H[SHUWV RQ 0DUWLDQ JHRORJ\ DQG SURYLGH LPSRU�
WDQW DSSOLFDWLRQV� H�J�� LQ >�@ LQIUDUHG WR YLVLEOH ZDYHOHQJWK
LPDJHV RI WKH 0DUV¶ VXUIDFH ZHUH DQDO\]HG WR REWDLQ UHOHYDQW
JHRORJLFDO LQIRUPDWLRQ WKDW PD\ KHOS LQ WKH ORFDWLRQ RI ZDWHU
IURVW� 7KH VHHN RI ZDWHU LV DOVR WKH ¿QDO JRDO LQ >�@� ZKHUH WKH
PHDVXUHPHQWV RI HOHYDWLRQV \LHOGHG D KLJKO\ DFFXUDWH JOREDO
PDS RI WKH WRSRJUDSK\ RI 0DUV WKDW GHWHUPLQHV DQ XSSHU
OLPLW RI WKH SUHVHQW VXUIDFH ZDWHU LQYHQWRU\�

,Q WKLV ZRUN� ZH ZLOO XVH GLJLWDO LPDJH SURFHVVLQJ WHFK�
QLTXHV >�@� >�@� LQ RUGHU WR REWDLQ DXWRPDWLFDOO\ UHOHYDQW
IHDWXUHV RI HDFK LPDJH� 2XU DSSURDFK LV EDVHG RQ WKH XVH
RI )X]]\ /RJLF �)/�� ZKLFK LV ZLGHO\ UHFRJQL]HG IRU LWV
DELOLW\ IRU OLQJXLVWLF FRQFHSW PRGHOLQJ DQG LWV XVH LQ V\VWHP
LGHQWL¿FDWLRQ� 2Q WKH RQH KDQG� VHPDQWLF H[SUHVVLYHQHVV�
XVLQJ OLQJXLVWLF YDULDEOHV >�@ DQG UXOHV >�@� >�@� LV TXLWH
FORVH WR QDWXUDO ODQJXDJH �1/�� 2Q WKH RWKHU KDQG� EHLQJ
XQLYHUVDO DSSUR[LPDWRUV >�@ IX]]\ LQIHUHQFH V\VWHPV DUH DEOH
WR SHUIRUP QRQOLQHDU PDSSLQJV EHWZHHQ LQSXWV DQG RXWSXWV�

7KDQNV WR WKHVH DGYDQWDJHV� )/ KDV EHHQ VXFFHVVIXOO\ DSSOLHG
WR FODVVL¿FDWLRQ� UHJUHVVLRQ� DQG V\VWHP PRGHOLQJ�

)URP WKH YLHZSRLQW RI GHVFULELQJ LPDJHV LQ 1/ XVLQJ
)/� WKHUH DUH UHFHQW ZRUNV VXFK DV >�@� ZKHUH DXWKRUV
SURSRVHG D KLHUDUFKLFDO IX]]\ VHJPHQWDWLRQ RI WKH LPDJH
DQG D FROOHFWLRQ RI OLQJXLVWLF IHDWXUHV DEOH WR GHVFULEH HDFK
UHJLRQ� ,Q >��@� WKH DXWKRUV H[SODLQHG KRZ D )X]]\ 2EMHFW�
5HODWLRQDO 'DWDEDVH 0DQDJHPHQW 6\VWHP FDQ EH HPSOR\HG
WR LPSOHPHQW DQG LQWHJUDWH WKH GLIIHUHQW HOHPHQWV QHHGHG
IRU WKH OLQJXLVWLF GHVFULSWLRQ RI LPDJHV� EULHÀ\ RQWRORJ\�
FRQFHSW UHSUHVHQWDWLRQ DQG ODQJXDJH JHQHUDWLRQ� 2XU UHVHDUFK
GHYHORSV WKH &RPSXWDWLRQDO 7KHRU\ RI 3HUFHSWLRQV �&73� LQ�
WURGXFHG E\ =DGHK >��@� >��@� ,Q SUHYLRXV ZRUNV RQ WKLV OLQH�
ZH KDYH JHQHUDWHG OLQJXLVWLF GHVFULSWLRQV DERXW WKH WUDI¿F
RQ URXQGDERXWV >��@� ZH JHQHUDWHG ¿QDQFLDO UHSRUWV IURP
GDWD WDNHQ IURP WKH 6SDQLVK 6HFXULWLHV 0DUNHW &RPPLVVLRQ
�&109� >��@ DQG ZH DVVHVVHG UHSRUWLQJ LQ WUXFN GULYLQJ
VLPXODWRUV >��@� 7KLV ¿UVW SURWRW\SH RQ GHVFULELQJ LPDJHV
RI 0DUV¶ VXUIDFH LV OLPLWHG WR FUHDWH D UHSRUW RQ GHWHFWHG
FLUFXODU VWUXFWXUHV� L� H�� YROFDQRHV RU PHWHRULWH LPSDFWV� ,I
WKHVH VWUXFWXUHV H[LVW LQ WKH LPDJH� WKH UHSRUW VKRXOG SURYLGH
LQIRUPDWLRQ DERXW WKHLU VL]H DQG UHODWLYH SRVLWLRQ� 7KH SDSHU
GHDOV ZLWK WKH FKDOOHQJH RI FUHDWLQJ KXPDQ OLNH XVHIXO UHSRUWV
WKDW FRXOG KHOS H[SHUWV WR DQDO\]H WKH KXJH GDWDEDVH RI
DYDLODEOH LPDJHV� +HUH� ZH LQFOXGH VHYHUDO FRQWULEXWLRQV WR
WKLV UHVHDUFK OLQH�

7KLV SDSHU LV RUJDQL]HG DV IROORZV� 6HFWLRQ ,, GHVFULEHV WKH
DUFKLWHFWXUH RI D V\VWHP DEOH WR FUHDWH OLQJXLVWLF GHVFULSWLRQV
RI SKHQRPHQD ZKLOH 6HFWLRQ ,,, H[SODLQV KRZ WR DSSO\ LW
WR RXU SURSRVDO WR GHVFULEH WKH 0DUV¶ VXUIDFH� $IWHUZDUGV�
6HFWLRQ ,9 VKRZV WKH H[SHULPHQWDWLRQ FDUULHG RXW DQG WKH
YDOLGDWLRQ� $QG ¿QDOO\� 6HFWLRQ 9 H[SRXQGV VRPH FRQFOXGLQJ
UHPDUNV�

,,� $5&+,7(&785(

,Q WKLV SDSHU� ZH GHYHORS UHVXOWV RI SUHYLRXV UHVHDUFK� :H
IDFH WKH FKDOOHQJH RI OLQJXLVWLF GHVFULSWLRQ RI GDWD ZLWK WKH
EDVLF DUFKLWHFWXUH GHSLFWHG LQ )LJ� �� +HUH� ZH GHYHORS XSRQ
WKH FRQFHSW RI *UDQXODU /LQJXLVWLF 0RGHO RI D 3KHQRPHQRQ
LQFOXGLQJ LQ WKH DUFKLWHFWXUH QHZ HOHPHQWV DQG SHUIRUPLQJ
QHZ H[SHULPHQWDWLRQ� 7KH PDLQ SURFHVVLQJ PRGXOHV RI WKLV
FRPSXWDWLRQDO V\VWHP DUH� QDPHO\� WKH 'DWD $FTXLVLWLRQ
�'$4� PRGXOH� WKH 9DOLGLW\ PRGXOH� DQG WKH ([SUHVVLRQ
PRGXOH� :H GHVFULEH WKHVH PRGXOHV DQG WKH DVVRFLDWHG GDWD
VWUXFWXUHV LQ WKH IROORZLQJ VXEVHFWLRQV�

$� *UDQXODU /LQJXLVWLF 0RGHO RI D 3KHQRPHQRQ
7KH NHUQHO RI WKH UHSRUW JHQHUDWRU LV WKH *UDQXODU /LQJXLV�

WLF 0RGHO RI D 3KHQRPHQRQ �*/03�� 7KH V\VWHP GHVLJQHU
FUHDWHV WKH */03 DV D UHSUHVHQWDWLRQ RI KHU�KLV RZQ SHU�
FHSWLRQV RI WKH PRQLWRUHG SKHQRPHQRQ RUJDQL]HG LQ VHYHUDO
OHYHOV RI JUDQXODULW\�
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)LJ� �� 0DLQ FRPSRQHQWV RI WKH SURSRVHG FRPSXWDWLRQDO V\VWHP IRU
OLQJXLVWLF GHVFULSWLRQ RI GDWD�

7KH EDVLF HOHPHQW RI WKH */03 LV FDOOHG &RPSXWDWLRQDO
3HUFHSWLRQ �&3�� $ &3 LV WKH FRPSXWDWLRQDO PRGHO RI D
XQLW RI LQIRUPDWLRQ DFTXLUHG E\ WKH GHVLJQHU DERXW WKH
SKHQRPHQRQ WR EH PRGHOHG� $ &3 LV D FRXSOH (A, W ) =
{(a1, w1), (a2, w2), . . . , (an

, w
n

)} ZKHUH�
A LV D VHW RI 1/ VHQWHQFHV WKDW LV D OLQJXLVWLF UHS�

UHVHQWDWLRQ RI WKH PHDQLQJ RI &3� 7KHVH VHQWHQFHV
FDQ EH HLWKHU VLPSOH� H�J�� a

i

=³7KH FLUFOH LV ELJ´
RU PRUH FRPSOH[� H�J�� a

i

=³7KH LPDJH FRQWDLQV
D ELJ FLUFOH� PDQ\ PHGLXP FLUFOHV DQG WKUHH VPDOO
FLUFOHV´�

W 2 [0, 1] LV WKH YHFWRU RI YDOLGLW\ GHJUHHV DVVLJQHG
WR HDFK a

i

LQ WKH VSHFL¿F FRQWH[W� 7KH FRQFHSW RI
YDOLGLW\ GHSHQGV RQ WKH DSSOLFDWLRQ� H�J�� LW LV D
IXQFWLRQ RI WKH WUXWKIXOQHVV DQG UHOHYDQF\ RI WKH
VHQWHQFH LQ LWV FRQWH[W RI XVH�

:H FDOO ¿UVW�RUGHU SHUFHSWLRQ PDSSLQJ ���30� WR D IXQF�
WLRQ WKDW DOORZV WKH GHVLJQHU WR GH¿QH WKH ¿UVW�RUGHU FRP�
SXWDWLRQDO SHUFHSWLRQV ���&3V�� L�H�� KHU�KLV LQWHUSUHWDWLRQ RI
LQSXW GDWD �u�� $ ��30 LV D WXSOH (u, y, g, T ) ZKHUH�

u LV D YDULDEOH GH¿QHG LQ WKH LQSXW GDWD GRPDLQ� H�J��
WKH YDOXH u 2 R ZKLFK UHSUHVHQWV WKH UDGLXV RI D
FLUFOH LQ SL[HOV�

y LV DQ RXWSXW &3� H�J�� WKH VL]H RI D FLUFOH LQ
WKH LPDJH� ,W FRQWDLQV YDOXHV y = (A

y

,W
y

) =
{(a1, w1), (a2, w2), . . . , (an

y

, w
n

y

)}�
g LV EXLOW XVLQJ D VHW RI PHPEHUVKLS IXQFWLRQV �0)V�

WR IX]]LI\ WKH LQSXW GDWD
W

y

= (w1, w2, . . . , wn

y

) = g(u) =
(µ

a1(u), µ
a2(u), . . . , µ

a

n

y

(u))

ZKHUH W
y

LV WKH YHFWRU RI YDOLGLW\ GHJUHHV DVVLJQHG
WR HDFK a

i

� DQG µ
a

i

(u) LV WKH PHPEHUVKLS GHJUHH
RI WKH LQSXW YDULDEOH u WR WKH IX]]\ VHW a

i

�
T +HUH� LW LV W\SLFDOO\ D VLPSOH WHPSODWH WKDW DOORZV

JHQHUDWLQJ WKH HOHPHQWV LQ A
y

� H�J�� ³7KH FLUFOH LV
{VPDOO | PHGLXP | ELJ}´�

&RPSXWDWLRQDO SHUFHSWLRQV ZKRVH PHDQLQJ LV EDVHG RQ
RWKHU VXERUGLQDWH SHUFHSWLRQV DUH FDOOHG VHFRQG�RUGHU FRPSX�
WDWLRQDO SHUFHSWLRQV ���&3V�� 7KH\ DUH REWDLQHG XVLQJ VHFRQG�
RUGHU SHUFHSWLRQ PDSSLQJV ���30V�� $ ��30 LV D WXSOH
(U, y, g, T ) ZKHUH�

U LV D VHW RI LQSXW &3V (u1, u2, . . . , un

)�
y LV WKH RXWSXW &3 ZLWK YDOXHV y = (A

i

, W
i

) =
{(a1, w1), (a2, w2), . . . , (an

y

, w
n

y

)}�
g LV WKH DJJUHJDWLRQ IXQFWLRQ�

W
y

= g(W
u1 ,Wu2 , ...,Wu

n

)

ZKHUH W
y

LV D YHFWRU (w1, w2, ..., wn

y

) RI YDOLGLW\
GHJUHHV DVVLJQHG WR HDFK HOHPHQW LQ y DQG W

u

i

DUH
WKH GHJUHHV RI YDOLGLW\ RI WKH LQSXW SHUFHSWLRQV� 7KH

GHVLJQHU FKRRVHV WKH PRVW DGHTXDWH DJJUHJDWLRQ
IXQFWLRQ WR HDFK FDVH� ,Q )/� PDQ\ GLIIHUHQW W\SHV
RI DJJUHJDWLRQ IXQFWLRQV KDYH EHHQ GHYHORSHG� ,Q
WKLV DSSOLFDWLRQ� ZH SUHVHQW D QHZ DJJUHJDWLRQ
IXQFWLRQ�

T LV D WH[W JHQHUDWLRQ DOJRULWKP WKDW DOORZV JHQHUDWLQJ
WKH VHQWHQFHV LQ A

y

�
7KH GHVLJQHU XVHV D QHWZRUN RI 30V WR FUHDWH D GHVFULSWLRQ

RI WKH PRQLWRUHG SKHQRPHQRQ ZLWK GLIIHUHQW OHYHOV RI JUDQ�
XODULW\ WKDW FRQVWLWXWH WKH */03� 7KH */03 FRUUHVSRQGLQJ
WR WKH SUDFWLFDO DSSOLFDWLRQ FDQ EH VHHQ LQ )LJ� �� LW ZLOO EH
WKURXJKO\ H[SODLQHG LQ 6HFWLRQ ,,,�%�

%� 9DOLGLW\ 0RGXOH
2QFH D VDPSOH RI LQSXW GDWD LV DYDLODEOH� WKH 9DOLGLW\

PRGXOH XVHV WKH DJJUHJDWLRQ IXQFWLRQV LQ WKH */03 WR
FDOFXODWH WKH GHJUHH RI YDOLGLW\ RI HDFK &3� 7KHUHIRUH WKLV
PRGXOH SURYLGHV DV RXWSXW D FROOHFWLRQ RI OLQJXLVWLF FODXVHV
WRJHWKHU ZLWK DVVRFLDWHG GHJUHHV RI YDOLGLW\�

&� '$4 0RGXOH
7KLV PRGXOH SURYLGHV WKH GDWD QHHGHG WR IHHG WKH ��&3V�

7KH 'DWD $FTXLVLWLRQ PRGXOH SURYLGHV WKH LQWHUIDFH ZLWK WKH
DSSOLFDWLRQ SK\VLFDO HQYLURQPHQW� 7KLV PRGXOH FRXOG LQFOXGH
HLWKHU VHQVRUV RU DFFHVV WR LQIRUPDWLRQ LQ D GDWDEDVH� ,Q WKH
6HFWLRQ ,,,�$� ZH SUHVHQW DQ H[DPSOH RI DSSOLFDWLRQ ZKHUH
WKH '$4 PRGXOH WDNHV WKH LQIRUPDWLRQ IURP VDWHOOLWH LPDJHV
DQG LPSOHPHQWV DQ LPDJH SURFHVVLQJ DOJRULWKP�

'� ([SUHVVLRQ PRGXOH
3URYLGHG D VHW RI &3V� WKH JRDO LV WR FRPELQH WKLV LQIRU�

PDWLRQ WR EXLOG D OLQJXLVWLF UHSRUW� 7KLV PRGXOH GHDOV ZLWK
JHQHUDWLQJ WKH PRVW UHOHYDQW OLQJXLVWLF UHSRUW E\ FKRRVLQJ
DQG FRQQHFWLQJ WKH DGHTXDWH OLQJXLVWLF FODXVHV� ,Q WKLV SDSHU
ZH GHYHORS D QHZ WHFKQLTXH WR SHUIRUP WKLV WDVN E\ WKH
LQWURGXFWLRQ RI WKH FRQFHSW RI )X]]\ 7UHH RI &KRLFHV �)7&��
,W LV D PHFKDQLVP WR UHSUHVHQW SDUW RI WKH FRQVWUDLQWV LPSRVHG
WR WKH OLQJXLVWLF UHSRUW ZKLFK FRQVLVWV RI D GLUHFWHG JUDSK
LQFOXGLQJ FKRLFHV DQG WKH OLQJXLVWLF H[SUHVVLRQV WR EH OLQNHG
WRJHWKHU�

,,,� /,1*8,67,& '(6&5,37,21 2) 7+( 0$56¶ 685)$&(

,Q WKLV VHFWLRQ� ZH ZLOO GHVFULEH WKH UHOHYDQW PRGXOHV
QHHGHG WR SURGXFH D OLQJXLVWLF GHVFULSWLRQ RI WKH 0DUV¶
VXUIDFH�

$� '$4 0RGXOH� ,PDJH 3URFHVVLQJ
7KLV PRGXOH LV LQ FKDUJH RI UHFRJQL]LQJ FLUFOHV LQ WKH

LPDJH� 7KH UHFRJQLWLRQ RI SDWWHUQV LV DQ RSHQ LVVXH RI
UHVHDUFK LQ WKH ¿HOG RI DXWRPDWLF LPDJH SURFHVVLQJ� ,Q WKLV
¿UVW SURWRW\SH� LQ RUGHU WR H[WUDFW LQIRUPDWLRQ DERXW WKH
SUHVHQFH RI FLUFXODU VWUXFWXUHV� ZH KDYH DSSOLHG FODVVLFDO
¿OWHULQJ WHFKQLTXHV WR UHPRYH WKH EDFNJURXQG� WHFKQLTXHV RI
HGJH GHWHFWLRQ� DQG WKH JHQHUDOL]HG +RXJK WUDQVIRUP ZKLFK
LV SDUWLFXODUO\ VXLWDEOH IRU GHWHFWLQJ WKH SUHVHQFH RI FLUFOHV
>�@� >��@�

,Q WKH ¿UVW WDVN� NQRZQ DV SUH�SURFHVVLQJ� HYHU\WKLQJ
WKDW LV QRW LQWHUHVWLQJ LQ WKH LPDJH LV ³GHOHWHG´� 7KLV LV D
SURFHGXUH WKDW WUDQVIRUPV WKH LPDJH VOLJKWO\ WR HOLPLQDWH DQ\
QRLVH� LPSHUIHFWLRQV� VKLQH� HWF�

7KHQ� ZH GHWHFW WKH HGJHV LQ WKH LPDJH WKDW FDQ EH GH¿QHG
DV WUDQVLWLRQV EHWZHHQ WZR VLJQL¿FDQWO\ GLIIHUHQW OHYHOV RI
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FRORU LQWHQVLW\� 7KLV SURYLGHV YDOXDEOH LQIRUPDWLRQ RQ WKH
ERUGHUV RI REMHFWV WKDW FDQ EH XVHG IRU LPDJH VHJPHQWDWLRQ�
,Q RXU DSSOLFDWLRQ� ZH XVHG D PRGL¿HG YHUVLRQ RI WKH 6REHO
RSHUDWRU >�@ DV ERXQGDU\ ¿OWHU ZKLFK FRQVLVWV RI WZR DUUD\V
ZKRVH VL]H LV 5 ⇥ 5 SL[HOV�

)LQDOO\� WKH VHDUFK IRU FLUFOHV LQ WKH LPDJH LV WDFNOHG E\
PHDQV RI WKH +RXJK 7UDQVIRUP >��@� ZKLFK ZDV LQLWLDOO\
FRQFHUQHG ZLWK WKH LGHQWL¿FDWLRQ RI OLQHV LQ WKH LPDJH� EXW
ODWHU LW KDV EHHQ H[WHQGHG WR LGHQWLI\ DUELWUDU\ VKDSHV VXFK DV
FLUFOHV RU HOOLSVHV� 7R JHW JRRG UHVXOWV ZLWK WKLV SURFHGXUH�
WKH SUH�SURFHVVLQJ VWDJH LV HVVHQWLDO� VLQFH WKH SURFHGXUH
LV PDLQO\ EDVHG RQ WKH FRORU MXPS SURGXFHG DW WKH HGJH
RI HLWKHU PHWHRULWH LPSDFWV RU YROFDQR FUDWHUV� 7KH JUHDW
GLI¿FXOW\ RI WKLV SURFHGXUH OLHV LQ WKH DQDO\VLV RI WKRVH
SKRWRJUDSKV LQ ZKLFK� E\ LWV QDWXUH� WKH ODQG KDV PDQ\
LUUHJXODULWLHV� ZKLFK DFFXPXODWHV LQDFFXUDFLHV LQ WKH DQDO\VLV
DQG� WKHUHIRUH� ZH PXVW DVVXPH D PDUJLQ RI HUURU LQ WKH
REWDLQHG UHVXOWV� 0RUHRYHU� VLQFH ZH GR QRW NQRZ LQ DGYDQFH
WKH VL]H DQG VKDSHV RI WKH UHOHYDQW REMHFWV� ZH KDYH WR ZRUN
ZLWK D JHQHUDOL]HG +RXJK WUDQVIRUP WKDW HQDEOHV GHWHFWLRQ RI
REMHFWV ZKRVH VKDSHV DQG GLPHQVLRQV DUH� LQLWLDOO\� XQNQRZQ�

$V DQ H[DPSOH RI WKH SHUIRUPDQFH RI WKLV PRGXOH� )LJ� �
VKRZV WKH FLUFOHV GHWHFWHG IRU D VSHFL¿F LPDJH�

)LJ� �� ([DPSOH RI GHWHFWLRQ RI FLUFOHV LQ DQ LPDJH�

%� */03 IRU WKH /LQJXLVWLF 'HVFULSWLRQ RI WKH 0DUV¶ 6XUIDFH

,Q WKLV DSSOLFDWLRQ� WKH GHVLJQHU KDV EXLOW D */03 ZKLFK
WULHV WR VXPPDUL]H DQG KLJKOLJKW WKH UHOHYDQW DVSHFWV RI
WKH GDWD REWDLQHG IURP WKH '$4 PRGXOH� ,Q WKH IROORZLQJ
VXEVHFWLRQV� ZH ZLOO H[SODLQ LQ GHWDLO KRZ HDFK &3 LV EXLOW
EDVHG RQ WKH GH¿QLWLRQ JLYHQ DERYH�

�� ��&3V� 7KHVH &3V DUH REWDLQHG IURP WKH RXWSXW RI
WKH '$4 0RGXOH� ZKLFK UHFRJQL]HV FLUFOHV LQ WKH LPDJH�
:H GLVWLQJXLVK WKUHH GLIIHUHQW ��&3V� QDPHO\� WKH VL]H RI WKH
FLUFOHV �WKH UDGLXV RI HDFK FLUFOH LQ SL[HOV�� WKH SRVLWLRQ LQ
WKH X FRRUGLQDWH� DQG WKH SRVLWLRQ LQ WKH Y FRRUGLQDWH� 7KH
WHPSODWH T GH¿QHV WKUHH GLIIHUHQW 1/ SURSRVLWLRQV IRU HDFK
��&3� ,Q )LJ� �� WKH SRVVLEOH YDOXHV RI HDFK ��&3 FDQ EH VHHQ�
7KH WHUPV 6� 0 DQG % GHQRWHV VPDOO� PHGLXP DQG ELJ DQG
DUH FDOFXODWHG XVLQJ WUDSH]RLGDO 0)V RYHU WKH YDOXH RI WKH
UDGLXV� 7KH VDPH SURFHGXUH LV GRQH WR JHW WKH WHUPV 7� &�
DQG % ZKLFK GHQRWH WRS� FHQWHU� DQG ERWWRP DQG WKH WHUPV /�
&� DQG 5 ZKLFK GHQRWH OHIW� FHQWHU� DQG ULJKW� WKH 0)V DUH
XQLIRUPO\ GLVWULEXWHG DORQJ WKH YHUWLFDO DQG WKH KRUL]RQWDO
D[HV�

�� ��&3V� $V H[SODLQHG LQ 6HFWLRQ ,,�$� WKHVH &3V DUH
FDOFXODWHG EDVHG RQ VXERUGLQDWH &3V� )RU WKLV DSSOLFDWLRQ�
ZH GH¿QHG ¿YH GLIIHUHQW ��&3V ZKLFK GHVFULEH WKH FLUFOHV
LQ WKH LPDJH DW GLIIHUHQW OHYHOV RI GHWDLO� ,Q WKLV */03� ZH
FDQ GLVWLQJXLVK EHWZHHQ WZR W\SHV RI ��&3V� WKHUH DUH ��30V
WKDW DJJUHJDWH �⌃� WKH LQIRUPDWLRQ IURP WKH VDPH VXERUGLQDWH
&3 ���CP1� ��CP2 DQG ��CP3� DQG ��30V ZKLFK FRPELQH

7$%/( ,
'20$,1 2) 3266,%/( 9$/8(6 (A,W ) 2) ��CP3 )25 ($&+ &,5&/(�

&LUFOH VPDOO PHGLXP ELJ
� (a11, w

1
1) (a12, w

1
2) (a13, w

1
3)

� (a21, w
2
1) (a22, w

2
2) (a23, w

2
3)

� � � � � � � � � � � �
n (an1 , w

n

1 ) (an2 , w
n

2 ) (an3 , w
n

3 )

7$%/( ,,
6(7 2) 3266,%/( 6(17(1&(6 $662&,$7(' :,7+ ��CP3 �

VPDOO FLUFOHV PHGLXP FLUFOHV ELJ FLUFOHV
=HUR (a01, w01) (a02, w02) (a03, w03)
2QH (a11, w11) (a12, w12) (a13, w13)
7ZR (a21, w21) (a22, w22) (a23, w23)

7KUHH (a31, w31) (a32, w32) (a33, w33)
)RXU (a41, w41) (a42, w42) (a43, w43)

9DULRXV (a51, w51) (a52, w52) (a53, w53)
0DQ\ (a61, w61) (a62, w62) (a63, w63)

�⇧� LQIRUPDWLRQ IURP GLIIHUHQW VXERUGLQDWH &3V ���CP4 DQG
��CP5��

&� 9DOLGLW\ 0RGXOH
7KH LPSOHPHQWDWLRQ RI WKH DJJUHJDWLRQ IXQFWLRQ �g� RI WKH

��30V WKDW FRPELQH LQIRUPDWLRQ IURP GLIIHUHQW VXERUGLQDWH
&3V FDOFXODWHV WKH SURGXFW RI WKH YDOLGLW\ GHJUHHV RI WKHVH
&3V� H�J�� WKH VHQWHQFH ³$ ELJ FLUFOH LQ WKH ERWWRP OHIW
SDUW´ ZLOO KDYH DV YDOLGLW\ GHJUHH WKH SURGXFW RI WKH YDOLGLW\
GHJUHHV RI WKH VHQWHQFHV ³$ ELJ FLUFOH´� ³$ FLUFOH LQ WKH
ERWWRP SDUW´� DQG ³$ FLUFOH LQ WKH OHIW SDUW´�

7KH LPSOHPHQWDWLRQ RI WKH DJJUHJDWLRQ IXQFWLRQ �g� RI
WKH ��30V ZKLFK DJJUHJDWH LQIRUPDWLRQ IURP WKH VDPH
VXERUGLQDWH &3 LV OHVV VWUDLJKWIRUZDUG� $V DQ H[DPSOH� ZH
VKRZ KHUH KRZ ZH LPSOHPHQW WKH ��PM3 WKDW FDOFXODWHV
WKH YDOLGLW\ GHJUHHV RI WKH VHQWHQFHV DVVRFLDWHG ZLWK ��CP3�
7KHVH YDOLGLW\ GHJUHHV DUH FDOFXODWHG XVLQJ ��CP3 IRU WKH
WRWDO RI WKH n FLUFOHV LQ DQ LPDJH� 7KH GRPDLQ RI SRVVLEOH
YDOXHV (A, W ) RI ��CP3 IRU HDFK FLUFOH LV UHSUHVHQWHG LQ
7DEHO ,� 2Q WKH RWKHU KDQG� WKH VHW RI SRVVLEOH VHQWHQFHV
DVVRFLDWHG ZLWK ��CP3 LV UHSUHVHQWHG LQ 7DEOH ,,�

:H XVHG WKH ↵�FXW EDVHG PHWKRG SURSRVHG E\ 'HO�
JDGR HW DO� >��@ WR GH¿QH WKH YDOLGLW\ GHJUHH RI HDFK VHQ�
WHQFH DVVRFLDWHG ZLWK ��CP3� )RU HDFK IX]]\ VHW j �VPDOO�
PHGLXP DQG ELJ�� ZH FDOFXODWH WKH SHUFHQWDJH RI FLUFOHV
FRQWDLQHG DW HDFK ↵�OHYHO �N j

↵

� E\ PHDQV RI (T� �� ZLWK
↵ 2 A = {0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9}�
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(wi
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) ���

,W LV ZRUWK QRWLQJ WKDW ZH DUH FRQVLGHULQJ VWULFW ↵�FXWV�
DV FDQ EH VHHQ LQ (T� ��

F
↵

(wi

j

) =

⇢
1 LI wi

j

> ↵
0 LI wi

j

 ↵
���

7KHQ� ZH FDOFXODWH WKH PHPEHUVKLS GHJUHH RI HDFK
N j

↵

WR HDFK HOHPHQW RI WKH VHW RI OLQJXLVWLF TXDQWL¿HUV�
{Q0, . . . , Q6} = {Zero,One, Two, Three, Four, V arious,
Many}� H�J�� µ

Q3(N
j

↵

) = Three(N j

↵

)� 7KH VKDSHV RI WKHVH
OLQJXLVWLF ODEHOV DUH GHWHUPLQHG E\ WKH WRWDO QXPEHU RI
FLUFOHV n DV FDQ EH VHHQ LQ )LJ� ��

7KH ODVW VWHS LV WR FDOFXODWH WKH DYHUDJH YDOXH RI WKH
PHPEHUVKLS GHJUHHV REWDLQHG IRU HDFK ↵�OHYHO XVLQJ (T�
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)LJ� �� */03 IRU WKH OLQJXLVWLF GHVFULSWLRQ RI WKH 0DUV¶ VXUIDFH� 7KH FLUFOHV UHSUHVHQW SHUFHSWLRQ PDSSLQJV ZKLOH WKH UHFWDQJOHV VWDQG IRU FRPSXWDWLRQDO
SHUFHSWLRQV�

� ��Q ��Q ��Q ��Q ��Q ��Q ��Q ��Q ��Q ���Q�

���

���

���

���

�

[

=HUR�[�
2QH�[�
7ZR�[�
7KUHH�[�
)RXU�[�
9DULRXV�[�
0DQ\�[�

)LJ� �� /LQJXLVWLF ODEHOV WKDW UHSUHVHQW WKH OLQJXLVWLF TXDQWL¿HUV ³=HUR´�
³2QH´� ³7ZR´� ³7KUHH´� ³)RXU´� ³9DULRXV´� RU ³0DQ\´ FLUFOHV�

�� 7KH QXPEHU RI HOHPHQWV LQ WKH VHW A LV WKH OHYHO RI
UHVROXWLRQ� L�H�� |A| = 10 LQ WKLV SDUWLFXODU FDVH�

w
kj

=
1

|A|
X

8↵2A

µ
Q

k

(N j

↵

) ���

7KLV ¿QDO YDOXH FRQWDLQV WKH UHOHYDQW LQIRUPDWLRQ DERXW WKH
DPRXQW RI FLUFOHV EHORQJLQJ WR HDFK IX]]\ VHW �VPDOO� PHGLXP
RU ELJ�� )RU H[DPSOH� WKH YDOLGLW\ GHJUHH RI WKH VHQWHQFH
³7KUHH PHGLXP FLUFOHV´ �w32� ZLOO EH GHWHUPLQHG E\ (T�
��

w32 =
1

|A|
X

8↵2A

Three(N2
↵

) ���

'� ([SUHVVLRQ 0RGXOH
,Q WKLV DSSOLFDWLRQ� ZH GHYHORSHG WKH )7& WKDW FDQ EH

VHHQ LQ )LJ� �� ,W FRQWDLQV IRXU FKRLFHV PDGH RYHU ��CP3�
7KH FKRLFHV RUGHU LV GHWHUPLQHG E\ WKH UHOHYDQFH RI WKH
VHQWHQFHV IRU WKH ¿QDO XVHU� +HUH� RXU DLP LV WR HPSKDVL]H
WKH SUHVHQFH RI ELJ FLUFOHV� WKHQ PHGLXP FLUFOHV DQG ¿QDOO\
WKH VPDOO FLUFOHV� 7KHUHIRUH� WKH IRXU FKRLFHV DUH DV IROORZV�

q1 'RHV WKH LPDJH FRQWDLQ FLUFOHV"
q2 +RZ PDQ\ ELJ FLUFOHV GRHV WKH LPDJH FRQWDLQ"
q3 +RZ PDQ\ PHGLXP FLUFOHV GRHV WKH LPDJH FRQWDLQ"
q4 +RZ PDQ\ VPDOO FLUFOHV GRHV WKH LPDJH FRQWDLQ"
,W LV ZRUWK QRWLQJ WKDW� LQ JHQHUDO� FKRLFHV LQ WKH )7& KDYH

QRW D FULVS UHVSRQVH EXW D IX]]\ RQH� 7KLV PHDQV WKDW ZH QHHG
WR DQDO\]H HYHU\ FRPELQDWLRQ RI EUDQFKHV LQ WKH WUHH XQWLO
ZH FDQ ¿QG RXW WKH VHTXHQFH WKDW DFFXPXODWHV WKH KLJKHVW
GHJUHH RI YDOLGLW\ FDOFXODWHG XVLQJ (T� �� ZKLFK FDOFXODWHV

)LJ� �� 7KLV )7& LV SDUW RI WKH FRQVWUDLQWV LPSRVHG WR WKH OLQJXLVWLF
GHVFULSWLRQ�

WKH SURGXFW RI DOO WKH SRVVLEOH SHUFHSWLRQV WKDW WDNH SDUW LQ
WKDW VHTXHQFH�

wsequence =
Y

8i2sequence

w
i

���

7KH )7& UHSUHVHQWV WKH XVHU¶V SUHIHUHQFHV UHJDUGLQJ ZLWK
WKH IRUPDW RI WKH UHSRUW� 1HYHUWKHOHVV� LQ JHQHUDO� ZH ZLOO
DSSO\ DGGLWLRQDO FRQVWUDLQWV� ,Q RXU DSSOLFDWLRQ H[DPSOH� DQ
REYLRXV OLPLWDWLRQ LV WKDW WKH ¿QDOO\ FKRVHQ VHTXHQFH PXVW
VSHDN DERXW WKH WRWDO QXPEHU RI FLUFOHV LQ WKH LPDJH� H�J��
LI DQ LPDJH KDV D WRWDO RI � FLUFOHV� ZH FDQQRW FKRRVH
WKH UHSRUW� ³WKH LPDJH FRQWDLQ RQH ELJ FLUFOH� WZR PHGLXP
FLUFOHV DQG PDQ\ VPDOO FLUFOHV´� EHFDXVH LW GRHV QRW IXO¿OO
WKH FRPSDWLELOLW\ ZLWK WKH WRWDO QXPEHU RI FLUFOHV� 0RUHRYHU�
RQFH ZH KDYH GHWHUPLQHG WKH VHTXHQFH WKDW H[SUHVVHV WKH
WRWDO QXPEHU RI FLUFOHV DFFRUGLQJ WR WKHLU VL]H� ZH XVHG ��
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�D� ,PDJH � �E� ,PDJH � �F� ,PDJH � �G� ,PDJH � �H� ,PDJH �

�I� ,PDJH � �J� ,PDJH � �K� ,PDJH � �L� ,PDJH � �M� ,PDJH ��

)LJ� �� 7KH WHQ DQDO\]HG LPDJHV RI WKH 0DUV¶ VXUIDFH�

CP5 WR VSHFLI\ WKH SRVLWLRQ RI WKH ELJ FLUFOH�V� RU WKH SRVLWLRQ
RI D VLQJOH FLUFOH �LQGHSHQGHQWO\ RI LWV VL]H�� LI WKHUH LV RQO\
RQH FLUFOH LQ WKH LPDJH� 2I FRXUVH� GLIIHUHQW SHUFHSWLRQV
DQG GLIIHUHQW SRVVLELOLWLHV FDQ EH H[SUHVVHG PDNLQJ GLIIHUHQW
)7&V�

,9� (;3(5,0(17$7,21

:H ZRUNHG ZLWK D WRWDO RI �� GLIIHUHQW LPDJHV WKDW FDQ EH
VHHQ LQ )LJ� ��

$� 'HVFULSWLRQV 2EWDLQHG
7KH OLQJXLVWLF GHVFULSWLRQ IRU HDFK LPDJH LV SUHVHQWHG�

7KH REWDLQHG VHTXHQFH LV WKH RQH ZLWK WKH KLJKHVW GHJUHH
RI YDOLGLW\ WKDW IXO¿OOV WKH FRPSDWLELOLW\ UHTXLUHPHQWV RI WKH
LPDJH�

�� ,PDJH �� ³7KH LPDJH FRQWDLQV RQH ELJ FLUFOH� PDQ\
PHGLXP FLUFOHV DQG IRXU VPDOO FLUFOHV� 7KH ELJ FLUFOH LV LQ
WKH FHQWHU RI WKH LPDJH�́

�� ,PDJH �� ³7KH LPDJH FRQWDLQV RQH PHGLXP FLUFOH LQ
WKH FHQWHU�́

�� ,PDJH �� ³7KH LPDJH FRQWDLQV RQH ELJ FLUFOH LQ WKH
FHQWHU�́

�� ,PDJH �� ³7KH LPDJH FRQWDLQV WZR ELJ FLUFOHV DQG WZR
PHGLXP FLUFOHV� 7KH WZR ELJ FLUFOHV DUH LQ WKH ERWWRP FHQWHU
DQG LQ WKH WRS FHQWHU SDUWV RI WKH LPDJH�́

�� ,PDJH �� ³7KH LPDJH FRQWDLQV RQH ELJ FLUFOH� WKUHH
PHGLXP FLUFOHV DQG YDULRXV VPDOO FLUFOHV� 7KH ELJ FLUFOH LV
LQ WKH FHQWHU OHIW SDUW RI WKH LPDJH�́

�� ,PDJH �� ³7KH LPDJH FRQWDLQV RQH ELJ FLUFOH DQG PDQ\
PHGLXP FLUFOHV� 7KH ELJ FLUFOH LV LQ WKH ERWWRP FHQWHU SDUW
RI WKH LPDJH�́

�� ,PDJH �� ³7KH LPDJH FRQWDLQV RQH ELJ FLUFOH DQG WZR
PHGLXP FLUFOHV� 7KH ELJ FLUFOH LV LQ WKH FHQWHU ULJKW SDUW RI
WKH LPDJH�́

�� ,PDJH �� ³7KH LPDJH FRQWDLQV WZR ELJ FLUFOHV� 7KH WZR
ELJ FLUFOHV DUH LQ WKH FHQWHU RI WKH LPDJH�́

�� ,PDJH �� ³7KH LPDJH FRQWDLQV RQH ELJ FLUFOH DQG WKUHH
PHGLXP FLUFOHV� 7KH ELJ FLUFOH LV LQ WKH FHQWHU ULJKW SDUW RI
WKH LPDJH�́

��� ,PDJH ��� ³7KH LPDJH FRQWDLQV RQH ELJ FLUFOH DQG
WKUHH PHGLXP FLUFOHV� 7KH ELJ FLUFOH LV LQ WKH WRS FHQWHU SDUW
RI WKH LPDJH�́

%� (YDOXDWLRQ RI WKH 5HVXOWV
$VVHVVLQJ WKH SHUIRUPDQFH RI D D V\VWHP ZKLFK DLPV WR

VXPPDUL]H GDWD XVLQJ 1/ LV D FKDOOHQJLQJ WDVN� 7KH PHDQLQJ
RI 1/ VHQWHQFHV LV GHWHUPLQHG E\ LWV FRQWH[W RI XVH� LQFOXGLQJ
WKH SHUVRQDO H[SHULHQFH RI WKH ZULWHU DQG WKH UHDGHU >��@� ,Q
RUGHU WR FRQWULEXWH WR VROYH WKLV SUREOHP� ZH KDYH XVHG D
VWUDLJKWIRUZDUG VWUDWHJ\� ZH KDYH XVHG WKH FRPSXWHU WR FUHDWH
D OLVW RI VHQWHQFHV WR EXLOG D EDVLF GRPDLQ RI PHDQLQJ�

7R PHDVXUH WKH TXDOLW\ RI WKH REWDLQHG GHVFULSWLRQV� ZH
KDYH GRQH D VXUYH\ ZKLFK FRQVLVWHG RI ¿YH GLIIHUHQW GH�
VFULSWLRQV IRU HDFK RI WKH WHQ LPDJHV� 7KHVH ¿YH GLIIHUHQW
GHVFULSWLRQV ZHUH WKRVH FRPSDWLEOH VHTXHQFHV ZKLFK JRW WKH
EHVW YDOLGLW\ GHJUHHV� LQFOXGLQJ� RI FRXUVH� WKH EHVW RQH ZKLFK
LV FRQVLGHUHG WKH DFWXDO RXWSXW RI RXU V\VWHP� :H DVNHG
D WRWDO RI �� GLIIHUHQW SHRSOH WR FKRRVH WKH EHVW RI WKHVH
¿YH GHVFULSWLRQV� ,Q 7DEOH ,,,� ZH VKRZ� IRU HDFK LPDJH�
WKH DYHUDJH SHUFHQWDJH RI DJUHHPHQW RI WKHVH SHRSOH ZLWK
RXU V\VWHP �6\VWHP DJUHHPHQW�� L�H�� WKH SHUFHQWDJH RI WLPHV
WKDW WKH FKRLFH RI WKH SHRSOH LV WKH VDPH DV WKH GHVFULSWLRQ
REWDLQHG E\ RXU V\VWHP� DQG ZH DOVR VKRZ WKH DYHUDJH
SHUFHQWDJH RI DJUHHPHQW RI WKHVH SHRSOH DPRQJ WKHP �3HRSOH
DJUHHPHQW�� L�H�� WKH DYHUDJH SHUFHQWDJH RI WLPHV WKDW WKH
FKRLFH RI HDFK SHUVRQ LV WKH VDPH DV WKH GHVFULSWLRQ REWDLQHG
E\ WKH UHVW RI WKH SHRSOH� 7KH JOREDO DYHUDJH YDOXHV IRU DOO
WKH LPDJHV DUH DOVR UHSUHVHQWHG DW WKH ERWWRP�

7KH V\VWHP DJUHHPHQW JHWV DQ DYHUDJH IRU DOO WKH LPDJHV
RI ����� ZKLFK LV LQGHHG JUHDWHU WKDQ WKH DYHUDJH SHRSOH
DJUHHPHQW �������� 7KH KLJKHVW YDOXHV FRUUHVSRQG WR WKH
LPDJHV QXPEHU �� �� DQG �� ZKLFK KDYH D ORZ QXPEHU RI

158 2011 11th International Conference on Intelligent Systems Design and Applications

116



7$%/( ,,,
3(5&(17$*( 2) $*5((0(17 2) 7+( +80$1 2%6(59(56 :,7+ 285

6<67(0 �6<67(0 $*5((0(17� $1' 3(5&(17$*( 2) $*5((0(17 2)
7+(6( +80$1 2%6(59(56 $021* 7+(0 �3(23/( $*5((0(17��

,PDJH 6\VWHP DJUHHPHQW ��� 3HRSOH DJUHHPHQW ���
� ���� ����
� ���� ����
� ���� ����
� ���� ����
� ���� ����
� ���� ����
� ���� ����
� ���� ����
� ���� ����
�� ���� ����

$OO LPDJHV ���� ����

FLUFOHV HDV\ WR LGHQWLI\� 0RUHRYHU� WKH V\VWHP DJUHHPHQW
LV JUHDWHU WKDQ WKH SHRSOH DJUHHPHQW IRU DOO RI WKH LPDJHV
H[FHSW WKH QXPEHU �� ZKLFK PHDQV WKDW HDFK SHUVRQ DJUHHV�
LQ DYHUDJH� PRUH ZLWK RXU V\VWHP WKDQ ZLWK WKH GHVFULSWLRQV
FKRVHQ E\ WKH UHVW RI WKH SHRSOH� 7KLV IDFW FDQ EH H[SODLQHG
IRFXVLQJ RQ )LJ� �� ZKHUH WKH IRXU UHFRJQL]HG FLUFOHV RI
WKH LPDJH QXPEHU � DUH UHSUHVHQWHG� 7KH GHVFULSWLRQ PDGH
E\ RXU V\VWHP EDVHG RQ WKHVH IRXU FLUFOHV LV� ³7KH LPDJH
FRQWDLQV RQH ELJ FLUFOH DQG WKUHH PHGLXP FLUFOHV� 7KH ELJ
FLUFOH LV LQ WKH FHQWHU ULJKW SDUW RI WKH LPDJH´� +RZHYHU�
D KXPDQ REVHUYHU ZKR WHQGV WR LQFOXGH WKH ELJ FLUFOH LQ
WKH FHQWHU ULJKW SDUW RI WKH LPDJH� WHQGV DOVR WR LQFOXGH WKH
FLUFOH DW WKH WRS OHIW FRUQHU WKDW LV QRW UHFRJQL]HG E\ WKH '$4
0RGXOH� 7KHUHIRUH� QRW RQO\ LV WKH GHVFULSWLRQ REWDLQHG E\
RXU UHSRUW JHQHUDWRU H[WUHPHO\ GHSHQGHQW RQ WKH UHVXOWV RI
WKH '$4 0RGXOH� EXW DOVR RQ WKH VXEMHFWLYLW\ RI WKH SHRSOH�

9� &21&/8',1* 5(0$5.6

7KLV SDSHU SUHVHQWV D FRQWULEXWLRQ WR VROYH WKH LPSRUWDQW
FKDOOHQJH RI JHQHUDWLQJ OLQJXLVWLF UHSRUWV IURP GDWD� :H
KDYH GHYHORSHG XSRQ RXU SUHYLRXV ZRUNV ZLWK WZR QHZ
FRQWULEXWLRQV�

�� 7KH LQWURGXFWLRQ RI WKH FRQFHSW RI )X]]\ 7UHH RI
&KRLFHV WR GHVFULEH WKH WHPSODWH RI D OLQJXLVWLF UHSRUW�

�� 7KH SURSRVDO RI DQ HYDOXDWLRQ WHVW WR REWDLQ D SDUWLDO
PHDVXUH RI WKH TXDOLW\ RI WKH JHQHUDWHG OLQJXLVWLF
UHSRUWV�

,Q KXPDQ JHQHUDWHG OLQJXLVWLF UHSRUWV� WKH XVH RI 1/ GHSHQGV
RQ WKH DSSOLFDWLRQ FRQWH[W DQG VSHFL¿FDOO\ RI WKH ZULWHU
H[SHULHQFH DQG LQWHQWLRQV� +HUH� WKH FKRVHQ OLQJXLVWLF H[�
SUHVVLRQV VKRXOG FDSWXUH WKH VXEMHFWLYLW\ RI WKH KXPDQ EHLQJV
SDUWLFLSDWLQJ LQ WKH SURFHVV RI GHVLJQLQJ WKH FRPSXWDWLRQDO
V\VWHP� QDPHO\� WKH H[SHUW RQ 0DUWLDQ JHRORJ\ WKDW ZLOO
SURYLGH WKH IXQFWLRQDO UHTXLUHPHQWV DQG WKH GHVLJQHU WKDW ZLOO
WU\ WR LPSOHPHQW WKDW IXQFWLRQDOLW\� +RZHYHU� WKLV SURFHGXUH
FDQ DOVR EH DSSOLHG WR GLIIHUHQW ¿HOGV� WKH GLI¿FXOWLHV RI
WKLV DGDSWDWLRQ ZLOO GHSHQG RQ WKH FRPSOH[LW\ RI WKH GHVLUHG
OLQJXLVWLF UHSRUWV�

,Q IXWXUH ZRUNV� WKH LGHD LV WR LPSURYH WKH '$4 0RGXOH
LQ RUGHU WR UHFRJQL]H GLIIHUHQW VWUXFWXUHV WKDW DOORZ XV WR
SURYLGH D PRUH FRPSOH[ GHVFULSWLRQ RI WKH 0DUV¶ VXUIDFH�

$&.12:/('*0(17

7KLV ZRUN KDV EHHQ IXQGHG E\ WKH 6SDQLVK *RYHUQPHQW
�0,&,11� XQGHU SURMHFW 7,1�����������&������

5()(5(1&(6

>�@ 3� 5� &KULVWHQVHQ� -� /� %DQG¿HOG� -� )� %HOO� 1� *RUHOLFN� 9� (�
+DPLOWRQ� $� ,YDQRY� %� 0� -DNRVN\� +� +� .LHIIHU� 0� '� /DQH�
0� &� 0DOLQ� 7� 0F&RQQRFKLH� $� 6� 0F(ZHQ� +� <� 0F6ZHHQ� *� /�
0HKDOO� -� (� 0RHUVFK� .� +� 1HDOVRQ� -� :� 5LFH� 0� ,� 5LFKDUGVRQ�
6� :� 5XII� 0� '� 6PLWK� 7� 1� 7LWXV� DQG 0� %� :\DWW� ³0RUSKRORJ\
DQG FRPSRVLWLRQ RI WKH VXUIDFH RI 0DUV� 0DUV 2G\VVH\ 7+(0,6
UHVXOWV�́ 6FLHQFH� YRO� ���� QR� ����� SS� ����±��� �����

>�@ '� (� 6PLWK� 0� 7� =XEHU� 6� &� 6RORPRQ� 5� -� 3KLOOLSV� -� :� +HDG�
-� %� *DUYLQ� :� %� %DQHUGW� '� 2� 0XKOHPDQ� *� +� 3HWWHQJLOO� *� $�
1HXPDQQ� )� *� /HPRLQH� -� %� $EVKLUH� 2� $KDURQVRQ� &� 'DYLG�
%URZQ� 6� $� +DXFN� $� %� ,YDQRY� 3� -� 0F*RYHUQ� +� -� =ZDOO\� DQG
7� &� 'X[EXU\� ³7KH JOREDO WRSRJUDSK\ RI PDUV DQG LPSOLFDWLRQV IRU
VXUIDFH HYROXWLRQ�́ 6FLHQFH� YRO� ���� QR� ����� SS� ����±����� �����

>�@ 5� &� *RQ]DOH] DQG 5� (� :RRGV� 'LJLWDO ,PDJH 3URFHVVLQJ� �QG HG�
%RVWRQ� 0$� 86$� $GGLVRQ�:HVOH\ /RQJPDQ 3XEOLVKLQJ &R�� ,QF��
�����

>�@ :� %XUJHU DQG 0� -� %XUJH� 'LJLWDO ,PDJH 3URFHVVLQJ� $Q $OJRULWKPLF
,QWURGXFWLRQ XVLQJ -DYD� 6SULQJHU� �����

>�@ /� $� =DGHK� ³7KH FRQFHSW RI OLQJXLVWLF YDULDEOH DQG LWV DSSOLFDWLRQ
WR DSSUR[LPDWH UHDVRQLQJ�́ ,QIRUPDWLRQ VFLHQFHV� YRO� �� SS� ���±����
�����

>�@ (� +� 0DPGDQL� ³$SSOLFDWLRQ RI IX]]\ ORJLF WR DSSUR[LPDWH UHDVRQLQJ
XVLQJ OLQJXLVWLF V\VWHPV�́ ,((( 7UDQVDFWLRQV RQ &RPSXWHUV� YRO� ���
QR� ��� SS� ����±����� �����

>�@ /� $� =DGHK� ³2XWOLQH RI D QHZ DSSURDFK WR WKH DQDO\VLV RI FRPSOH[
V\VWHPV DQG GHFLVLRQ SURFHVVHV�́ ,((( 7UDQVDFWLRQV RQ 6\VWHPV� 0DQ
DQG &\EHUQHWLFV� YRO� 60&��� �� -DQ� �����

>�@ -� /� &DVWUR� ³)X]]\ ORJLF FRQWUROOHUV DUH XQLYHUVDO DSSUR[LPDWRUV�́
6\VWHPV� 0DQ DQG &\EHUQHWLFV� ,((( 7UDQVDFWLRQV RQ� YRO� ��� QR� ��
SS� ���±���� $SU� �����

>�@ 5� &DVWLOOR�2UWHJD� -� &KDPRUUR�0DUWLQH]� 1� 0DULQ� '� 6DQFKH]� DQG
-� 6RWR�+LGDOJR� ³'HVFULELQJ LPDJHV YLD OLQJXLVWLF IHDWXUHV DQG KLHUDU�
FKLFDO VHJPHQWDWLRQ�́ LQ 3URFHHGLQJV RI WKH ���� ,((( ,QWHUQDWLRQDO
&RQIHUHQFH RQ )X]]\ 6\VWHPV �)8==�,(((�� -XO� ������ %DUFHORQD�
6SDLQ� ����� SS� ����±�����

>��@ ³8VLQJ )25'%06 IRU WKH OLQJXLVWLF GHVFULSWLRQ RI LPDJHV�́ LQ 3UR�
FHHGLQJV RI WKH ���� ,((( ,QWHUQDWLRQDO &RQIHUHQFH RQ )X]]\ 6\VWHPV
�)8==�,(((�� -XO� ������ %DUFHORQD� 6SDLQ� ����� SS� �±��

>��@ /� $� =DGHK� ³)URP FRPSXWLQJ ZLWK QXPEHUV WR FRPSXWLQJ ZLWK ZRUGV
� IURP PDQLSXODWLRQ RI PHDVXUHPHQWV WR PDQLSXODWLRQ RI SHUFHSWLRQV�́
,((( 7UDQVDFWLRQV RQ &LUFXLWV DQG 6\VWHPV� YRO� ��� QR� �� �����

>��@ ²²� ³7RZDUG KXPDQ OHYHO PDFKLQH LQWHOOLJHQFH � LV LW DFKLHYDEOH"
WKH QHHG IRU D SDUDGLJP VKLIW�́ ,((( &RPSXWDWLRQDO ,QWHOOLJHQFH
0DJD]LQH� $XJ� �����

>��@ *� 7ULYLQR� $� 6DQFKH]� $� 6� 0RQWHPD\RU� -� -� 3DQWULJR� 5� &DELGR�
DQG (� *� 3DUGR� ³/LQJXLVWLF GHVFULSWLRQ RI WUDI¿F LQ D URXQGDERXW�́
LQ 3URFHHGLQJV RI WKH ���� ,((( ,QWHUQDWLRQDO &RQIHUHQFH RQ )X]]\
6\VWHPV �)8==�,(((�� -XO� ������ %DUFHORQD� 6SDLQ� ����� SS� ����±
�����

>��@ 6� 0HQGH]�1XQH] DQG *� 7ULYLQR� ³&RPELQLQJ VHPDQWLF ZHE WHFK�
QRORJLHV DQG FRPSXWDWLRQDO WKHRU\ RI SHUFHSWLRQV IRU WH[W JHQHUDWLRQ
LQ ¿QDQFLDO DQDO\VLV�́ LQ 3URFHHGLQJV RI WKH ���� ,((( ,QWHUQDWLRQDO
&RQIHUHQFH RQ )X]]\ 6\VWHPV �)8==�,(((�� -XO� ������ %DUFHORQD�
6SDLQ� ����� SS� ���±����

>��@ /� (FLROD]D� *� 7ULYLQR� %� 'HOJDGR� -� 5RMDV� DQG 0� 6HYLOODQR�
³)X]]\ OLQJXLVWLF UHSRUWLQJ LQ GULYLQJ VLPXODWRUV�́ LQ 3URFHHGLQJV RI
WKH ���� ,((( 6\PSRVLXP RQ &RPSXWDWLRQDO ,QWHOOLJHQFH LQ 9HKLFOHV
DQG 7UDQVSRUWDWLRQ 6\VWHPV� 3DULV� )UDQFH� ����� SS� ��±���

>��@ 0� 6RQND� 9� +ODYDF� DQG 5� %R\OH� ,PDJH 3URFHVVLQJ� $QDO\VLV DQG
0DFKLQH 9LVLRQ� &KDSPDQ � +DOO &RPSXWLQJ� �����

>��@ -� ,OOLQJZRUWK DQG -� .LWWOHU� ³$ VXUYH\ RI WKH KRXJK WUDQVIRUP�́
&RPSXW� 9LVLRQ *UDSK� ,PDJH 3URFHVV�� YRO� ��� SS� ��±���� $XJXVW
�����

>��@ 0� 'HOJDGR� '� 6�DQFKH]� DQG 0� 9LOD� ³)X]]\ FDUGLQDOLW\ EDVHG HYDO�
XDWLRQ RI TXDQWL¿HG VHQWHQFHV�́ ,QWHUQDWLRQDO -RXUQDO RI $SSUR[LPDWH
5HDVRQLQJ� YRO� ��� SS� ��±��� �����

>��@ 0� $� .� +DOOLGD\ DQG 0� ,� 0� 0DWWKLHVVHQ� &RQVWUXLQJ ([SHULHQFH
WKURXJK 0HDQLQJ� $ /DQJXDJH�EDVHG $SSURDFK WR &RJQLWLRQ� VHU�
2SHQ OLQJXLVWLFV VHULHV� &RQWLQXXP� �����
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