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Abstract

In this contribution we introduce the concept of bond order density (BOD) based on previ-

ous work on natural adaptive orbitals. We show that BODs may be used to visualize both the

global spatial distribution of the covalent bond order as well as its eigen-components, which

we call bond(ing) channels. BODs can be equally computed at correlated and non-correlated

levels of theory, and in ground or excited states, thus offering an appealing description of bond-

forming, bond-breaking, and bond-evolution processes. We show the power of the approach

by examining a number of homo- and hetero-diatomics, including the controversial existence

of a fourth bonding component in dicarbon, by analyzing a few interesting bonding situations

in polyatomics and chemical transformations, and by exemplifying exotic bonding behaviors

in simple excited electronic states.

Introduction

The theory of chemical bonding in real space,1 a framework that provides an orbital invariant

alternative to the dominant orbital dependent paradigm,2 is being progressively enriched with a

battery of tools that provide a map between the concepts of the two approaches. Both the electron

counting and the energetic faces of chemical bonding are covered. Within the first category one

can now obtain reliable covalent3 and ionic4 bond orders at any level of theory, free from the in-

herent arbitrariness of manually selecting which (natural) orbitals are to be considered bonding or

antibonding.5 These bond orders can be spectrally analyzed6,7 − a process that uncovers their ele-

mentary constituents (i.e. individual bonds) − in two- as well as in multicenter bonding scenarios.

A natural bond orbital (NBO)-like decomposition from quantum atoms has also been proposed,8,9

and through the use of electron distribution functions10 resonance structures can be invariantly

recovered. As energetics is regarded, orbital-free energy decompositions that lead to chemically

intuitive atomic deformation energies and to pairwise additive covalent and ionic interactions are

being used more and more.11,12

Amongst the interesting connections that these techniques have uncovered, the literal equiva-
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lence between covalency as a classical sharing of electrons, and delocalization viewed as a mutual

fluctuation (covariance) of atomic electron populations, stands out. When electrons delocalize

between two centers the populations of the latter become statistically dependent, and a covalent

contribution to the interaction energy sets in. The covalent bond order is just a measure of the

number of electrons (or electron pairs) that delocalize, as quantified by their covariance.13

An intriguing aspect of the real space view of covalency that has not been fully addressed yet

is its spatial distribution, i.e. which spatial regions contribute more intensely in building up a given

bond order or covalent strength. We show herein how a bond order density (BOD) can be defined

and partitioned into bonding channels. Examining the total bond order density as well as its eigen-

contributions in representative systems offers interesting clues about bonding mechanisms. In

many cases, the real space picture is in good agreement with traditional orbital images. Sometimes

it may either support or refute recent controversial claims. Finally, in the case of excited states or

of heavily correlated systems, it provides truly new insights.

As we will see, the BOD here defined has formally the same expression at the Hartree-Fock

(HF) and correlated (i.e. multideterminantal) levels when it is expressed in terms of the natural

adaptive orbitals (NAdOs).6,14 This fact makes it possible to compare on an equal basis mean field

and correlated results. Moreover, although in this work we will only show BODs for two-fragment

partitions of molecular systems, the formalism is general and can be applied to other bonding

patterns, e.g. to multicenter two-electron bonds (nc,2e).

We have divided the article as follows. We firstly show, using the H2 molecule as an example,

that a direct analysis of the spatial distribution of the bond order leads to interesting but difficult

to generalize results. Then, the concept of bond order density (BOD), much more suitable for this

purpose, is introduced based of the previous definition of natural adaptive orbitals (NAdOs),6,14

and some computational details about its implementation given. After this, the BOD results for a

set of main group homodiatomics and heterodiatomics are presented and discussed, the evolution

of BOD in a couple of chemical processes analyzed and the BOD results on several polyatomic

molecules discussed. Finally, we show that the usefulness of the BOD concept is not restricted
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to the ground state, but it can also be applied to excited electronic states. The article ends with a

summary and the main conclusions of our work.

On the spatial extension of electron delocalization

In real space approaches to chemical bonding, 3D regions are associated to chemical objects like

atoms, cores, lone pairs, functional groups, etc. Although this can be done in several ways,12 we

choose here the atomic partition provided by the quantum theory of atoms in molecules (QTAIM),15

which enjoys a solid theoretical foundation. It is well established that the covalent energy associ-

ated to the interaction between two quantum atoms A and B is16

EAB
cov =−

∫
A

dr1

∫
B

dr2
ρ2

c (r1,r2)

r12
, (1)

where each electron coordinate is integrated over one of the spatial atomic domains of the two

atoms and ρ2
c is the second-order cumulant (or exchange-correlation) density (2CD), ρ2

c (r1,r2) =

ρ(r1)ρ(r2)−ρ2(r1,r2), with ρ and ρ2 being the one- and two-particle densities, respectively. The

2CD integrates to N, the total number of electrons, and

DI(A,B) = δ
AB = 2

∫
A

dr1

∫
B

dr2 ρ
2
c (r1,r2), (2)

called the delocalization index or covalent bond order, measures how many electrons are shared

between both domains.17 It can be shown that δ AB = −2cov(nA,nB), the covariance of the joint

distribution that describes the probability of finding a given number of electrons in each atom.18

How is, for instance, δ AB distributed in space? A first glimpse can be obtained by examining

the H2molecule at the single-determinant, i.e. HF level, that provides δ = 1. In this case it can

easily be verified that ρ2
c = ρ(r1)ρ(r2)/2, and this shows that the integrand in Eq. 2 peaks when

each electron lies on top of each of the nuclei. This behavior, that is easily rationalized if we

take into account that the probability of finding an electron is maximum at the nuclei, clashes
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with the classical picture where it is the build-up of electron density between the two nuclei the

driving force behind chemical binding. Although it is obviously true that bonding leads to such

a density build-up, and that the internuclear density accumulation plays an important role in the

overall energy balance, it is clear from the previous argument that the electrons that are shared in a

simple covalent interaction tend to be close to the atomic nuclei, and that a properly defined bond

order density must reflect this.

This said, it can also be readily shown that the delocalization leading to the unit bond order

in H2 extends through all the space. Taking into account that the two atoms are separated by the

plane that bisects the internuclear axis at its middle point, further insight can be obtained by intro-

ducing two extra ancillary planes, parallel to the interatomic surface, that pass through each of the

two nuclei (see Fig. 1). The integral in Eq. 2 has then four components (A1B1,A1B2,A2B1,A2B2).

Ignoring the abovementioned density accumulation, each of the four regions contributes approxi-

mately the same amount to δ , so that the internuclear region is only responsible for about a fourth

of the total bond order.

A B

A2 A1 B1 B2

Figure 1: Projection of the interatomic surface (dashed) and ancillary planes (dotted) for the H2
molecule on a plane passing through the nuclei.

This situation is in a sense extreme since in polyatomic polyelectron molecules the bonding
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electrons are usually more localized due to Pauli exclusion with other electrons. The previous

argument nevertheless shows that the spatial distribution of the delocalization may not fulfil our

expectations.

Interesting as these arguments are, Eq. 2 is not useful from the practical point of view, since

it involves a two-particle integrand difficult to visualize. It would be rather more convenient to

transform its integrand into a standard one-particle density. This has already been done, and we

succinctly revisit in the following section the theoretical arguments leading to such a one-particle

BOD or bonding density.

Natural adaptive domain orbitals, bond order densities and bond

order channels

We have shown in the past how a hierarchical set of general bonding indices can be derived6,14

through the joint use of further order reduced density matrices (RDMs) and real space partitions.

Key in this methodology are the n-th order cumulant densities (nCDs), which carry information

about true n-body correlations. nCDs enjoy several important properties, among which we notice

their size extensivity and their recursivity. They are simply that part of the n-th order reduced

densities (nRDs) which cannot be written in terms of lower order RDs. They integrate to the total

number of electrons N, and if condensed over the coordinates of one electron they recover the

(n−1)CD,

ρ
n−1
c (r1, . . . ,rn−1) =

∫
drn ρ

n
c (r1, . . . ,rn)∫

dr1 . . .drn ρ
n
c (r1, . . . ,rn) = N. (3)

Similar expressions can be written for the non-diagonal cumulant density matrices.

Since it has been shown13,19,20 that n-center bonding emerges from n-center fluctuations of

atomic populations, the condensation of a nCD over n different atomic domains provides the num-
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ber of electrons (out of the grand total N) engaged in n-center bonding, so that the n-center popu-

lations

Nab...n =
∫

Ωa

dr1

∫
Ωb

dr2· · ·
∫

Ωn

drn ρ
n
c (r1, . . . ,rn) (4)

are simple invariant measures of n-center delocalization. These quantities, properly normalized,

are called n-center delocalization indices. For instance, twice the two-center one is the standard DI

defined above.

The use of the 3CD or the 3CDM allows to define a one-particle density that integrates to

Nab = δ AB/2,

ρab(r1) =
∫

Ωa

dr2

∫
Ωb

dr3 ρ
3
c (r1,r2,r3). (5)

Notice that ∑a,b ρab(r) = ρ(r), so that the electron density has been decomposed into localized

and delocalized contributions. Moreover, the equivalently defined density matrix ρab(r
′
1,r1) can be

diagonalized and written as a sum of one particle contributions, ρab(r
′
1,r1) = ∑i ni

abφ∗i (r
′
1)φ(r1).

We have called these φ functions Natural Adaptive Orbitals (NAdOs).6 They have been shown

to faithfully recover standard orbital knowledge in single determinant descriptions and to offer

valuable information in correlated cases.21

The quantity that we will use in the following, 2ρab(r), is a bond order density that has not

been appropriately explored so far, and that can be further decomposed into a set of independent

bonding channels (the 2ni
ab|φi(r)|2 contributions). In the mean-field approximation ρab(r) can be

written as14

ρab(r) = ∑
i, j

ϕ
∗
i (r) Dab

ϕ j(r), (6)

where Dab = SaSb + SbSa, ϕi are the canonical orbitals, and Sa and Sb are the atomic overlap

matrices (AOM) in A and B, respectively, defined by Sa
i j = 〈ϕi|ϕ j〉A and Sb

i j = 〈ϕi|ϕ j〉B. If real space

is divided into only two domains A and B (so that A∪B = R3), Dab becomes equal to 2Sa(I−Sa),

with its eigenvalues given by 2ni
ab = 2sa

i (1− sa
i ), where the sa

i ’s are the eigenvalues of Sa. Since

the latter is positive definite, all sa
i ’s and (consequently) ni

ab’s are positive. Hence, in the mean

field approximation, ρab(r) is positive everywhere. Same-spin (Fermi) correlation, taken into
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account in the mean-field approximation, always gives rise to positive BODs. This is no longer

true if (Coulomb) electron correlation is included. In this case Dab 6= SaSb + SbSa and ρab may

be negative and display negative channels; i.e. some of the eigenvalues of Dab are negative and

dominate over the positive ones in some parts of the 3D space, resulting in a negative value of

ρab(r). These negative regions will indicate a predominance of Coulomb over Fermi correlation.

Although they are small and the overall DI is positive, negative bond orders have indeed been

found in excited states.22 These are truly new situations where traditional bonding analyses may

fail.

Implementation and computational Details

Bond order densities and channels have been obtained through our in-house code DENMAT,23

which is a general purpose program to build and analyze nCDs from externally computed wave-

functions. Its basic input is a standarized description of the wavefunction together with the AOMs

between all occupied and virtual orbitals, obtained through our also in-house PROMOLDEN pro-

gram.24 Only results from multiconfigurational calculations will be analyzed, although some com-

parisons with HF calculations will be offered. We have chosen a representative subset of homo-

and heterodiatomics, a few polyatomics and some relevant excited states to show the power of the

approach.

Since our prescription looks to uncovers bonding patterns more than to quantitatively describe

systems, we have recoursed to a complete active space (CASSCF) level of theory. Fine details

that depend on dynamical correlation, like accurate dissociation energies or relative stabilities, are

not appropriately modeled at this level, but the most important bonding factors are well described.

Active spaces were selected using a modified Atomic Valence Active Space (AVAS)30 procedure,

where core orbitals are excluded from the projecting step and a splitting of the threshold used for

the occupied and virtual sets is taken into account. Geometries were not optimized in general

but taken from the literature instead. More details can be found in Tables 1, 2 and 3. The BN
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Table 1: Atomic valence active space (AVAS) and details for homodiatomic molecules studied
in this work. A threshold of 0.1 e was used for orbital occupations in the occupied space and
of 10−5 e for the virtual space. The geometry of C 2 –

2 and B 2 –
2 was optimized as described

in the text.

Molecule Distance (Å) State Impurities Active Space
H2 0.741425 1Σ+

g 1s 2e,3o
Li2 2.673025 1Σ+

g 2s,2p 2e,9o
Be2 2.460025 1Σ+

g 2s,2p 4e,10o
B2 1.590025 3Σ−g 2s,2p 6e,12o
C2 1.242525 1Σ+

g 2s,2p 8e,12o
N2 1.097625 1Σ+

g 2s,2p 10e,13o
O2 1.207525 3Σ−g 2s,2p 12e,15o
F2 1.411925 1Σ+

g 2s,2p 14e,15o
Na2 3.078925 1Σ+

g 3s,3p 2e,9o
Mg2 3.890525 1Σ+

g 3s,3p 4e,10o
Si2 2.24605 1Σ+

g 3s,3p,4s,4p 8e,20o
P2 1.893425 1Σ+

g 3s,3p 10e,13o
S2 1.88905 3Σ−g 3s,3p 12e,15o
Cl2 1.987925 1Σ+

g 3s,3p 14e,15o
K2 3.905125 1Σ+

g 4s,4p 2e,9o
Ca2 4.277325 1Σ+

g 4s,4p 4e,10o
Ge2 2.36805 1Σ+

g 4s,4p,5s,5p 8e,20o
As2 2.10305 1Σ+

g 4s,4p 10e,13o
Se2 2.16605 3Σ−g 4s,4p 12e,15o
Br2 2.281025 1Σ+

g 4s,4p 14e,15o
C 2 –

2 1.2907 1Σ+
g 2s,2p 10e,13o

B 2 –
2 1.7048 1Σ+

g 2s,2p 8e,12o

singlet was choosen at the same geometry of the triplet. In all the cases the Sapporo-QZP-2012

basis sets31 augmented with diffuse basis functions were used. Most of the electronic structure

calculations were performed using the PySCF suite.32 In the case of the HCN path the active

space was found at the transition state and then propagated to reactants and products to ensure a

consistent description along the complete IRC.

In the case of C 2 –
2 and B 2 –

2 the geometry was optimized at the CASSCF level using the

first twelve orbitals in each case and using only the valence electrons with an aug-cc-pVTZ basis

set33. At this level of theory the equilibrium distances of C2 and B2 match well the experimental

values, so that we deem our geometries accurate enough. The same procedure was applied for the

optimization of BC– , with the first twelve orbitals and valence electrons. The geometries of the
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Table 2: AVAS active space and details for heterodiatomic molecules studied in this work. A
threshold of 0.1 was used for the occupied space and 10−5 for the virtual space. The geometry
of BC– was optimized as described in the text.

Molecule Distance (Å) State Impurities Active Space
BeO 1.330925 1Σ+ Be 2s,2p;O 2s,2p 8e,12o
BeS 1.741525 1Σ+ Be 2s,2p;S 3s,3p 8e,12o
MgO 1.749025 1Σ+ Mg 3s,3p;O 2s,2p 8e,12o
MgS 2.142525 1Σ+ Mg 3s,3p;S 3s,3p 8e,12o
CaO 1.821125 1Σ+ Ca 4s,4p;O 2s,2p 8e,12o
CaS 2.317725 1Σ+ Ca 4s,4p;S 3s,3p 8e,12o
CO 1.128225 1Σ+ C 2s,2p;O 2s,2p 10e,13o
CO+ 1.115225 2Π C 2s,2p;O 2s,2p 9e,13o
SiO 1.509725 1Σ+ Si 3s,3p;O 2s,2p 10e,13o
GeO 1.624225 1Σ+ Ge 4s,4p;O 2s,2p 10e,13o
CS 1.534925 1Σ+ C 2s,2p;S 3s,3p 10e,13o
CSe 1.676225 1Σ+ C 2s,2p;Se 4s,4p 10e,13o
SiS 1.929325 1Σ+ Si 3s,3p;S 3s,3p 10e,13o
BF 1.266926 1Σ+ B 2s,2p;F 2s,2p 10e,13o
BCl 1.715925 1Σ+ B 2s,2p;Cl 3s,3p 10e,13o
BO+ 1.204027 1Σ+ B 2s,2p;O 2s,2p 8e,12o
BO 1.204527 2Σ+ B 2s,2p;O 2s,2p 9e,13o

BO– 1.236027 1Σ+ B 2s,2p;O 2s,2p 10e,13o
BS 1.609225 2Σ+ B 2s,2p;S 3s,3p 9e,13o

NO+ 1.065728 1Σ+ N 2s,2p;O 2s,2p 10e,13o
NO– 1.258028 3Σ− N 2s,2p;O 2s,2p 12e,15o
AlO 1.617925 2Σ+ Al 3s,3p;O 2s,2p 9e,13o
AlS 2.029025 2Σ+ Al 3s,3p;S 3s,3p 9e,13o
BeF 1.361029 2Σ+ Be 2s,2p;F 2s,2p 9e,13o
BeCl 1.797125 2Σ+ Be 2s,2p;Cl 3s,3p 9e,13o
SO 1.481125 3Σ− S 3s,3p;O 2s,2p 12e,15o
SeO 1.639525 3Σ− Se 4s,4p;O 3s,3p 12e,15o
SeS 2.046725 3Σ− Se 4s,4p;S 3s,3p 12e,15o
GaO 1.743025 1Σ+ Ga 4s,4p;O 2s,2p 9e,13o
GeSe 2.135025 1Σ+ Ge 4s,4p;Se 4s,4p 10e,13o
AsN 1.618425 1Σ+ As 4s,4p;N 2s,2p 10e,13o
PN 1.490925 1Σ+ P 3s,3p;N 2s,2p 10e,13o
BC 1.491225 4Σ− B 2s,2p,3s,3p;C 2s,2p,3s,3p 7e,21o

BC– 1.3865 1Σ+ B 2s,2p,3s,3p;C 2s,2p,3s,3p 8e,20o
BN 1.3250 1Σ+ B 2s,2p,3s,3p;N 2s,2p,3s,3p 8e,20o
CN+ 1.159025 1Σ+ C 2s,2p,3s,3p;N 2s,2p,3s,3p 8e,20o
CN 1.171825 2Σ+ C 2s,2p,3s,3p;N 2s,2p,3s,3p 9e,21o

CN– 1.177025 1Σ+ C 2s,2p,3s,3p;N 2s,2p,3s,3p 10e,21o
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Table 3: AVAS active space and details for other molecules studied in this work. A threshold
of 0.1 e was used for the occupied space and 10−5i e for the virtual space. The distance refers
to C−C, Si−Si, and N→B, respectively, in the first three molecules, and to C−N in CH2N2
and HCN.

Molecule Distance (Å) State Impurities Active Space
C2H2 1.202625 1Σ+

g C 2s,2p 12e,20o
Si2H2 2.2449 1Ag Si 3s,3p 10e,13o

NH3→BH3 1.645325 1A
′

B 2s,2p;N 2s,2p 14e,15o
CH2N2 1.2875 1A1 C 2s,2p;N 2s,2p 16e,17o
HCN 1.1714 1A′ C 2s,2p;N 2s,2p 10e,13o

Si2H2 and CH2N2 molecules were optimized at the HF level with the aug-cc-pVTZ33 basis set, and

the intrinsic reaction coordinate (IRC) for the HCN←−→ CNH interconversion was found at the

HF level using the GAMESS34 code and the aug-cc-pvdz basis set.33 The transition state structure

and the optimized geometries are included in the electronic supplementary information (ESI) as

xyz files. The optimized structures were subsequently used to perform a CASSCF analysis at

each point. In the case of CO and CS dissociation paths, the active space was determined at the

equilibrium geometry of each molecule and then used for all geometries throughout the path.

The wavefunctions of the electronic excited states of H2 were obtained with the Molpro35 code.

We have selected the B1Σ+
u (S1) and the double minimum E,F1Σ+

g (S2) states at the MRCI-SD level

of theory, with a two-orbital 10-electron reference obtained from a state averaged wavefunction

(SA-CASSCF) with the d-aug-cc-pVDZ33 basis set. As a second example, we have taken the D4h

H4 molecule in the 1A1g excited state at the FCI level using the aug-cc-pvdz basis set. The PySCF

suite32 was used in this case with a distance between closest H atoms equal to 1.2 Å.

As commented, PROMOLDEN24 was used to obtain the AOMs and several interacting quan-

tum atoms (IQA) quantities. Numerical integrations were performed using β -spheres with radii

between 0.1 and 0.3 bohr. Restricted angular Lebedev quadratures with 3074 points and 451

points Gauss-Chebyshev mapped radial grids were used inside the β -spheres, with l expansions

cut at l = 8. Outside the β -spheres, extended 5810-point Lebedev, 551 mapped radial point Gauss-

Legendre quadratures, and l expansions up to l = 10 were selected. Where necessary, electron

distribution functions were obtained with EDF.36
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Bonding densities in main group homodiatomics

We have examined the first to fourth row main group homodiatomics in their experimental ground

states, with geometries taken mostly from the NIST25 database. Full details about interatomic dis-

tances, electronic states and active spaces can be found in the ESI. Noble gas diatomics have been

excluded since their DIs are very small and higher levels of theory together with extremely fine

numerical integrations would be needed to obtain reliable results. Table 4 shows the total DI, the

covalent and classical AB interaction energies, and the number of main contributions to δ for the

studied homodiatomic molecules. In Table 5 we gather the occupation numbers (i.e. the contribu-

tions to the total DI) of the dominant bonding channels. In all cases, each NAdO can be mapped

to a natural orbital (NO) of the full system. By doing so, the pair formed by the contribution of

the NAdO to the DI and the occupation of its twin NO provides an enhanced information about

this bonding channel. In order to build an easy to follow narrative, only dominant channels (here

defined as those with a NO occupation number greater than 0.1 e) will be discussed. In H2, as

already noticed,6 there is an overwhelmingly dominant σ contribution which accounts for 99%

the total DI. The bond order density (BOD) view is compatible with that offered in our first direct

dihydrogen example: each of the four regions A1,A2,B1, and B2 display a grossly equal contribu-

tion to the four (A1B1,A1B2,A2B1,A2B2) pairs, so all of them contribute a similar value to the DI.

This is also what happens if we integrate the σg NAdO in those spatial domains.

Second row homodiatomics

The second row diatomics show an interesting evolution of the total DI as well as of the number

and type of dominant channels. The DI in Li2 (the zero-flux surface has been forced to be a plane

at the internuclear midpoint) is very similar to that in H2, although its leading term is significantly

smaller, and a number of minor correlating NAdOs appear (the occupation of the twin NO to the

leading NAdO is only 1.81 e). A color map showing the evolution of the BOD for H2, Li2, and the

remaining homodiatomics of this series is plotted in Fig. 2. Notice that, due to the long Re value in
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Li2, the BOD is very delocalized and small in the internuclear region. Passing to Be2 the low 2s-

2p gap induces a considerable multiconfigurational character. Although the 2σg and 2σu orbitals

interfere destructively (as in traditional accounts), they do not at all cancel out. A relatively strong

0.37 σ channel survives, and a pair of correlated NAdOs6 appear. The correlating partner has a

non-negligible negative nab value that gives rise to negative BOD regions in the overall map. This

is an exo-bond, in line with findings from the natural bond order formalism,37–40 or from valence

bond (VB) theory.41 Notice how an energetically very weak link, like that in Be2, may involve a

non-negligible multiple bond character. Several very weak, but distinct channels can be present.

The exo-bond persists as a dominant channel in B2 and C2. In these systems the 2π orbital

block becomes populated. The contribution of π channels to the DI, as expected, tends to be

smaller than that of the leading σ channel when correlation is included. This asymmetry decreases

at small Re’s. The leading σ channel strengthens on increasing Z, while the exo-bond loses in-

tensity due to a larger correlating partner (with negative eigenvalue). Be that as it may, both in

B2 and C2 there are four distinct bonding channels, in agreement with both NBO and recent non-

orthogonal VB results.41 We stress that the four components are already present at the HF level

(we have also included the HF results for C2 in Table 5) and that electron correlation affects the

HF exo-bond (the 2σu canonical orbital) considerably, decreasing its nab value. Regardless its

energetic track, a formalism independent from VB, like the one presented here, finds four clear

bonding components in dicarbon. Just as a short digression, an equivalent calculation in acetylene

finds no hint of the exo-bond. This is compatible with a model in which two unpaired electrons in

the C2 fragment are either used to form the two C−H links in acetylene, leading to no exo-bond,

or forced to couple as a singlet in dicarbon. This extra coupling in the same spatial region reduces

the strength of the first σ component, since the correlating partner of the exo-bond is negative in

the internuclear region. In fact, the nab value of the σ channel in C2H2 is significantly larger than

in C2. These conclusions are reinforced by calculations in the B 2 –
2 and C 2 –

2 systems, which are

isoelectronic to C2 and N2, respectively. Transforming dicarbon into a dinitrogen isoelectronic

analogue makes the exo-bond disappear and increases the σ nab. The contrary is true in diboron.
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In N2 two extra electrons are added onto the σ symmetry sector, and the 2σ channels get

blocked. Only one σ component survives (the canonical 3σg orbital), leading to the purest case

of triple bond available in the series. Even in this case, electron correlation has a big impact on

the effective bond order, with 2nab values considerably smaller than one. The introduction of two

extra electrons in dioxygen partially blocks the 2π sector (we are presenting a spinless picture).

Finally, in difluorine the π electrons are almost blocked and only a σ component remains. The

decrease in the σ nab value along the dinitrogen to difluorine sequence is related to the increase in

Re and to Sanderson’s lone pair bond weaking effect (LPBWE).42 In this case, there are small, but

non-negligible contributions from the π electrons (lone pairs).

Table 4: Values of the total delocalization index δ AB, covalent (ECov) and classical (ECl) inter-
action energy components, and number of bonding channels (NBC) or main contributions to
δ AB for the homodiatomic molecules.

Molecule δ AB ECov ECl NBC
H2 0.8351 -0.2294 0.0420 1
Li2 0.8344 -0.1003 0.0019 1
Be2 0.5867 -0.0930 0.0050 2
B2 1.3835 -0.3243 0.0467 4
C2 1.8419 -0.5523 0.1413 4
N2 2.0299 -0.7159 0.2271 3
O2 1.5870 -0.5058 0.1464 3
F2 0.9207 -0.2572 0.0515 1

Na2 0.7655 -0.0801 0.0003 1
Mg2 0.2336 -0.0262 0.0004 2
Si2 1.3833 -0.2714 0.0273 2
P2 1.8877 -0.4424 0.0577 3
S2 1.5855 -0.3929 0.0594 3
Cl2 1.1197 -0.2783 0.0428 1
K2 0.7778 -0.0688 0.0007 1
Ca2 0.4401 -0.0455 0.0007 2
Ge2 1.3333 -0.2471 0.0131 2
As2 1.7847 -0.3783 0.0417 3
Se2 1.4909 -0.3262 0.0372 3
Br2 1.0787 -0.2388 0.0290 1

C 2 –
2 2.2278 -0.5543 0.2188 3

B 2 –
2 2.0045 -0.3196 0.1435 4

A look to the BOD maps is instructive and visually appealing. H2 shows a relatively compact

density with a prolate shape. The midpoint of the internuclear axis (MP) is a minimum of the BOD,
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Table 5: Dominant bonding channels of main group homodiatomics. A channel is considered
dominant if its associated natural orbital has an occupation greater than 0.1 e. Occupation
numbers of the twin natural orbital (in parenthesis) are shown. Whenever a correlated com-
panion with a non-negligible negative occupation is found, it is also shown in a second row.
In acetylene, the C−C link has been analyzed.

σ exo−σ πx=πy

H2 0.8226(1.97) - -
Li2 0.7550(1.81) - -
Be2 0.3721(1.86) 0.2024(1.71) -

- -0.0394(0.17) -
B2 0.6160(1.95) 0.1954(1.66) 0.3322(0.97)

- -0.0896(0.31) -
C2 0.6772(1.97) 0.1815(1.62) 0.5608(1.88)

- -0.0882(0.38) -
C2(HF) 0.3000(2.00) 0.3000(2.00) 1.0000(2.00)

N2 0.7898(1.99) - 0.6201(1.94)
O2 0.7362(1.99) - 0.3878(1.95)
F2 0.6476(1.90) - -

Na2 0.6977(1.82) - -
Mg2 0.1253(1.87) 0.1122(1.84) -

- -0.0113(0.06) -
Si2 0.6205(1.29) - 0.3463(1.24)
P2 0.7595(1.98) - 0.5680(1.90)
S2 0.7146(1.93) - 0.3963(1.95)
Cl2 0.7274(1.93) - -
K2 0.6922(1.78) - -
Ca2 0.2522(1.84) 0.1768(1.78) -

- -0.0261(0.10) -
Ge2 0.6220(1.40) - 0.3227(1.18)
As2 0.7378(1.94) - 0.5312(1.89)
Se2 0.6897(1.93) - 0.3687(1.94)
Br2 0.7159(1.92) - -

C 2 –
2 0.7933(1.97) - 0.6608(1.91)

B 2 –
2 0.5565(1.92) 0.2229(1.72) 0.6604(1.83)

- -0.0920(0.24) -
C2H2 0.7450(1.98) - 0.5845(1.93)
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Figure 2: Bond order density maps for the Z = 1,3− 5 (top) and Z = 6− 9 (bottom) diatomics.
The color scale has been chosen so that both positive and negative regions are clearly highlighted.
Nuclear positions are marked with crosses, and distances and isodensity values are shown in au.

with a value of 0.057 au. On the contrary, the distribution in Li2 is much more disperse and oblate,

and it needs a zoomed scale to be properly seen. The link with the existence of a non-nuclear

attractor in this case should be further studied. The MP is now a maximum with BOD = 0.003 au.

In Be2 this maximum splits into two, and the MP is a (3,−1) critical point with BOD = 0.004 au.

In B2 the presence of π contributions is clear, and again a maximum of the BOD= 0.029 au at the

MP appears that persists in C2 (BOD=0.067 au), where a clear region with negative densities starts

to be observed. From N2 to F2 the MP is again a (3,−1) point, with BOD=0.144,0.100,0.046

au, respectively. Notice that this sequence resembles the structure of the laplacian of the electron

density.15 The change in topology on going from B2 to F2 coincides with the traditional inversion

in the filling order of the canonical molecular orbitals occurring at dinitrogen and with the change

from mainly s-like to pz-like of the character of the σ channel. This coincides with a transition from

a convex to a concave disposition of the BOD in the internuclear region. Moreover, going from

dinitrogen to difluorine evinces a tendency to re-localization, so that F2 displays obvious features

of a proto-bond, as it has been already proposed.43 Truly novel insights come from examining the

negative regions in the maps, that correspond to failures of the one-particle picture. As seen, they

exist in all the B2 to F2 molecules, changing from σ -like to π-like symmetry on dioxygen. A visual
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identification of the regions that oppose to bonding due to correlation effects is thus possible. The

weakening role of the fluorine lone pairs is in this way pictorially available.

In addition to the full BOD maps, it is also possible to visualize specific bonding channels

whose analysis can also provide valuable information about the pattern of bonds in the molecule.

For instance, the maps associated to the exo−σ channel with positive occupation of Be2, B2, and

C2 molecules, plotted in Fig. 3 and included also in the ESI, show that their positive regions are

mainly concentrated at the rear part of the atomic nuclei. The bonding exo−σ channels in our

BOD approach are formed when there exists the possibility of exciting electrons from the 2s to the

2p orbital. In these three molecules they have a diradical character, with one electron in the back

part of each the nuclei of the molecule. Although, for brevity, we will not discuss the exo-bond in

as much detail as in the present case for heterodiatomics, it is worth commenting that its diradical

character may be different from that found here, as both electrons are concentrated in some cases

on the back part of the same nucleus.
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Figure 3: Exo−σ bonding channel with a positive occupation of Be2 (left), B2 (center), and C2
(right) molecules. Notice that the scale used in Be2 is different from that in B2 and C2.

Third and fourth row homodiatomics

If we move to the third and fourth rows, we need first to take into account that although the

symmetry of the states in Si2 and Ge2 coincides with that in C2 their orbital structure is different.

Actually, the 3σg (Si2) and 4σg (Ge2) canonical orbitals lie below the valence π block, so they are

open shell singlets. Their orbital filling is thus similar to that of dinitrogen. The presence of the
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third pz-like valence σ contribution blocks almost completely the valence ns channels.

The use of more diffuse electron shells for bonding purposes decreases the effective overlap.

Moreover, the multiconfigurational character of the states decreases slightly on going from the

second to the third row, to increase a bit again in the fourth row. We can see this head of the group

effect by examining NO occupations in Table 5.

Exo-bonds persist in the Mg2 and Ca2 molecules, although their negative correlating contri-

butions are smaller than those found for the second row homodiatomics. Contrarily to C2, the

exo-bond disappears for Si2 and Ge2.

As a general rule, the intensity of both the σ and π channels decrease down a group, and π

terms become more and more disfavoured with respect to σ ones. Nonetheless, there are notable

exceptions to this rule that deserve further comment. For instance, the three group 2 homodi-

atomics (Be2, Mg2, Ca2) display a σ and an exo-σ contribution, but their occupations show a

minimum in Mg2 which needs further analyses.

In the rest of the anomalies it is a channel of the head of the group which displays a too low

contribution to the DI. For instance, in the tetrel group, as already commented, the σ contribution

is too low in dicarbon due to the interference with the large exo-bond, as a comparison with acety-

lene, which lacks the exo contribution, shows. Similarly, in the chalcogen group the π channel in

dioxygen is too small as is the σ one in the halogen group. The last two cases point toward the

LPBWE.

The BOD maps for the third row are found in Fig. 4, and those of the fourth row diatomics in

the ESI. In most cases, the features found in the second period are reproduced here, although the

density values are smaller. The character of the MP critical point does not change on changing

period, e.g. all alkaline and alkaline-earth display (3,−3) and (3,−1) points at the MP. Only in

the N group P2 and As2 now show a (3,−3) point. This shows that the tendency toward proto-

bonding decreases as we run through a group, as expected. We have not included Al2 and Ga2 due

to problems in the convergence of the CAS calculation to the desired electronic state.
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Heterodiatomic molecules

Many of the concepts explored in homodiatomics are kept intact in heterodiatomics. We have

examined, among others, second to fourth row calchogenides and halides. The results are sum-

marized in Tables 6 and 7, and relevant BODs shown in Fig. 5. In most cases, the full valence

set of orbitals are engaged in bonding in a non-trivial way. Beryllium compounds exemplify our

main points. The σ channel decreases its intensity as polarity is enhanced. This is the expected

behavior, compatible with Pauling’s insights and with the modern view provided by EDFs,4 which

shows that, on a single channel, covalency and ionicity oppose each other. The exo-bond is present

in all cases, although with a very low negative correlating partner. Its contribution to the DI is

greatest in the second row, just as in the homodiatomic case. It is particularly interesting that each

each π contribution is almost as strong as the σ one in BeO, and that the joint contribution of both

π channels in BeO and BeS outweights the σ one.

The evolution of the bonding pattern on traversing a group is now exemplified by the CO, SiO,

and GeO series. The exo-bond looses strength as we go from C to Ge, but it is considerably more

important than in the homologous tetrel diatomics. On the contrary, the σ and π contributions are

weaker in SiO than in CO and GeO.

A direct comparison between homo- and cross-diatomics is also instructive. We can do this

with the trios (C2,CO,O2) and (Si2,SiS,S2). The behavior of the σ component is clearly Pauling-

like, controlled by the difference in electronegativity. The evolution of the π terms is very sensitive

to the compactness of the overall electron distribution, which is σ -dominated. In this way, the total

π contribution of CO or SiS is in between those of the corresponding homodiatomics. Neverthe-

less, care needs to be taken, since the number of classical π links in O2 or S2 is one. With this in

mind, the π skeleton is also subjected to polarity induced weakening.

Some features on the BOD maps are revealing. To consider just a few oxides, neat polarization

differences are evidenced in Fig. 5. In homodiatomics, each nuclear region hosts areas of large

positive and negative densities. However, in heterodiatomics the behavior of the nuclear areas

discriminates the most electronegative partner, which is embedded in a negative region, from the
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Figure 4: Bond density maps (left to right, top to bottom) for the third row diatomics excluding
dineon. The color scale has been chosen so that both positive and negative regions are clearly
highlighted. Nuclear positions are marked with crosses, and distances and isodensity values are
shown in au.

less electronegative element, where the contrary becomes true. The σ -like negative regions around

oxygens are very clear, and the overall change in polarity on going from CO to CS appealing. We

will examine this case in more detail below.
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Figure 5: Bond density maps (left to right, top to bottom) for the CO, SiO, CS and SiS molecules.
The color scale has been chosen so that both positive and negative regions are clearly highlighted.
Nuclear positions are marked with crosses, and distances and isodensity values are shown in au.
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Table 6: Values of the total delocalization index δ AB, covalent (ECov) and classical (ECl) in-
teraction energy components, net atomic charges (Qa,Qb), and number of bonding channels
(NBC) or main contributions to δ AB for the heterodiatomic molecules.

Molecule δ AB ECov ECl Qa Qb NBC
CO 1.4384 -0.4362 -1.3700 1.2315 -1.2322 4
CO+ 1.4935 -0.4750 -1.2979 1.8594 -0.8587 3
SiO 1.0985 -0.2485 -1.2295 1.5076 -1.5076 4
GeO 1.3264 -0.3015 -0.5917 1.1286 -1.1284 3
CS 1.8586 -0.5022 -0.6111 -0.8517 0.8518 3
SiS 1.3085 -0.2658 -0.8295 1.2311 -1.2318 4
CSe 1.7706 -0.4460 -0.0686 -0.4421 0.4416 4
BeO 0.7156 -0.1602 -1.0750 1.6108 -1.6110 3
BeS 0.8846 -0.1709 -0.8246 1.4583 -1.4583 3
MgO 0.6821 -0.1138 -0.4039 1.0796 -1.0796 3
MgS 0.9283 -0.1407 -0.4010 1.1858 -1.1860 3
CaO 1.0688 -0.2063 -0.5729 1.3992 -1.3997 3
CaS 1.0093 -0.1585 -0.4700 1.4045 -1.4048 3
BF 0.7390 -0.1826 -0.7183 0.9147 -0.9148 4
BCl 0.8425 -0.1899 -0.5381 0.7883 -0.7885 4
BO+ 1.2553 -0.3292 -1.2973 2.0688 -1.0688 4
BO 1.0867 -0.2840 -1.3905 1.4974 -1.4977 4

BO– 1.1769 -0.2734 -1.1211 0.7064 -1.7051 4
BS 1.3000 -0.3122 -0.7814 1.1251 -1.1247 3

NO+ 1.7542 -0.6384 -0.3777 1.2798 -0.2798 3
NO– 1.6289 -0.4692 0.0505 -0.2796 -0.7204 3
AlO 0.9897 -0.1933 -0.9124 1.4653 -1.4657 3
AlS 1.1081 -0.2004 -0.6864 1.3197 -1.3205 3
BeF 0.4493 -0.0986 -0.5069 0.9408 -0.9417 2
BeCl 0.4917 -0.0938 -0.4328 0.9063 -0.9069 2
SO 1.4540 -0.3866 -1.0467 1.1485 -1.1481 3
SeO 1.4361 -0.3533 -0.4659 0.8924 -0.8922 3
SeS 1.5503 -0.3481 0.0023 0.2539 -0.2542 3

GeSe 1.5370 -0.3075 -0.1692 0.6743 -0.6744 3
GaO 1.2268 -0.2459 -0.3737 1.0009 -1.0010 4
CN+ 1.5630 -0.4979 -0.6671 1.4776 -0.4776 4
CN 1.7206 -0.5295 -0.8222 1.0478 -1.0466 4

CN– 1.7413 -0.5131 -1.0173 0.6069 -1.6082 4
BN 1.3322 -0.3325 -0.8470 1.1828 -1.1827 4
BC 1.1247 -0.2702 -0.6229 0.9248 -0.9247 4

BC– 1.5651 -0.3596 -0.6228 0.5402 -1.5400 4
PN 1.6612 -0.4051 -1.3597 1.4524 -1.4528 3

AsN 1.7327 -0.4107 -0.4617 0.9484 -0.9485 3
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Table 7: Dominant bonding channels of heterodiatomic molecules. A channel is considered
dominant if its associated natural orbital has an occupation greater than 0.1 e. Occupation
numbers of the twin natural orbital (in parenthesis) are shown.

Molecule σ exo−σ πx = πy

CO 0.4095(1.98) 0.2090(1.97) 0.4691(1.95)
CO+ 0.4879(1.94) - 0.5261(1.93)
SiO 0.3212(1.97) 0.1601(1.91) 0.3469(1.95)
GeO 0.4843(1.96) - 0.4177(1.93)
CS 0.6809(1.98) - 0.5865(1.92)
SiS 0.4220(1.96) 0.1583(1.94) 0.4270(1.93)
CSe 0.7297(1.99) 0.1005(1.93) 0.5270(1.92)
GeSe 0.6244(1.98) - 0.4719(1.93)
BeO 0.2865(1.98) - 0.2356(1.95)
BeS 0.4366(1.93) - 0.2625(1.94)
MgO 0.4218(1.66) - 0.1107(1.96)
MgS 0.6179(1.86) - 0.1743(1.95)
CaO 0.5236(1.94) - 0.2666(1.96)
CaS 0.5666(1.93) - 0.2226(1.96)
BO+ 0.5171(1.93) 0.1015(1.98) 0.4234(1.94)
BO 0.3299(1.97) 0.1335(1.00) 0.3502(1.95)

BO– 0.2811(1.97) 0.3427(1.96) 0.3089(1.95)
BS 0.4973(1.94 - 0.4165(1.93)
AlO 0.4698(1.95) - 0.2495(1.95)
AlS 0.5220(1.94) - 0.2932(1.94)
GaO 0.5552(1.94) 0.1095(1.00) 0.3104(1.95)
NO+ 0.6303(1.99) - 0.5765(1.93)
NO– 0.7301(1.98) - 0.3813(1.96)
CN+ 0.5025(1.97) 0.1522(1.61) 0.5255(1.88)
CN 0.5722(1.97) 0.1285(1.02) 0.5565(1.91)

CN– 0.5225(1.97) 0.1601(1.94) 0.5779(1.93)
BN 0.4454(1.70) 0.1373(1.97) 0.4522(1.88)
SO 0.5185(1.98) - 0.4060(1.95)
SeO 0.6016(1.94) - 0.3813(1.95)
SeS 0.7040(1.93) - 0.3926(1.95)
BC 0.4991(1.87) 0.1627(1.02) 0.2420(0.97)

BC– 0.4723(1.96) 0.1531(1.66) 0.5349(1.86)
PN 0.4613(1.98) - 0.5978(1.90)

AsN 0.6054(1.98) - 0.5736(1.89)
BeF 0.1602(1.98) 0.1421(1.00) 0.0755(1.98)
BeCl 0.2024(1.95) 0.1429(1.00) 0.0809(1.97)
BF 0.2169(1.98) 0.2818(1.88) 0.1372(1.97)
BCl 0.3280(1.95) 0.2496(1.88) 0.1670(1.97)
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Figure 6: BOD maps of CO (top) and CS (bottom) molecules at decreasing internuclear distances.
From left to right R = 3.0,2.4,1.5,1.10 Å for CO and R = 3.6,3.0,2.4,1.5 Å for CS. Notice that
the color scales change with distance as the densities increase.

Table 8: Evolution of the dominant BODs of CO with the distance.

R (Å) σ exo-σ πx = πy

1.1 0.3999(1.99) 0.2217(1.98) 0.4651(1.96)
1.5 0.5941(1.99) 0.0960(1.92) 0.4257(1.90)
2.4 0.2398(1.98) 0.0386(1.95) 0.1271(1.54)

3.0O 0.0366(1.98) - -0.0021(1.06)
3.0C - 0.0169(1.97) 0.0010(0.94)

Table 9: Evolution of the dominant BODs of CS with the distance.

R (Å) σ exo-σ πx = πy

1.5 0.6676(1.99) 0.0932(1.94) 0.6094(1.93)
2.4 0.4413(1.98) 0.0725(1.94) 0.2677(1.75)
3.0 0.1582(1.97) 0.0452(1.58) 0.0835(1.47)

3.6S 0.0463(1.95) - 0.0016(1.05)
3.6C - 0.0145(1.94) 0.0068(0.95)
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Table 10: Evolution of the delocalization index δ AB, covalent (ECov) and classical (ECl) inter-
action energy components, and net charges (QC,QO) of the CO molecule along the dissociation
path.

Distance δ AB ECov ECl QC QO

0.9 1.5338 -0.5392 -1.7612 1.4251 -1.4244
1.0 1.4761 -0.4844 -1.6374 1.3484 -1.3485
1.1 1.4423 -0.4446 -1.4360 1.2600 -1.2594
1.2 1.3682 -0.3994 -1.1682 1.1540 -1.1540
1.3 1.3724 -0.3804 -0.8454 1.0056 -1.0054
1.4 1.3888 -0.3676 -0.4423 0.7809 -0.7802
1.5 1.3549 -0.3416 -0.2033 0.5950 -0.5949
1.6 1.2421 -0.3003 -0.1245 0.5034 -0.5029
1.7 1.1270 -0.2594 -0.0837 0.4388 -0.4381
1.8 1.0325 -0.2253 -0.0596 0.3879 -0.3880
1.9 0.9424 -0.1950 -0.0433 0.3437 -0.3436
2.0 0.8549 -0.1681 -0.0310 0.3007 -0.3008
2.1 0.7654 -0.1435 -0.0212 0.2562 -0.2562
2.2 0.6706 -0.1204 -0.0136 0.2103 -0.2100
2.3 0.5720 -0.0988 -0.0080 0.1650 -0.1650
2.4 0.4744 -0.0794 -0.0045 0.1250 -0.1252
2.5 0.3836 -0.0624 -0.0024 0.0922 -0.0920
2.6 0.3048 -0.0485 -0.0013 0.0657 -0.0657
2.7 0.2383 -0.0373 -0.0008 0.0453 -0.0454
2.8 0.1778 -0.0274 -0.0007 0.0260 -0.0259
2.9 0.1014 -0.0154 -0.0014 0.0011 -0.0010
3.0 0.0750 -0.0111 -0.0013 -0.0016 0.0015
3.1 0.0595 -0.0086 -0.0011 -0.0019 0.0019
3.2 0.0479 -0.0067 -0.0010 -0.0017 0.0018
3.4 0.0319 -0.0043 -0.0007 -0.0013 0.0013
3.6 0.0216 -0.0027 -0.0005 -0.0009 0.0009
3.8 0.0146 -0.0018 -0.0004 -0.0006 0.0005
4.0 0.0099 -0.0011 -0.0003 -0.0003 0.0003
4.2 0.0067 -0.0007 -0.0002 -0.0001 0.0001
4.4 0.0046 -0.0005 -0.0002 -0.0000 0.0000
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Evolution of bonding densities

Bond order densities are very useful to follow different chemical processes. We compare here

the results for CO and CS molecules along their respective dissociation curves, and analyze the

isomerization of HCN into CNH.

CO versus CS

BODs here defined can be obtained equally well at the equilibrium or far from the equilibrium

geometry, thus being well suited to study bond formation or bond breaking processes. To show

their ability to uncover chemical rearrangements, we comment on the formation of the CO and CS

molecules. Data are reported in Tables 8, 9, 10, and 11, and in Fig. 6.

As we approach the C and O atoms together, up to about R = 2.9 Å, there is a main bonding σ

channel that can be assigned to a polarized 2pz oxygen lone pair. The oxygen is still a local triplet,

that is borne by π symmetry contributions. The carbon atom is also a local triplet, with a rather

localized, unhybridized 2s function. In this regime, bonding is dative-like, and the carbon atom

is (very slightly) negatively charged. The π channels do not contribute much to the overall bond

order, although it is clear that the C atom small contribution is π-like.

A considerable electron reorganization occurs if R is reduced below R = 2.8− 3.0 Å. The σ

contribution now includes the heavy involvement of a C hybrid. This is possibly related to an

avoided crossing on the energy surface. As the C atom becomes involved in electron-pair sharing,

its 2s NAdO is polarized (or hybridized) and starts engaging in the exo-bond that survives to

equilibrium. Simultaneously, π sharing starts. After this change, the O atom becomes negatively

charged. At distances close to equilibrium the π eigenvalues are dominant, and the exo-link is

transformed into a very important bonding actor. An oxygen lone-pair is also formed that is highly

localized on the O atom.

In the CS molecule it is also a 3pz S channel that starts a dative-like interaction at large dis-

tances. As R decreases the C atom becomes more negatively charged. This happens until at about
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Table 11: Evolution of the delocalization index δ AB, covalent (ECov) and classical (ECl) inter-
action energy components, and net charges (QC,QS) of the CS molecule along the dissociation
path.

Distance δ AB ECov ECl QC QS

1.2 2.1299 -0.6484 -2.1188 -1.7887 1.7885
1.3 2.0607 -0.6032 -1.6464 -1.5241 1.5231
1.4 1.9828 -0.5604 -1.1879 -1.2492 1.2483
1.5 1.8936 -0.5178 -0.7568 -0.9598 0.9593
1.6 1.7878 -0.4726 -0.3409 -0.6272 0.6263
1.7 1.6255 -0.4104 0.0418 -0.1037 0.1041
1.8 1.5114 -0.3618 0.0352 -0.0242 0.0235
1.9 1.4031 -0.3184 0.0247 0.0161 -0.0162
2.0 1.2993 -0.2800 0.0164 0.0394 -0.0392
2.1 1.1988 -0.2458 0.0103 0.0533 -0.0536
2.2 1.0996 -0.2150 0.0062 0.0609 -0.0612
2.3 1.0011 -0.1870 0.0036 0.0638 -0.0636
2.4 0.9047 -0.1618 0.0019 0.0625 -0.0625
2.5 0.8089 -0.1389 0.0009 0.0579 -0.0577
2.6 0.7139 -0.1181 0.0004 0.0505 -0.0507
2.8 0.5260 -0.0818 0.0001 0.0317 -0.0314
3.0 0.3631 -0.0539 0.0000 0.0141 -0.0141
3.2 0.1855 -0.0262 -0.0012 -0.0211 0.0212
3.4 0.1137 -0.0154 -0.0012 -0.0162 0.0163
3.6 0.0766 -0.0099 -0.0010 -0.0110 0.0110
3.8 0.0529 -0.0066 -0.0008 -0.0074 0.0074
4.0 0.0369 -0.0044 -0.0006 -0.0049 0.0049
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R ≈ 3.1 Å where the full σ is formed and the S atom becomes negatively charged. At smaller

distances the system evolves much like in CO but a rehybridization occurs quite suddenly at about

R = 1.7 Å, which changes polarity again, depleting the S valence. At equilibrium, a very local-

ized 2s-like NAdO has appeared on C, and a more delocalized contribution lies on S. Overall, the

carbon atom bears a considerable negative charge.

Isomerization of HCN

The isomerization of HCN into CNH is a thoroughly studied process that was used years ago

to show that the exchange-correlation energies in the IQA approach were actually determining the

formation of bond critical points in the topology of the electron density.16 We have now determined

the H−C and H−N BODs that overall offer the same picture. HCN is in our calculation 17.5

kcal/mol more stable than CNH, and the transition state occurs at 6 HCN ≈ 79◦. There is only

one dominant σ -like channel for both the H−C and H−N BODs at any point along the transition.

Table 12 shows their evolution. A sharp transition between a H−C dominant and a H−N dominant

channel is clearly appreciated close to the transition state. Notice also that the endpoints are not

symmetric: the H−C link in HCN is considerably more covalent than the H−N bond in CNH, see

the SI.

Table 12: Main bond channel contribution of the H−C and H−N links during the isomeriza-
tion process of HCN to CNH, as sensed by the H-C-N angle

6 HCN(◦) H−C H−N
180.0 0.395 0.054
133.0 0.376 0.065
87.2 0.284 0.140
70.3 0.133 0.257
49.3 0.069 0.291
0.0 0.025 0.300
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Polyatomics

C2H2 versus Si2H2

The marked structural and chemical differences between alkynes and silynes have been thoroughly

studied in recent years.44,45 Here we simply show the power of our approach to distinguish be-

tween these two bonding situations. The minimum energy isomer of Si2H2 has a well-known C2v

dibridged geometrical arrangement. No D∞h isomer is stable, but a C2h trans isomer is closest

to the acetylene geometry. To compare these two molecules, we consider the links between two

equivalent CH or SiH (AH) neutral groups. In this way we smooth out electronegativity differ-

ences, since the charges of C and Si are −0.134 and +0.691 e, respectively. The internuclear MP

is in both cases a maximum of the BOD, with values equal to 0.086 and 0.017 au, respectively.

Ignoring minor channels and negative correlating contributions, both systems display three inde-

pendent AH−AH bonding channels. In acetylene these are the standard σ +2π canonical bonds,

with 2nab = 0.798,0.622,0.622, respectively. Notice that, as already shown in Table 5, both the

σ and π channels in C2H2 are among the strongest found in our survey. If we now change to

C2h silyne, the σ channel is about 15% bit weaker, similar to that in diboron, with an eigenvalue

0.631. A clear π channel, orthogonal to the molecular plane, is also present, with 2nab = 0.516

(20% weaker). In some approaches, like that provided by the ELF function,46 two quasi lone pairs

appear in the molecular plane centered on each Si atom, and a double-bonded system is inferred.

However, we actually find a third weaker π-like bond channel in the molecular plane (see Fig. 7)

with occupation 0.302. This is formed through the delocalization of the Si lone pairs into the H

regions. Notice that this is in agreement with the tendency of H atoms to form bridged structures

in this system. We think that this kind of insight is difficult to obtain by other methodologies.

An analysis of the minimum energy isomer (C2v) leads to only one σ channel between the two Si

atoms, with an eigenvalue equal to 0.537 (0.583 in the trans case). The H atoms are slightly more

negatively charged (−0.729 au), and clearly engaged in standard 3c,2e bonds. Two clear Si 2s-like

lone pairs appear.
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NH3→BH3

The adduct between BH3 and NH3 is taken as the paradigm of a dative bond. At the equilibrium ge-

ometry, the acceptor BH3 molecule is negatively charged, Q =−0.073 au, and our analysis shows

a dominant σ channel that contributes 0.374 to the total inter-fragment DI. However, since the hy-

dridic H atoms of the borane moiety bear a rather negative charge (−0.694 au each), their overlap

and thus total delocalization over the ammonia fragment is not negligible, contributing overall with

0.324 to the DI. Smaller ammonia contribution add to about 0.1. Indirect delocalizations may play

a role that may have not been adequately considered in the literature.

Figure 7: The three main bonding NAdOs of trans−Si2H2. The isosurface 0.064 au is plotted.

CH2N2

We can also understand how the N−N bond weakens after forming CH2N2. Considering the

link between the two N atoms, we first observe that the total N−N DI decreases to 1.724. A

NAdOs/BOD analysis shows that all the dominant channels have weakened: the σ eigenvalue is

now 0.737. Amongst the π contributions, it is the one orthogonal to the molecular plane that suffers

the largest weakening, falling to 0.499, while the perpendicular one stays at 0.576.
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Bond order densities in excited states

BODs can equally be obtained in excited states, where they can offer unique bonding insights

given that many of the rules governing the chemistry of ground states cannot be easily generalized

to excited states (ESs). We have shown in the last years that although the presence of non-nuclear

maxima, for instance, was thought to preclude the application of the QTAIM to ESs, in many

situations this is not true, and that most non-Rydberg states possess standard atomic basins.22,47

Recently, it has been shown that the full DI landscape is more complex than initially thought, with

DIs that may be negative or greater than one for 2c,2e cases if ESs are included.22

We have first selected the B1Σ+
u (S1) and the double minimum E,F1Σ+

g (S2) states of dihydro-

gen at the MRCI-SD level of theory with a two-orbital 10-electron reference obtained from a state

averaged wavefunction (SA-CASSCF) with the d-aug-cc-pVDZ33 basis set. The S1 state has a

minimum at 1.27 Å with DI≈ 1.304. This larger than one value points to a zwitterionic character

of the state, as we have already noticed.22 We have found two degenerate channels, each con-

tributing 0.645 to the DI. They have σg and σu symmetries and can be obviously localized to form

1s-atomic like NAdOs. The S2 state has two minima (E,F). The E minimum is located at R = 1.02

Å, with DI≈ 0.921. There are again two channels, this time asymmetric with 2nab equal to 0.533

and 0.384, respectively. The first NAdO is a σg(1s) function, while the second, clearly more dif-

fuse, is a σg(2s) function. This is appealing, since the E state correlates with the σg(1s)1σg(2s)1

configuration and its dissociation products are a 1s H atom and a 2s H atom.47 The F state is again

zwitterionic (correlating with the ionic resonance at dissociation) with DI = 1.496. The minimum

is located at R = 2.14 Å, and the two main channels are asymmetric. The σg one contribution is

0.616 while the σu one is larger, 0.780.

A final introductory example we have investigated is the first excited state of H4 in the D4h

geometry. We have convincingly shown22 after a full configuration interaction calculation that

the DIs between diagonally opposed H atoms become clearly negative over a wide range of H−H

distances in the first excited 1A1g state. At RH-H = 1.2 Å, the DI between adjacent H atoms is 0.512,

with one main σ channel contributing 0.378 and two opposing correlating ones that involve the
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other two atoms. Contrarily, the DI between the diagonally opposed H atoms is−0.049, consisting

of two positive (0.049,0.039) and one zwitterionic negative (−0.137) contributions. The overall

BOD for the adjacent and diagonal contributions are found on Fig. 8
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Figure 8: BODs of the adjacent (left) and diagonal (right) H−H links in the 1A1g excited state of
H4 at RH-H = 1.2 Å.

Summary and conclusions

In this article, a new scalar field named bond order density (BOD) has been defined, which has

proven to be a powerful tool to analyze the chemical bond from a real space perspective. BOD can

be computed at any level of theory from the natural adaptive orbitals (NAdOs) of the system, intro-

duced some years ago.6,14 Although obtaining the BODs from explicitly correlated wavefunctions

is not trivial due to their dependence on the third order cumulant density (3CD), their computation

in the mean field case is particularly simple. NAdOs in this case can be easily obtained from the

atomic overlap matrices (AOM) between all the molecular orbitals of the system. From a formal

point of view, this is also true in a Density Functional Theory (DFT) formalism, where Kohn-Sham

orbitals can be used as well to obtain (in this order) the AOM, the NAdOs, and the BOD. Moreover,

there is no limitation as to whether BODs are computed in ground or excited states, provided that

the 3D space can be divided into different atomic domains.
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The bond order density associated to a pair of atoms or functional groups can be diagonal-

ized and, therefore, decomposed into as many contributions as the number of molecular orbitals

of the system. Positive and negative eigenvalues signal bonding and antibonding-like channels

respectively. Both the full BOD as well as any of its eigenvectors can be visualized, offering vivid

images of the real space regions that contribute the most to the bond order between any two atoms

of the molecule. Computing the BOD along an arbitrary reaction coordinate (for instance, the dis-

sociation of a molecule into two fragments or an isomerization process) may offer very valuable

information about how some chemical bonds are broken and others are formed or modified.

In this first exploratory work, we have focused in the analysis of the BOD scalar field and of

its different channels for a number of homodiatomic and heterodiatomic molecules, and for C2H2

and Si2H2, at their respective equilibrium geometries. The aim has been to gain insight on the

distribution, character, and intensity of their chemical bonding. The BODs of the CO and CS

molecules along their dissociation curves have also been computed and compared to each other.

We have also studied the evolution of the BOD along the isomerization process of HCN into CNH.

Finally, bond order densities have been computed and analyzed for a couple of excited electronic

states of H2 and the first excited state (1A1g) of H4 in the D4h geometry.

A number of lessons can be learnt from analyzing BODs. In textbook examples, like the sec-

ond period homodiatomics, the mean-field image provides a picture close to the molecular orbital

paradigm with, for instance, three bonds (channels) in dinitrogen. Even in these archetypal systems

some interesting facts arise: the 2σg and 2σu orbitals do not cancel out completely, and extra-σ

channels survive, as in the NBO approach. These exo-bonds are clearly, but not only, found in di-

carbon. Electron correlation usually introduces small changes, although not always. The weaking

effect of lone pairs, for instance, is clearly visible as we move through the period, being maxi-

mum in F2, where regions with negative BODs cannot be overlooked. Since the BOD machinery

can be used at any level of theory, BODs are particularly relevant to ascertain and understand the

role of correlation on particular chemical bonds. Moreover, sometimes non-traditional channels

contributing non-negligibly to electron delocalization among atoms or fragments appear. This is
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the case in the ammonia borane complex, where the borane hydridic moieties play a clear role in

bonding. The BOD analysis clearly shows that the total bond order is not necessarily correlated to

the number of independent contributions to it. A total DI of 1, for instance, may be the result of

a larger number of weaker components, thus involving a non-neglibile multiple bond character to

the link.

The BOD here introduced thus provides unique insights into the different bonding contributions

that add to the real space bond order. It is particularly useful to analyze correlated wavefunctions,

where traditional molecular orbital techniques quickly lose their meaning. This is so because the

number of bonding channels participating in a chemical link is usually low and reminiscent of

that found in the mean field case, so that the BOD technique easily maps the independent particle

picture to the fully correlated one.
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