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ABSTRACT 

Traditional SQL and NoSQL big data systems are the backbone 

for managing data in cloud, fog and edge computing. This paper 

develops a new system and adopts the TPC-DS industry standard 

benchmark in order to evaluate three key properties, availability, 

consistency and efficiency (ACE) of SQL and NoSQL systems. 

The contributions of this work are manifold. It evaluates and 

analyses the tradeoff between the ACE properties. It provides 

insight into the NoSQL systems and how they can be improved to 

be sustainable for a more wide range of applications. The 

evaluation shows that SQL provides stronger consistency, but at 

the expense of low efficiency and availability. NoSQL provides 

better efficiency and availability but lacks support for stronger 

consistency. In order for NoSQL systems to be more sustainable 

they need to implement transactional schemes that enforce 

stronger consistency as well as better efficiency and availability.   
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1. INTRODUCTION 

Cloud computing delivers on-demand IT services, such as storage, 
compute power and servers, over the Internet in order to offer 
flexibility, scalability and elasticity in service provisioning. Cloud 
service consumers only pay for the services they use. This reduces 
their operational and maintenance cost of IT services. The 

common model of cloud service provisioning is built around data 
centers where cloud services are centrally stored and managed. In 
order to alleviate issues of centralized cloud new models of edge 
and fog computing have been emerged. Edge computing offers 
users and developers cloud services and resources at the edge of a 
network or Internet. It delivers compute, storage and data services 
much closer to end devices and/or end users [1]. Fog computing 
model can be defined as an additional layer that provides a bridge 
between edge computing (resources) and the (centralized) cloud. 
For example, fog computing can help in cloud resource 
virtualization in order to dynamically distribute workload across 
different (edge) computing nodes.  

Despite the differences between cloud, fog and edge 
computing models, they all share the need of storing, processing 
and analysing data for different types of applications. The work 
presented in this paper focuses on the traditional SQL and NoSQL 
big data systems which are used by all the three models, cloud, 
edge and fog computing. It evaluates the three key properties, 
availability, consistency and efficiency (ACE). Availability means 
that data is available. For instance, if one node (of a system) is 
failed or overloaded (with many requests) then data can be 
accessed from another node. Consistency means that data must 
remain in consistent state whenever it is updated. Efficiency refers 
to the process that data is efficiently accessed and/or updated. 

Traditional SQL databases have widely been used for a 
number of years by various organizations and companies. SQL 
databases (such as MySQL, Oracle) are built using rigorous 
theoretical and mathematical models such as relational algebra. 
They follow the principles of data normalization and integrity 
constraints in order to maintain strong data consistency. SQL 
database systems have been used for applications that need strong 
consistency and data integrity constraints, for example, banking 
applications, customers and products data, online shopping and so 
on. 

NoSQL big data systems (such as Riak, MongoDB, Couch) 
are relatively new and they do not generally adopt strong 
theoretical/mathematical models. They give preference to 
efficiency and availability over data consistency. They do not 
follow data normalization principles (as in SQL). Instead they 
follow weaker or eventual consistency model. 

NoSQL systems have been used for applications that need 
high efficiency and availability but weaker consistency. For 
instance, NoSQL systems are capable of processing hundreds of 
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get the lock first, are able to satisfy their needs and get the 
required number of units. 

 

Figure 10  

In MySQL with no locks and in Riak the percentage of 
transactions that fail due to the shortage of units in the database is 
very low, because the number of transactions which reach this 
phase is also low, as it is explained in the Section 4.3. 

 

Figure 11. No availability in MySQL &  

5. CONCLUSIONS 

This paper studied the three main ACE properties, availability, 
consistency and efficiency (or performance)  of the traditional 
SQL and NoSQL data systems which are used in cloud, fog and 
edge computing for storing and processing data. In it, we 
developed a new system using real case study of an online 
shopping cart and the industry standard benchmark of the TPC-DS 
in our experiments. We also used the widely used MySQL 
(traditional database system) and Riak (NoSQL big data system) 
in the design and implementation of the proposed system and 
experimentation.  

Our work is first that studied the ACE properties of SQL and 
NoSQL big data systems. It provided greater insights into the 
strengths and weaknesses of both SQL and NoSQL big data 

systems. Our extensive experimentation produced various 
interesting results which show that MySQL with locks provide 
better consistency. Thus, it is more appropriate for applications 
that need strong consistency such as online shopping or banking. 
However, in terms of efficiency and availability Riak outweighs 
MySQL. But Riak does not ensure strong consistency. Thus, in its 
current form Riak is not sustainable to be used for applications 
(such as online shopping or banking). Our recommendation is that 
Riak needs to support appropriate concurrency control and 
transaction management mechanisms. 
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