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Abstract The articles in the long tail are those that

are not popular in some sense, but all together often

represent a large proportion of the products covered by

a Recommender System. For companies, it is important

to recommend these items that otherwise could be un-

known to their customers. It is also interesting for users

because knowing about these items might constitute a

pleasant surprise. But long tail items are not the only

we might wish to recommend. Thus, some companies

promote products on seasonal offers. It is a challenge

to manage the preferences on items whose interaction

with users is scarce. There is a trade-off between rec-

ommending items that users like and those belonging

to a certain kind. We present a framework to address

recommendations where the items will have a weight

that quantifies our interest in recommending them in
a broad sense. Then we derive a factorization method

that optimizes the award of the recommendations. To

test the method, we present an exhaustive experimenta-

tion with a real-world dataset on digital news. We show

that it is possible to improve dramatically the novelty
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(those items of special interest) and diversity of items

with a tiny penalization in the accuracy.
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1 Introduction

Long tails in marketing were highlighted by Anderson

[2] in reference to those items that are not very popular

but represent an important portion of the set of goods

or services provided by a company.

In Recommender Systems (RS), long tail items are a

challenge since there is a large number of such items but

only a few data about their compatibility with users.
The consequence is that RS that suggest long tail items

have a real risk of decreasing their accuracy. Therefore,

RS need to assume a trade-off between accuracy and

the possibility of suggesting not-so-popular items that,

however, may be useful for users that probably do not

even know about their existence; see [4,11,27,29,22,1].

The phenomenon of the long tail is quite stunning.

In [7] the authors report that the 33% of all ratings

are typically concentrated in a very small proportion of

items. In Netflix dataset, this select group is only 1.7%

of movies (302 items). In Movilens dataset only 213

movies (5.5%) include a third of all rates. Therefore,

long tail items are really a lot of items.

The literature contains a number of proposals on

how to include long tail items in the recommendations,

[29,31,26,25,24]. Sometimes, we find different names to

mean roughly the same idea; thus, diversity, serendipity

or novelty are terms used when RS attempt to include

the not so common items in the recommendation lists.

The overall motivation is that recommenders should
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try to improve the non-obviousness of their suggestions,

and then enhance user satisfaction [30].

However, the phenomenon of the long tail is only a

case of a set of items that we might want to appear in

the recommendations. For instance, the motivation may

be to promote products that are on seasonal offer. In

this article, we present a framework that is sufficiently

general to be able to address recommendations where

the items will have a weight that quantifies our interest

in recommending them in a broad sense. So, we define

an award for recommendations that take into account

items’ weights. The idea is that a recommendation of

an item that a user likes is weighted by a measure of

its interest. Then we derive a factorization method that

optimizes the award of the recommendations.

To illustrate the proposal we use a dataset of dig-

ital news. In this context, the goal is to improve the

reading experience of users in order to increase their

engagement. By showing useful and surprising recom-

mendations, readers remain connected for longer times

and thus increase chances for cross-selling of advertising

and other related products. Capturing traffic is an ex-

plicit aim of the recommenders devised by Google [16]

or Yahoo! [14] news aggregators, and has been less ex-

ploited by more traditional online papers, relying these

on general recommendations for all readers.

The next section reviews some related work. The

formal framework to deal with long tail items and the

learning algorithm is then described. Next, we intro-

duce the representation of readers and news used in the

report of results obtained in a number of experiments

detailed in the last section. There, we use a real-world

data from El Páıs1, Spain’s most popular newspaper
and probably the most influential in the global Spanish-

speaking community.

2 Related Work

Long tail recommendations have been tackled in a num-

ber of approaches. In [23], the authors propose a clus-

tering tail method. Long tail items are clustered in or-

der to obtain groups with more ratings to be handled

by a standard classifier instead of plain items. Then, in

[22] the method is refined to become an adaptive release

where clusters are algorithmically devised.

On the other hand, in [1], a method to improve the

diversity in a ranking of items is proposed. The stan-

dard ranking is combined (reranked) with alternative

item ranking functions, such as item popularity. The

aim is to find a heuristic way to improve the aggre-

1 http://www.elpais.com

gate diversity of recommendations while maintaining

adequate accuracy.

There are other kinds of approaches that formulate

an optimization objective that considers the compati-

bility of users and items and additionally the diversity

(or novelty or serendipity) of the suggestions. This is

the case of [10] that analyzes weighted objective func-

tions that allow the trade-off between the diversity of

the affinity of items and users. The paper presents a

control parameter allowing explicit tuning of this trade-

off. The proposal needs to solve a binary quadratic pro-

gramming problem with linear constraints that may use

heuristic methods.

Another way to face the optimization trade-off is

using a multi-objective approach, as in [27]. To opti-

mize accuracy and the presence of long tail items, the

authors propose an evolutionary algorithm that aims

to find a set of solutions by optimizing two objective

functions simultaneously. The final selection of items to

be recommended should be taken from a set of Pareto

dominance solutions.

A different approach can be found in [28]. The in-

teraction between users and items is represented by an

undirected edge-weighted graph. The recommendations

are obtained by algorithms based on the Hitting and

Absorbing Time to enhance the long tail items in the

list of items suggested to users.

In this paper, we illustrate the general purpose frame-

work, presented in the next section, using a digital news

recommender. In this field, there are many related works

that should be mentioned. In [16] the authors described

a personalized news recommendation system based on

profiles learned from registered users’ activity in Google

News. Their proposed approach is a hybrid between col-

laborative filters and content recommenders. The rec-

ommender described in [16] uses the recommender de-

veloped by [8]. This hybrid method has been reported

to improve the quality of news recommendations and

increase traffic.

Combinations of content-based and collaborative fil-

ters have also been used to make personalized digital

news suggestions, for instance in [5,15,20].

We present a content-free recommendation. How-

ever, the inclusion of any information available about

news items or readers it would be straightforward. Thus,

this is not essential in the framework proposed here.

As mentioned above, we used matrix factorization,

which has been successfully applied in other recom-

mender systems - the paradigmatic case being the win-

ner of the Netflix Prize [13,12]. The overall idea is to

embed reading trajectories and news in a common Eu-

clidean space and then use metric properties to repre-

sent affinities. Embedding has also been used to suggest
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music playlists for the recommendation in [21,6]. In this

case, a probabilistic perspective was adopted.

A quite preliminary work with the dataset used here

was presented in our paper [9], where we focused on

analyzing the feasibility of our matrix factorization ap-

proach to improve the recommendations in terms of pre-

cision.

3 General Framework

Let us consider a set U of users and a set I of items of

some kind. We consider a recommendation framework

whose items are classified in two groups for each user:

those that the user likes (represented by +1) and those

that she/he does not like (respectively, -1). Therefore,

we have a dataset

D = {(u, i, z) : u ∈ U , i ∈ I, z ∈ {+1,−1}}. (1)

We will try to learn a model from D in order to

predict items that the user will like, if she/he knows

about them in the future. To describe an algorithm to

learn recommendations for each user u, we aggregate

the positive (respectively, negative) items in

u+ = {i : (u, i,+1) ∈ D},

u− = {i : (u, i,−1) ∈ D}.

The union of those items are the items rated by the

user,

items(u) = u+ ∪ u− = {i : (u, i, z) ∈ D}. (2)

The dual concept for items is the set

users(i) = {u : (u, i, z) ∈ D}. (3)

In this context a Recommender Systems (RS) is a

function R that depends on a parameter θ that maps

users into nonempty subsets of items,

R(u,θ) ⊂ I.

Additionally, let us assume that for each item i or

each pair user-item (u, i) ∈ D we have a weight that

establishes the interest in recommending it

weight(i, u) ∈ R. (4)

4 Evaluation of an RS Pretending to Suggest

Interesting and Relevant Items

To measure the performance of R(·,θ), we consider a

timeline point of view. Thus, the training dataset D will

include all the items assessed by the user up to a given

moment t, those that the user liked and those that did

not.

On the other hand, we will use as test set T . Their

elements are pairs (u, î) where î is the set of those pos-

itive (liked) items assessed after t, pretending that the

user is still unaware of them. In other words, T will

have all pairs (u, î), where î is the set of items that the

user u is going to like.

In the general framework introduced in the previ-

ous section, we must consider both the relevancy of

items suggested (accuracy) and their interest (given by

the weight (4)). Thus, we define a measure that awards

these recommendations,

reward(R(u,θ),weight) =

max
i∈R(u,θ)

{weight(i, u) : (u, î) ∈ T , i ∈ î}. (5)

Let us remark that we use the maximum instead of the

average value. The reason is that the size of the set î of

items that u likes in T is not constant, while R(u,θ)

has a constant size. In the experiments reported at the

end of paper, we will always have 5 recommendations

for each user. The intended idea is to measure the max-

imum weight of the recommended items that she or he

likes.

When there is not any special interest in items, the

weight is constant and the reward is just recording when

there are items in the recommendation that the user

likes. We will refer to this measure as the accuracy. In

symbols, if 1 is a constant weight (4), for instance that

returns always one,

accuracy(R(u,θ)) = reward(R(u,θ),1). (6)

To evaluate the interest of recommendations through-

out the test set T , we consider the average rewards

avg. reward(R(·,θ),weight) =∑
T reward(R(u,θ),weight)

|T |
.

(7)

On the other hand, to measure the performance of R

with respect to the diversity of the items recommended

for all users, we may use the aggregate diversity of [1]

AggDiv(R(·,θ)) =
∣∣ ∪ (R(u,θ) : u ∈ T

)∣∣. (8)

The idea is that the greater the diversity, the more likely

it is that the RS is recommending items from the long

tail. In any case, the recommendations are more varied

and that is a positive quality of the RS.
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past ←− t −→ future
for training for testing

u : i+1 i+2 i−3 i+4 i−5 i+6 i+7 i−8 i−9 i+10 i+11

u, i1,+1
u, i2,+1
u, i3,−1
u, i4,+1
u, i5,−1
u, i6,+1


∈ D u,

î︷ ︸︸ ︷
i7, i10, i11 ∈ T

Figure 1 Time line representation of items that a user u likes (i+) and does not like (i−). All items evaluated in the past are
recorded in the training set D, and the collection of items that the user is going to like in the future are gathered in the test
set T )

5 When the Interest of Items is their Novelty

The approach presented above is quite general, as we

only have a vague definition of interest by means of the

weight of items.

In this section, we follow [3], where Castells et al.

present a number of ways to define the novelty, a precise

and standard method to formalize the interest of items.

However, we may also use different ways of dealing with

the interest of items, for example, according to seasonal

offers of a company.

First, from a global point of view, the novelty of

items may be defined as the opposite of the popularity.

An item will be novel if a few users have interacted with

it. To formalize these concepts, the usual definition of

popularity is

popularity(i) =
|users(i)|
|U|

. (9)

Then the negative log is the novelty

novelty(i) = − log popularity(i). (10)

However, the novelty of an item may be defined

for each user. In fact, personalized recommendations

should take this point of view. In this case, the novelty

can be understood as unexpectedness, and the defini-

tion of the novelty of an item i must consider the set

of items that a user u has rated and the distance from

them to i. In symbols,

expect(i, u) =

1

| items(u)|
∑

j∈items(u)

|users(i) ∩ users(j)|
|users(j)|

.
(11)

Then, the novelty of item i for a user u is defined by

novelty(i, u) = − log expect(i, u). (12)

6 How to Recommend Interesting Items using

Multitask Logistic Regression

To derive a recommender aiming to optimize the re-

ward (5) we propose a probabilistic approach to esti-

mate from D a distribution for modeling the links of

users and items. We chose the logistic function:

Pr(z|u, i,θ) = σ(z · g(u, i,θ)),

σ(x) =
1

1 + exp(−x)
. (13)

Here θ is a parameter to be found using a Maximum a

Posteriori Probability (MAP).

The function g is a compatibility or scoring relation

between users and items. It is defined by the following

inner product:

g(u, i,W ,A) = 〈Wu,Ai〉. (14)

Thus, the parameter θ, introduced in Section 3, is

now the pair of matrices W and A, which can be seen

from a geometrical point of view as linear embedding

projections of users and items in a common Euclidean

space Rk.

R|U| → Rk, u 7→Wu

R|I| → Rk, i 7→ Ai. (15)

Therefore, g is the dot product of the projections of

users and items. In other words, we use a matrix fac-

torization approach. It might be argued that this kind

of factorization limits the capacity of the model since

we restrict ourselves to a subspace of rank k. However,

in practice, this is not a limitation for learning an accu-

rate model. In fact, this restriction helps to filter noise

and may even be considered to express users and items

in terms of a set of latent variables, just as latent topic

models do for text analysis.

It is important to realize that the projection of items

given by matrix A is the same for all users. In this way,
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Figure 2 Geometrical representation of users and items in
R2. Points are the projections of items, and straight lines
represent users (red arrows indicate the positive region, which
contains the relevant items for the user)

all classification tasks share knowledge in order to help

one to another.

To enrich to expressiveness of equation (14), we add

an extra 1 at the end of the vectors that represent items:

iT ← [iT1].

Hence, the function g is a weighted sum of the products

of the components of users and items:

g(u, i,W ,A) = 〈Wu,Ai〉 = uTWTAi

=

|I|∑
b=1

|U|∑
a=1

uaαa,bib +

|U|∑
a=1

αa,sua,
(16)

where s = |I|+ 1.

Geometrically, users can be seen as separator hy-

perplanes in Rk for items projected by A, see Figure 2.

According to (16), the intercept term depends only on

the user.

Therefore, to have an RS, we need to minimize

− log
∏

(u,i,z)

Pr(z|i,u,W ,A))

+ ν
(

reg(W ) + reg(A)
)
.

(17)

Here, the regularization terms are computed by

reg(X) =

∥∥X∥∥2√
dim(X)

,

where dim is number of elements of a matrix, its dimen-

sion. The hyperparameter ν is the regularization rate.

Algorithm 1 To learn the parameters θ of the pdf (13)

Input: D; {see (1)}
Input: β > 0; {stress factor, see (18)}
assign random values to parameters θ;
repeat

Fetch random u;
Fetch a positive item i ∈ u+;
{from a distribution proportional to weightβ(18)}
Update θ according to (u, i,+1);
Fetch a random negative item neg ∈ u−;
Update θ according to (u,neg,−1);

until stop criterion

return θ

To solve the optimization problem (17) we may use

a Stochastic Gradient Descent (SGD) algorithm. Nev-

ertheless, we want to favor somehow the recommenda-

tions of interesting items. And this has not been in-

cluded so far. Our proposal is the use the SGD with a

sampling method that explicitly considers the definition

of weight. See Algorithm 1.

The core point is that the algorithm boosts the pos-

itive examples (z = +1) of users and items according

to their weight when they are not constant. Moreover,

since these scores are positive values, we may stress

them using a number β > 0 to consider(
weight(i, u)

)β
. (18)

For greater values of β we expect to obtain recommen-

dations with more reward (5) while suffering some de-

crease in accuracy (6).

Of course, when β = 0, all items have the same

weight, 1, and there is no special interest in suggesting

some items instead of others. Then, the reward (5) is

just the accuracy.

In [17], the authors use a similar equation. They

present a pair-wise approach where users prefer some

items over others. In order to boost preferences over

the weight of items, the authors define a Serendipitous

AUC (SAUC) to be optimized.

However, as it happens in our case (5), the weight

has no explicit relation with the parameters of the model.

Thus, it is not straightforward to optimize this kind

of equations. Our proposal in Algorithm 1 is to con-

sider that the optimization should include somehow the

weight of items in the iterative algorithm to find the

best model to provide recommendations.

7 Experimental Results

We carried out a set of experiments to show the perfor-

mance of the approach presented above. In this section,

we start introducing the datasets mentioned in the in-

troduction and how we represented readers and news
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items. Next, we report the hyper-parameter values of

the experimental setting. Then we present the results

obtained for different values of the stress factor, β (18),

in order to test the cost in terms of accuracy when in-

creasing the novelty in the recommendations.

7.1 Datasets

The datasets used in this paper come from the access

logs of the digital version of the newspaper El Páıs on

September 8th, 2012. This newspaper exceeded 13 mil-

lion unique users in December 2013; most of them from

Spain and Latin America, since it is a newspaper writ-

ten in Spanish. For this experiment we worked only

with accesses from Spain between 00:00 and 23:59, dis-

carding those accesses to pages like ‘services’, ‘widgets’,

‘comments’; that is, we considered only pages contain-

ing news.

The log file was fragmented in several train/test

datasets as follows: every half hour, starting at 00:00,

we collected the reading data of the next 5 hours, using

the first 4 to build a train set and the fifth for the cor-

responding test set. Table 1 shows the details of each

dataset2.

Each web page access is associated in the log file to

its URL and a user identifier, allowing us to construct

the trajectory of reading news for each user (Section

7.2). We used only trajectories with at least 4 news for

training purposes.

The box plot of Figure 3 depicts some information
about the distribution of the trajectory lengths in the

39 datasets, showing that only a small fraction of ac-

cesses have a rich trace to be used for training. Only

an average of approximately 838 reading trajectories

have at least 4 accesses, even though the total number

of accesses to the digital newspaper is several orders of

magnitude higher. The amount of trajectories dramat-

ically decreases as their length increases, down to an

average of only 1.7 trajectories with 15 news.

Figure 4 illustrates the long tail phenomenon in

these datasets. The graph represents the percentage of

accesses in the vertical axis for each news article in

each dataset. News are represented in decreasing order

of accesses, being the i-th news in the horizontal axis

the i-th most accessed article in its corresponding time

frame.

2 The dataset used in the experiments can be downloaded
at http://dx.doi.org/10.13140/RG.2.2.31466.21445

Table 1 Datasets built from the access log file. The column
Inst shows the number of instances in each dataset, and the
column News indicates the number of different article news
accessed in the corresponding time frame.

Train Test

Set Time frame Inst. News Time frame Inst

D1 00:00 - 03:59 6850 208 04:00 - 04:59 429
D2 00:30 - 04:29 5705 204 04:30 - 05:29 399
D3 01:00 - 04:59 4601 199 05:00 - 05:59 460
D4 01:30 - 05:29 3723 191 05:30 - 06:29 625
D5 02:00 - 05:59 3195 184 06:00 - 06:59 933
D6 02:30 - 06:29 3012 197 06:30 - 07:29 1591
D7 03:00 - 06:59 3093 193 07:00 - 07:59 2522
D8 03:30 - 07:29 3732 205 07:30 - 08:29 4133
D9 04:00 - 07:59 5091 215 08:00 - 08:59 6488
D10 04:30 - 08:29 7683 217 08:30 - 09:29 8901
D11 05:00 - 08:59 11946 225 09:00 - 09:59 10403
D12 05:30 - 09:29 17555 233 09:30 - 10:29 11777
D13 06:00 - 09:59 23941 238 10:00 - 10:59 12233
D14 06:30 - 10:29 31047 246 10:30 - 11:29 11817
D15 07:00 - 10:59 37890 258 11:00 - 11:59 10703
D16 07:30 - 11:29 44384 275 11:30 - 12:29 9605
D17 08:00 - 11:59 48990 279 12:00 - 12:59 8851
D18 08:30 - 12:29 51972 288 12:30 - 13:29 7922
D19 09:00 - 12:59 52526 289 13:00 - 13:59 7102
D20 09:30 - 13:29 51472 292 13:30 - 14:29 5675
D21 10:00 - 13:59 48875 293 14:00 - 14:59 4176
D22 10:30 - 14:29 44272 297 14:30 - 15:29 3394
D23 11:00 - 14:59 38879 292 15:00 - 15:59 3132
D24 11:30 - 15:29 33395 291 15:30 - 16:29 3137
D25 12:00 - 15:59 29148 291 16:00 - 16:59 3201
D26 12:30 - 16:29 25268 288 16:30 - 17:29 3338
D27 13:00 - 16:59 21908 285 17:00 - 17:59 3117
D28 13:30 - 17:29 19278 287 17:30 - 18:29 3688
D29 14:00 - 17:59 17359 287 18:00 - 18:59 4385
D30 14:30 - 18:29 17318 291 18:30 - 19:29 4592
D31 15:00 - 18:59 18190 289 19:00 - 19:59 4229
D32 15:30 - 19:29 19108 294 19:30 - 20:29 3758
D33 16:00 - 19:59 19609 294 20:00 - 20:59 3476
D34 16:30 - 20:29 19937 300 20:30 - 21:29 3169
D35 17:00 - 20:59 20075 298 21:00 - 21:59 2807
D36 17:30 - 21:29 19852 302 21:30 - 22:29 2642
D37 18:00 - 21:59 19554 310 22:00 - 22:59 2660
D38 18:30 - 22:29 18070 316 22:30 - 23:29 2680
D39 19:00 - 22:59 16785 318 23:00 - 23:59 2585

7.2 Representation of Readers and News

To fit this dataset in the framework presented in this

paper, users are readers, and items are news. There

are several peculiarities that make news recommenda-

tion challenging and should be taken into account. Since

the recommendations should be personalized, we need

to capture as much information as possible from read-

ers. However, most of the readers are frequently not

identified in the website, and thus their specific pro-

file is not known in advance and a detailed history is

not available. The only certainly available information

from a reader is the trajectory of the news that deserved

reader’s attention in the current session, and these ses-

sions are known to be very short in practice.

Thus, the core issue is the representation of a sin-

gle news item. For this purpose, let us consider a set

N of digital news. Each p ∈ N is going to be repre-

sented using the one-hot encoding, that is, by a binary
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codification vector

p ∈ R|N | (19)

where all components are zero except the one with in-

dex p which is 1. We will use interchangeably in the

rest of the paper, p for a news item and its vector rep-

resentation.

On the other hand, to represent a reader we use only

the trajectory of the news read in one session. In this

paper we use the concatenation of the binary represen-

tation (one-hot) of the last (r0) and last but one (r1)

articles (2-gram):

r̂ = [(r0)T , (r1)T ]T ∈ R2×|N |. (20)

Although other representations for readers could be

used, we have experimentally checked the soundness of

Table 2 Values of the SGD hyper-parameters used in the
experiments

Parameter Equat. Value

Learning rate in {10−2, 10−1}
Regularization (17) ν ∈ {10−5, 10−2}
Radius (21) R = 10
Rk dimension (15) k = 50
Max. iterations 100 × #train. inst.

2-gram for this application. Additionally, in the imple-

mentation used in the experiments, we normalized the

vectors representing readers:

r̂ ← r̂∥∥r̂∥∥ .
Finally, let us remark that if we have any extra in-

formation about readers or news, we just have to con-

catenate the vectorial representation described above

with a vectorial representation of extra knowledge. This

idea has been successfully used in [19,18]. For instance,

we could have some valuable information about read-

ers, like sex, age, previous interactions with the digital

newspaper, etc... On the other hand, the news could

have been described by using their contents.

7.3 Experimental Hyper-Parameters

For the sake of reproducibility, Table 2 shows the val-

ues of the meta-parameters used in the training stage.

The learning rate (γ) and the regularization factor (ν)

were chosen automatically for each dataset by applying

a grid search procedure in the range of values specified

in the table. Also, after each iteration of the SGD al-

gorithm, the norms of the columns of matrices W and

A were constrained to be kept inside a hypersphere of

radius R:∥∥W (·, i)
∥∥ ≤ R, ∥∥A(·, j)

∥∥ ≤ R, ∀i, j. (21)

7.4 Results and discussion

The purpose of these experiments is to show the influ-

ence of β in the optimization problem (17). We compare

the average values (7) of accuracy and novelty. While

the accuracy defined in (6), we have two definitions for

novelty: depending only of the item (10) and consid-

ering the user (12). The models were obtained by the
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novelty(i)
novelty(i,u)

Ac
cu

ra
cy

63.5

64.0

64.5

65.0

65.5

β value
0 1 2 3 4 5 6 7 8 9 10

Figure 5 Weighted average (using the datasets of Table 1)
of accuracy obtained for different values of β (18) represented
in the horizontal axis

Algorithm 1 for different values of β in the range [0, 10]

when weight is respectively

weighti(i, u) = novelty(i), (22)

weighti,u(i, u) = novelty(i, u). (23)

The novelty was assessed using the definition that each

model is trying to optimize.

Figure 5 depicts the effect of variations in the stress

factor β with respect to the average accuracy. Figure 6

shows the average novelties, in this case, to compare the

grows with β, we represent the increase in percentage

points with respect to the novelty obtained when β =

0, that is when the aim is to optimize the accuracy

instead of any kind of novelty. Each point in the graphs

represents the weighted average scores of the results

obtained in the 39 datasets.

The cost of increasing the novelty in terms of accu-

racy is reflected in lower accuracy scores. The graphs

confirm that we have to pay a price if we want to in-

crease the degree of novelty in our recommendations.

Note that in the most extreme case, with β = 10 and

using the novelty function of equation (12), we only lose

1.5 percentage points in accuracy but we win almost 16

percentage points in novelty.

The values in Figure 7 confirm what was observed

in Figure 6. An increase in β brings with it a greater di-

versity of the recommended news. The RS’s recommen-

dations risk suggesting news of those that are surely in

the long tail and therefore of which there is little evi-

dence about the interest in readers. This risk reduces

accuracy but obviously gives rise to greater diversity.

In Figure 7 we see that in the extreme value (β = 10)

there are increases in the number of recommended news

(aggregate diversity of the equation 8) of 26.7 and 34.7

percentage points according to the definition of novelty

that we are trying to optimize.

novelty(i)
novelty(i,u)

Im
pr

ov
em

en
t i

n 
no

ve
lty

 (%
)

0

5

10

15

β value
0 1 2 3 4 5 6 7 8 9 10

Figure 6 Weighted average (using the datasets of Table 1) of
novelty (measured using (10) and (12)) obtained for different
values of β (18) represented in the horizontal axis. The verti-
cal axis represent the increase in percentage points assuming
0 for β = 0

novelty(i)
novelty(i,u)
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)
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10

20

30

β value
0 1 2 3 4 5 6 7 8 9 10

Figure 7 Weighted average (using the datasets of Table 1) of
aggregate diversity (8) obtained for different values of β (18)
represented in the horizontal axis. The vertical axis represents
the increase in percentage points assuming 0 for β = 0

8 Concluding Remarks

We have presented a general framework to derive rec-

ommender systems that have an explicit interest in sug-

gesting a kind of items. The proposal is quite general,

but we focused on novelty and diversity. It is acknowl-

edged that the satisfaction of users increases when RS

suggest items that surprise users favorably. Frequently,

this implies the exploitation of long tail items that may

be very profitable for companies. These items repre-

sent an important part of the items available in typical

datasets, and typically they are not recommended at

all since there are just a few pieces of evidence of users

who like them.

The use of these novelty items inevitably leads to

a trade-off with accuracy. To formalize this issue, we

defined an award function that takes into account a

certain interest (weight) in the recommendations. The

interest can be defined as the novelty (in any formu-

lation of this concept), but it can also be the will of

companies to promote a kind of items in a seasonal of-

fer. In any case, the factorization method presented in

this paper optimizes the award in this general frame-

work.
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To illustrate the performance of the proposal we

used a real-world dataset from a digital newspaper,

El Páıs. We showed that the award function can be

optimized to increase dramatically the novelty of the

recommendations. Additionally, the recommendations

include significantly more news than those suggested

when considering a uniform interest. In fact, boost-

ing the reward yielded an increase of ' 16 percentage

points in the number of pieces of news used, paying just

a tiny penalization in accuracy.
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