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ABSTRACT: Very recently, we have analyzed the nature of chemical interactions in a wide variety of molecules and materials 

using the Chemical Pressure (CP) approach. We have shown how this newly developed formalism can be used to identify and visu-

alize different types of chemical bonds based on the attractive and repulsive forces between the constitutive atoms of molecules and 

materials. In this article, we illustrate the capability of the CP approach to clearly track the bond formation and rupture processes in 

crystalline solids. Using the Indium Phosphide (InP) crystal as a model system, the evolution of its chemical bonding network is 

investigated in two different phenomena: (i) along a pressure-induced phase transition mechanism and (ii) after electron beam irra-

diation of the unit cell. The CP maps show distinctive features related to the local atomic interactions in the crystal structure, 

providing insights into the chemical nature of any distorted/defective structure throughout these transformation processes. This is 

accomplished by searching for the appearance/disappearance of absolute minima of negative chemical pressure along bonding in-

teratomic paths and of zero CP contour lines surrounding the metallic atoms. 

INTRODUCTION  

The chemical bond continues to be the main concept in chemistry 

for understanding chemical structure, stability, reactivity and 

many other chemical and physical phenomena of a given materi-

al,1,2 even though questions about the nature of chemical bonds 

are still highly controversial.3-5 In crystalline solids, knowledge of 

chemical interactions is of capital interest due to the fundamental 

information provided for the electronic distribution and local 

forces in their stable structures.  

In fact, much effort is being invested in the development of 

new methods aimed at the characterization of chemical bonding 

using density functional theory (DFT) methodologies. The need to 

understand the nature of a chemical bond stimulates discussions 

on many different levels of chemical research about how to rec-

oncile the image derived from approximate theories,1,6 and that 

obtained from quantum mechanical calculations.7 Few studies 

have been conducted to track the chemical bond changes associat-

ed with structural and electronic rearrangements, such as solid-

solid phase transformations and increasing the total number of 

electrons in a bulk structure by simulating the effects of electron 

irradiation, respectively. It is arguable that the difficulty stems 

from the complexity of the electronic structure in the transient 

regime associated with the emergence or breaking of chemical 

bonds.    Understanding these chemical bond rearrangements pro-

vides detailed insights into the chemical nature of the above pro-

cesses. 

Quantum chemical approaches intended to unravel the nature of 

chemical bonding generally rely upon the wave function8-11 or the 

electron density.12,13 Nowadays, alternative computational tools 

are being developed that are based on the various scalar fields 

which condense the chemically relevant information obtained 

from quantum calculations into one single intuitive real-space 

function. Two of the most illustrative molecular scalar fields are 

the electron density (Bader’s QTAIM)12 and the electron localiza-

tion function (ELF).14,15 In addition to the electron population of 

each atom, QTAIM analysis reveals the atomic interactions in 

molecular and crystalline systems. This strategy was applied for 

example to track the atomic charge in systems irradiated with a 

weak electron beam.16,17 On the other hand, in a quantitative way, 

ELF topology analysis is widely applied to understand bond char-

acterization in crystalline solids18-21 and can be used to track the 

bond formation process along phase transition mechanisms.22-24 

The new chemical pressure (CP) approach is based on the in-

terplay between the electron density and the energy decomposi-

tion distributed in real space, yielding a valuable scheme in which 

chemical bonds are described in terms of balanced attractive and 

repulsive forces that are mapped, respectively, in regions of low 

and high CP values.25 Recently, we were able to analyze, visualize 

and differentiate a range of chemical bonds in a wide variety of 

molecules and crystalline solids using this approach.26 In this 

work, we are interested in exploring the efficiency of this formal-

ism to properly describe the bond formation and rupture processes 

involved in several phenomena such as phase transitions,22 and 

electron irradiation of solids.16,27 One important challenge for the 

CP formalism is to prove its performance in understanding and 

rationalizing the interatomic interactions that take place as a 

chemical or physical process progresses. 

Indium Phosphide (InP) is a suitable model system for explor-

ing the CP features in such processes. It is a popular binary semi-

conductor that is widely used in the electronic devices.28-30 The 

low-pressure stable phase of InP has a zinc-blende (B3) crystal 

structure. The transition pressure for the zinc-blende (B3)-NaCl 

(B1) first-order phase transition in InP was reported to be within 

the range of 9.8-11.2 GPa in several previous works.31-40 From the 

electronic point of view, as the B3 phase has four atoms per unit 

cell while the B1 structure has only two, there are twice as many 

bands per k-points in the B3 phase with respect to B1. Therefore, 

B3 presents two conduction bands, one associated with a direct 

emission and a second one with a pseudo-direct one.41-43 From a 
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structural point of view, the change in the atomic local coordina-

tion from 4 to 6 during the B3-B1 transition will be an intuitive 

example of the bond formation process. In addition, a pure single-

crystalline tetragonal In phase growth on the surface of InP nano-

rods during the weak electron irradiation process carried out in-

side a high-resolution transmission electron microscope has been 

reported.27 Thus, In-P bonds are broken during the segregation of 

the pure In metallic phase. These phenomena are challenging 

examples of the application of the CP method. 

The article is organized in three more sections. The crystal 

structure and computational details used in this study are de-

scribed in the following section. The third section, where the re-

sults are discussed, is divided into two main subsections. The first 

one discusses the CP features for the bond formation process 

along the B3-B1 phase transition of InP. The second subsection 

deals with the CP schemes associated with the In-P bond rupture 

during the electron irradiation of the InP crystal. By the end of 

this section, it will have been clearly shown how the CP formal-

ism is able to visualize the bond formation and rupture capturing 

the distribution of the attractive and repulsive forces. The last 

section summarizes the main results and conclusions of this work. 

Crystal structure 

Different phases of InP and metallic In have been used in our 

study. B3 and B1 structures of InP are used in exploring the phase 

transition and determining the transition pressure. This transition 

has been studied experimentally in many previous works.6,34,44,45 

The B3-B1 transition mechanism has been widely studied theoret-

ically using several transition paths. The body-centered ortho-

rhombic unit cell with space group Imm2 was reported as the one 

with the lowest activation barrier for SiC,46 being a model for the 

transition in this and other materials.22-24 

In this work, the phase transition path is described by using the 

unit cell of a common subgroup of the two end members (Imm2) 

with two formula units per unit cell. In this unit cell, the In atom 

occupies the 2a (0.0, 0.0, 0.0) position while the P atom occupies 

the 2b (0.0, 0.5, zc) position where zc changes from 0.25 (B3) to 0 

(B1) along the transition path. The transition profile is explored 

using the Imm2 unit cell at the transition pressure using the nor-

malized transformation coordinate, ξ, which is defined as [zc – 

zc
B3] / [zc

B1 - zc
B3] where zc, zc

B3 and zc
B1 are the z coordinate of 

the P atom at each point on the transition path, B3 and B1 struc-

tures, respectively. On the other hand, we simulate the electron 

irradiation on the B3 structure by gradually increasing the total 

number of electrons in the unit cell of the bulk structure from 0 to 

10 electrons. Reference CP maps such as the one of the sublattice 

of In atoms in the B3-InP structure (fcc) and the one of an In in 

vacuo atom are used in the analysis of the results. 

 

Computational Methods 

First-principles total energy electronic structure calculations were 

performed under the formalism of DFT as implemented in the 

ABINIT program.47-49 We used the LDA exchange-correlation 

functional of Goedecker, Teter, and Hutter50 and Hartswigen-

Goedecker-Hutter (HGH) pseudopotentials.51 The valence elec-

trons of P atom, 3s2 3p3, and the In 4d10 5s2 5p1 semi-core elec-

trons were included in all calculations. Optimization of the corre-

sponding unit cell geometries and atomic positions was performed 

with the Broyden-Fletcher-Goldfarb-Shanno minimization tech-

nique. The structural relaxation was carried out until the maximal 

forces on the atoms were less than 5 × 10−5 Hartree/Bohr. A cut-

off energy of 100 Ha along with Monkhorst-Pack52 k-points grids 

(6 × 6 × 6) were used to ensure convergence of the total energy 

within 10-4 Ha per atom. The B3-B1 transition profile is con-

structed at the transition pressure using the Imm2 unit cell at 26 

values of the normalized coordinate (ξ). At each ξ value, the unit 

cell parameters are optimized using the fixed atomic coordinates 

condition. 

Moreover, in the electron irradiation calculations, LDA-DFT 

electronic structure calculations were performed both with the 

ABINIT code and also using the projector-augmented wave 

(PAW) and plane wave basis set scheme implemented in the Vi-

enna ab initio simulation package (VASP).53-55 The automatically 

generated Γ-centered Monkhorst-Pack meshes and a cut-off ener-

gy of 530 eV were used to obtain less than 10-4 eV per atom in the 

total energy convergence. The number of electrons is increased in 

the bulk structure using keywords NELECT (VASP) and 

CHARGE (ABINIT) and then a full optimization is performed. 

For all the optimized structures with VASP, the atomic charge of 

both atoms is determined using the Bader partitioning method12 

implemented in the Henkelman group code.56 The same ex-

change-correlation functional was applied in all calculations. 

 The preparation of the raw data for the chemical pressure pro-

gram is performed as three single-point calculations over a vol-

ume change of 3% around the equilibrium unit cell volume. 

Chemical pressure maps are then created using the Fredrickson 

group CP program.57 These CP maps were found to be chemically 

and physically stable showing equivalent results with respect to 

different computational details as the choice of exchange-

correlation functionals. Unless specifically noticed, all the calcu-

lations were performed using the core unwarping method in order 

to reduce the strong CP features around the atomic cores.26,57 All 

the CP maps were visualized with the VESTA program,58 using 

appropriate pressure range scales for the color-maps to reveal the 

CP features around the atomic cores and  in the interatomic re-

gions (normally red indicates the highest positive and blue indi-

cates the lowest negative CP). 

RESULTS AND DISCUSSION 

3.1.  B3-B1 Phase Transition of InP.  In our static calculations 

(zero temperature and zero-point energy neglected), the stable 

crystal phase is the one with the lowest enthalpy. Thus, the stand-

ard method for studying the relative stabilities of high pressure 

phases is based on comparing the enthalpy of different crystal 

structures in terms of pressure. The B3-B1 transition is accompa-

nied by a volume change. Figure 1 shows the relative enthalpy of 

the B1 phase with respect to B3 as a function of pressure. The 

transition pressure (ptr) is determined when ΔH = HB1 - HB3 is 

zero. Our calculated ptr value (9.67 GPa) agrees with the experi-

mental one which lies in the range of 9.8-11.2 GPa.31-40 

 

Figure 1.  Relative enthalpy of B1 to B3 phase of InP versus hy-

drostatic pressure. The transition pressure is obtained at ptr = 9.67 

GPa. The attached inset represents the calculated enthalpy versus 

the normalized transformation coordinate (ξ) at the transition 

pressure. 
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The relative enthalpy profile of the Imm2 cell along the trans-

formation path at the transition pressure is shown in the attached 

inset of Figure 1. The transition state occurs at ξ = 0.32. Since the 

transition happens at ξ < 0.5, a similarity between the transition 

state (TS) and the B3 phase is suggested. The coordination num-

ber increases from 4 to 6 during the transition from B3 to B1 to 

form two new In-P bonds. We expect to visualize new CP features 

for these emerging bonds along the transition path. 

The evolution of the cell parameters with the normalized coor-

dinate at the transition pressure is shown in Figure 2. The b-axis is 

the one that is the least affected during the transformation. There 

is a sudden drop in the c-axis from 5.66 Å (at ξ = 0, B3 phase) to 

3.86 Å (at ξ = 0.44). A similar trend is obtained for the a-axis, 

with a sudden increase from 3.97 Å (in B3 phase: ξ = 0) to 4.97 Å 

(at ξ = 0.44). After ξ = 0.44, the cell parameters change in a low 

range untill the formation of the B1 phase. The computed cell 

parameters and cell volumes for the Imm2 description for B3, 

transition state (TS), and B1 structures at the transition pressure 

are collected in Table 1. The total volume is reduced in this transi-

tion by about 26%, whereas the volume reduction at the TS is 

lower than 9% supporting the similarity between B3 and TS struc-

tures. 

Figure 2. Cell parameters of the Imm2 unit cell versus the nor-

malized transformation coordinate (ξ) at the transition pressure. 

 

In terms of the bond distances of the Imm2 unit cell, there are 

three different distances that should be tracked in the transfor-

mation path. These three distances are between the In atom and 

three relevant P atoms: equatorial P1, axial P2 and the approach-

ing P3 represented in the 3D unit cell of Figure 3, where the evo-

lution of these distances along the transformation path is present-

ed. 

Table 1. Calculated structural parameters of the optimized B3, 

transition state (TS) and B1 structures in the Imm2 unit cell at the 

transition pressure. Length is in Angstrom. 
 

 B3 TS B1 

a  3.9750 4.7413 5.2395 

b 3.9750 4.0541 3.7366 

c 5.6391 4.2576 3.7366 

Volume/InP 44.551 40.92 32.97 

ξ 0.00 0.32 1.00 

 

 

The equatorial In-P1 distance at ξ = 0 and 1 is 2.437 and 2.640 

Å, respectively. The equatorial and axial In-P distances are almost 

equal and constant along the transition path revealing that the 

original In-P bonds in the B3 structure are preserved. In contrast, 

the distance between In and the approaching P3 atoms shows a 

decreasing trend from a value of 4.6 (ξ = 0) to 2.6 Å (ξ = 1.0), 

equal to the bond lengths of In-P1 and In-P2, thus illustrating the 

formation of new bonds. This trend coincides with the linear trend 

of the c-axis in the previous figure (Figure 2). This axis is associ-

ated with the movement of the approaching P atom. 

 

 

Figure 3. The In-Px (x = 1, 2 and 3) bond distances in the Imm2 

unit cell as a function of the normalized coordinate along the 

transformation path. The attached unit cell is for the Imm2 space 

group at ξ = 0 including these three distances: equatorial P1 

(cross), axial P2 (circle) and the approaching atom P3 (triangle). 

 

Now let us briefly explore the results of applying the CP meth-

odology to the B3-B1 transformation. It is important to identify 

firstly the CP schemes along the In-P bond and in the interstitial 

spaces of the starting (B3) and final (B1) structures at ξ = 0 and 1, 

respectively. The 1D profiles of CP along the equatorial In-P bond 

are presented in Figure 4a. Overall, the two CP profiles are very 

similar with a minimum of negative pressure along both In-P 

bonds. Additionally, the minima along the In-P bonds in the two 

structures can be visualized using isosurfaces of CP in the 3D 

representation of Figure 4b. In the two phases, the bonds between 

the In and P atoms are already confirmed by black disc-shaped 

features along the interatomic paths. Due to the particular and 

selected values of the CP isosurfaces, in the B3 phase only these 

CP features along the bonding path appear, whereas in the B1 

phase an additional black isosurface is obtained in the crystal 

space partially hiding the relevant black disc-shaped entity. Nev-

ertheless, this CP feature will be used as the effective signal for 

the detection of a new bond. 

At ξ = 0 (B3), the CP between the In atom located at the cell 

center and the approaching P atom (P3 located in the neighboring 

right unit cell) is very flat. There are no minima or even any spe-

cial CP features along this direction (Figure 4b-left). In the struc-

ture at ξ = 1 (B1), we observe a black disc-shaped feature between 

the In and P3 atoms, which confirms the bonding that provides the 

6-fold coordination of the B1 phase. Such CP features will be 

used as a reference in our chemical pressure analysis of the rest of 

the structures along the transformation path.  

Now that we have considered the starting and final structures of 

the B3-B1 transformation, let us briefly explore how other select-

ed structures are reflected in the chemical pressure maps. To focus 

on the previous essential CP feature, we will look for the onset of 

the appearance of this black disc-shaped feature between the In 

atom (at the cell center) and the approaching P3 atom. For this 

purpose, we present here the most intuitive structures across the  
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Figure 4. (a) 1D profile of the total chemical pressure along the In-P bond in the B3 and B1 crystal structures (b) Chemical pressure 3D 

isosurfaces of InP (In = blue, P = pink) in B3 and B1 structures in Imm2 symmetry with CP = -0.043 (left) and CP = -0.051 (right). Pres-

sures are given in atomic units. 

transition path showing the evolution of the CP along the ex-

pected bond formation path (Figure 5). 

The CP between In and the approaching P atom (P3) is always 

flat up to ξ = 0.52 where a local minimum of CP = -0.05 a.u. ap-

pears, a value close to the minimum along the equatorial bonds in  

the B1 structure (-0.0537 a.u.). The value of this minimum in-

creases gradually (in absolute value) up to the final structure (ξ = 

1) where it becomes equal to -0.0537 a.u.. These minima are un-

ambiguous signatures of the emergence of new bonds. Clear min-

ima are obtained near the bond centers and have values of -0.0528 

a.u. (B3, black) and -0.0537 a.u. (B1, red). In our previous work, 

this feature indicates the covalent nature of the bond. The minima 

lie closer to the P atom, thus reflecting the higher electronegativi-

ty of the P atom and the polarity of the bond. The maxima near 

the In core are associated with the 4d10 semi-core electrons of the 

In atoms. The average In-P distance where these minima first 

appear is 3.153 Å which is longer than the final distance in the B1 

structure by about 19%. We propose this value around 3.150 Å as 

the critical distance for the formation of the new In-P chemical 

bonds. 

 

Figure 5. Chemical pressure 3D isosurfaces of InP (In = blue, P = 

pink) in the Imm2 unit cell at selected ξ values along the trans-

formation path. CP range from -0.048 to -0.052 a.u. 

 

3.2.  Electron Irradiation of InP. Irradiation of solids with en-

ergetic particles, such as electrons, results in structural and atomic 

defects that affect the common properties of the material. Howev-

er, irradiation may have several benefits for the target material. A 

review of the effects of irradiation on various nanostructured ma-

terials has recently been reported.59,60 In this section, we will 

demonstrate the effect of electron irradiation on a solid crystal in 

terms of the CP concept.  

We begin with the geometrical optimization of the B3 structure 

of InP as the number of electrons in the bulk structure increases 

from N = 0 (neutral) to N = 10es (charged). The volume of the 

optimized cubic unit cell increases upon adding electrons. The 

evolution of the optimized cell parameter as a function of the 

number of electrons is shown in Figure 6. A soft linear trend is 

obtained up to N = 10es, where the cell becomes almost twice the 

size of the initial structure (a = 10.2 Å). 

 

 

Figure 6. Optimized cell parameter of InP crystal versus the 

number of additional electrons.  

 

Another important variable mainly affected by the irradiation 

process is the shortest In-P distance. Figure 7 shows the evolution 

of this bond-length as a function of the net charge of the bulk 

structure. A linear trend is obtained again up to N = 10es, where 

the In-P distance becomes too long (4.42 Å) to consider any 

chemical bond between In and P. Thus, the interatomic interaction 

decreases considerably due to the electronic defects induced by 

the irradiation effect within the unit cell. 
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Figure 7. In-P distance versus the number of electrons added to 

the B3-InP structure. 

 The electronic charge enclosed within the Bader atomic basins 

was evaluated for the two atom types (In and P) of the B3 struc-

ture. We observed that the extra electrons affect the atomic charge 

of both atoms. Since the B3 phase contains four atoms of each 

type, each extra electron is shared between the total of eight at-

oms. The calculated atomic charge of both atoms is represented in 

Figure 8 as a function of the number of electrons added to the unit 

cell. A neutral atomic configuration of the In atom is obtained 

after adding 5 electrons to the bulk structure. Under the same 

condition, the atomic charge of the P atom becomes -1.25. The 

analysis of these results reveals that In atoms are the ones that 

always attract more electrons over the whole irradiation process. 

Such behavior is attributed to the empty subshells of the outer 

fifth shell of In atoms (In: [Kr] 4d10 5s2 5p1) and the fact that In is 

the chemical species acting as a cation in this compound. 

Figure 8. Bader atomic charge of In and P atoms versus the num-

ber of electrons added to the B3 structure of InP.  

The distribution of the additional charge within the unit cell be-

tween In and P atoms is shown in Figure 9. It is clear that the 

incoming electrons are more attracted by In atoms to fill the emp-

ty subshells, while the electron distribution percentage for P at-

oms is always less since the outer subshell is half filled, [Ne] 3s2 

3p3. In terms of the hard and soft acids and bases principle 

(HSAB),61 In and P are categorized as intermediate acid (electron-

pair acceptor) and soft base (electron-pair donor), respectively. 

The electron distribution between the two atoms is very close 

after N = 5es, where In is neutral becoming soft acid. 

Let’s move to the chemical pressure results, in which other new 

features are also apparent. The following representations are the 

original CP maps, i.e. the core unwarping scheme (used to reduce  

Figure 9. Calculated electron distribution of In and P atoms 

across the electron irradiation of the B3-InP unit cell. 

the high CP features around the atomic cores) is not applied in 

this case. Here we focus on the CP features surrounding the atom-

ic positions considering the distribution of the isolines corre-

sponding to the zero CP. These isolines are used to distinguish the 

negative and positive pressure regions and are the ones plotted in 

our 2D maps.   

Starting with the 1D-representation, the CP profiles between 

the two nearest In atoms (black line) and along the In-P bond path 

(red points) are depicted in Figure 10. Moreover, (101) cross- 

sections of the CP map containing both In and P atoms are at-

tached. An analysis of the results renders a maximum of positive 

pressure near the In nuclei which is more intense than in the un-

warped case, which is not relevant for the following discussion.  

A well of negative pressure appears along the In-P bond path 

with the minimum displaced to the P position. Here we can also 

observe this characteristic signature of a polar covalent In-P bond. 

A feature not visible in the unwarped maps now appears near the 

In atom, a small maximum delimiting the negative well. The same 

CP features are also apparent in the attached cross-sections (see 

2D CP inset-bottom) in which the In nuclei are surrounded by CP 

oscillations alternating negative (blue) and positive (red) values. 

In the 2D CP map (see insets of Figure 10), the interstitial spaces 

are filled with a flat plateau of low negative pressure. 

Figure 10. 1D chemical pressure profile along the In-In (black 

line) and In-P (red crosses) interatomic paths calculated for the 

neutral B3 structure of InP (N = 0). Attached insets give zoomed-

in views (below) and 2D CP maps along the (101) plane at differ-

ent CP ranges: original (top) and narrow range (down). 

We will now show the CP maps of the irradiated B3-InP crystal 

and how the CP features change as the number of electrons in the 

bulk structure increases. We start by visualizing 2D maps of the 

chemical pressure through the (010) plane containing only In 

atoms (Figure 11). We can see the effect of adding electrons on 
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the regions surrounding the atomic cores of In atoms in the crys-

tal. The highest positive pressure (red), located around the In at-

oms, increases gradually with the addition of extra electrons (CP 

= +5.69 at N = 0 while CP = +6.86 at N = 7es). In the neutral 

structure (N = 0), the CP around the In atom is spherical and 

changes from the lowest negative pressure (blue) to the highest 

positive pressure (red). The two outer shells are of very low nega-

tive and positive pressure as we move toward the neighboring 

atoms. We can assume that these outer CP shells correspond to 

the outer valence electrons. 

 

Figure 11. Chemical pressure analysis of irradiated B3-InP crys-

tal. 2D cross-sections of the total CP through the plane (010) at 

different numbers of electrons (from neutral N = 0 to N = 7es). 

The CP = 0 contour is shown with a black solid line in all panels. 

 

The CP distribution in these outer shells depends on the number 

of electrons occupying them. Clearly, the distribution of the con-

tours of CP = 0 is also affected by the irradiation process. It also 

reflects the interaction with the neighboring atoms. These CP 

features are changing until the situation of N = 5es where the two 

zero CP contour lines disappear, and adding more electrons keeps 

the In nuclei surrounded only by two contours. According to our 

calculations analyzed below, this image is similar to the non-

interacting image of the isolated system. 

 

 

Figure 12. Chemical pressure analysis of irradiated B3-InP crys-

tal. 2D cross- sections of the total CP map across the (101) plane 

at different numbers of electrons (from neutral N = 0 to N = 7es). 

The CP = 0 contour is shown with a black solid line in all panels. 

 
New features also appear across the (101) plane that contains 

both In and P atoms and the bond path (Figure 12). As illustrated 

in the previous figure, a sudden change in the CP distribution 

around the In atoms occurs at N = 5es. However, the isolines 

around the In atoms are not completely spherical as seen through 

the (010) plane (Figure 11). This is because of the effect of the 

chemical bond with P atoms. The CP maps show that the In atoms 

are more affected than the P atoms by the electron irradiation 

process. However, it is not possible to easily track the CP distribu-

tion along the bond path across these cross-sections due to the 

high positive pressure near the atomic cores. Thus, to eliminate 

this effect, the core unwarping step has to be applied (see Figure 

13). 

In this figure, the minimum along the In-P bond is apparent (in-

side the dark blue region). The low negative pressure associated 

with this minimum is located along the bonding region and in-

creases gradually (decreases in absolute value) as new electrons 

are added. In our previous work, we illustrated how the areas of 

negative chemical pressure would lower the local energy of the 

system, indicating a higher interatomic interaction (see Eq. 10 in 

Ref. 26). This property can be tracked and visualized throughout 

the irradiation process to obtain information about the bond 

strength. The progressive increasing of the negative minima of CP 

indicates weaker In-P interactions as the number of electrons are 

increased. 

 

 

Figure 13. Chemical pressure analysis of irradiated B3-InP crys-

tal. 2D cross sections of the total CP across the (101) plane at 

different number of electrons (from neutral N = 0 to N = 7es). The 

CP = 0 contour is shown with a black solid line in all panels. 

 

In the neutral structure (N = 0), the In-P bonds are unequivocal-

ly established and confirmed. At N = 5es, the In-P distance is 

longer (see Figure 7) and the CP distribution around the In atoms 

is different from that in the neutral one (see Figures 11-12). Alt-

hough weak minima are still present along the In-P contact, these 

minima do not change anymore even when longer In-P distances 

are obtained after adding more electrons to the InP unit cell. This 

scenario suggests a non-interacting environment and allows us to 

conclude that the In-P bond is broken after irradiating the crystal 

lattice with 5 electrons. 

Incidentally, another advantage of using the unwarping method 

is that it becomes possible to notice the evolution of the positive 

CP features around the P atoms as the number of electrons in-

creases. At the neutral structure (N = 0), very weak positive CP 

features are seen around the P nuclei. These features grow as 

more electrons are added to the unit cell. At N ˃ 4es, the P atoms 

are surrounded by a continuous outer shell, shown in red, corre-

sponding to the positive CP of the additional charge near the 

atomic core. Thus, this new feature also delimits the boundary 

between the scenarios with and without In-P chemical bonds.  
To end our analysis, it is very useful to consider how the metal-

lic In crystal and the isolated in vacuo In atom are reflected by the 
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chemical pressure maps. These maps are introduced as a reference 

for the irradiated InP system. In Figure 14 we illustrate the CP 

distribution of In metal in the face-centered cubic (fcc) structure, 

the same structure displayed by the In sublattice in the B3 InP 

phase. The overall CP features are very close to those obtained for 

other metals in our previous study:26 the atomic cores are nearly 

spherical with intense positive pressure. These cores are immersed 

in a flat plateau of a low negative CP background. The negative 

and positive pressures average out to zero pressure at the equilib-

rium geometry. Within the (011) cross- section, the spherical con-

tours of CP = 0 are close to those shown for the neutral (N = 0) 

B3 InP phase (see Figure 11-12). 

Figure 14. Total chemical pressure plots of metallic In in the 

face-centered cubic (fcc) structure across (a) (010) and (b) (101) 

planes. Black solid contours stand for CP = 0.  
 

 

Curiously, the image of the metallic In aligns closely to the CP 

features that have been seen in the CP maps of InP in the B3 

structure up to N = 5es. This suggests that the metallic nature is 

preserved in the In sublattice of InP crystals even under irradia-

tion by electrons provided that the In atoms are still charged. 

However, in the case of neutral In atoms (N = 5es), the CP distri-

bution of the metallic sublattice is replaced by other features 

which are assumed to be associated with the isolate system, as we 

discussed below.  

 

 
 

Figure 15. Chemical pressure map calculated for an in vacuo In 

atom isolated in a large unit cell (a = 10 Å). Cross-section of the 

total CP containing the nuclear position. Black solid-line curves 

stand for CP = 0. 

 
The CP distribution of an isolated In atom in a large unit cell is 

shown in Figure 15 and is consistent with CP maps of a variety of 

isolated elements shown in previous works (see Figure 2 of Ref. 

57). The atomic position at the center of the map is decorated with 

spherically oscillating pressure features. The outer positive pres-

sure region (red) is associated with the semi-core [4d10 5s2 5p1] 

electrons of the In atom. These atomic features are immersed in a 

flatter, weak negative pressure background. What is important to 

point out here is that this is the image that coincides with the CP 

features obtained in Figures 11-12 for In atoms in the B3 phase 

when N ˃ 4es. 

In summary, as we have illustrated throughout this subsection, 

a clear signature of the In-P bond-breaking process is the disap-

pearance of the oscillations of the CP associated to outer shells of 

In. We have also confirmed that the minimum of the CP along the 

In-P line reaches a constant value, with a concomitant emergence 

of a continuous positive CP around the P core, when the In-P 

chemical bond is broken. CP schemes of the metallic and in vacuo 

In atom systems can be used as references to track and detect both 

the incoming and outgoing states of In along the electronic irradi-

ation process. Thus, the CP analysis allows us to establish a simi-

larity between metallic In and the In sublattice in InP crystal be-

fore irradiation as well as between the in vacuo In atoms and the 

segregated In state induced by the electron irradiation when the 

In-P bond is broken. 

CONCLUSIONS 

In the present paper, we have discussed the chemical bond for-

mation/rupture processes from the point of view of the Chemical 

Pressure (CP) formalism using the InP crystal as a model system. 

The CP results have been explored and discussed in terms of dif-

ferent representations, including one-, two- and three-dimensional 

plots. In particular, CP maps are rich in information regarding 

chemical bonding interactions, attractive and repulsive forces, and 

atomic sizes. The formation of two new equivalent In-P bonds 

along the transition path of the B3-B1 phase transition in InP was 

successfully monitored by this novel CP approach. This was 

achieved by using a common unit cell of orthorhombic Imm2 

symmetry in which the z coordinate of the P atom is considered as 

the transformation coordinate. The analysis of the several CP 

maps created along the transition path allows us to correlate the 

concentration of negative pressure in the In-P bond path with the 

presence of a chemical bond. It is clearly shown that the minima 

of negative pressure (CP = -0.05 a.u.) appear between the In atom 

and the approaching P atoms (P3 in Figure 5) at ξ = 0.52. This 

calculated value gradually increases as the distance between the In 

and the approaching P atoms decreases along the transition path. 

At the end of the transition path (ξ = 1), the four In-P equatorial 

bonds have minima of CP of -0.0537 a.u., the same value as the 

one obtained at the interatomic line between In and the approach-

ing P3 atoms, thus confirming the formation of new bonds. These 

results can be extrapolated to other binary compounds exhibiting 

the B3-B1 transformation. 

The electron irradiation of the B3 phase of the InP crystal was 

selected as an example of a bond rupture process. Increasing the 

total number of electrons in the bulk structure results in augment-

ed In-P distances. The Bader charge analysis shows how the in-

coming electrons are distributed among the atoms of the crystal. 

The In atoms attract more electrons in order to fill up their empty 

subshells and become neutral after adding 5 electrons to the unit 

cell. In fact, this process induces changes in the CP around the In 

atoms and along the In-P contacts. Such behavior can be tracked 

using the isolines of zero CP around the nuclear positions. We 

have compared the CP maps of the electron irradiated InP B3 

phase with those of the metallic and In isolated systems. After 

adding 5 electrons to the InP crystal, the change in the oscillating 

behavior of the chemical pressure surrounding the In atoms re-

veals that the onset of In-P bond rupture leads to the segregation 

of an atomic isolated In system. 
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